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CHAPTER 1



An Introduction: About This Book


In 2003, I accepted a position as an Assistant Professor at the University of Western Ontario. When I arrived for work in July, I met with my department chair, James Olson, and talked about what courses I would teach. As a newly hired faculty member on the tenure track, I was entitled to a teaching break in my first year and was only required to teach one course. What should I teach? There was a course listed in the course catalogue that had been offered intermittently and was usually taught by an adjunct instructor or grad student. It was called ‘The Psychology of Thinking’ and was about reasoning, decision-making and other kinds of complex cognition. This seemed interesting.


I had been hired on the basis of my expertise in the psychology of concepts and this seemed like a good fit for me. So, I decided to make this course my own. I knew a lot about concepts and categories, and I knew some things about memory and decision-making but not as much about some of the other topics. I had to prepare a lot of the other material the same way that many other new instructors prepare. I read a lot of books and a lot of papers about higher-order, complex cognition. I prepared lecture notes and overhead transparencies. For those who do not remember, the overhead projector was a device with a mirror, a lamp and a lens that would take clear plastic transparencies (they were like clear paper) and project them on a screen for people to see. The overhead transparency was kind of like a handmade PowerPoint presentation. We use PowerPoint to project things digitally now, of course, but it’s the same idea. You could actually write on the transparencies in class, which was a benefit, but you could also drop them on the floor, and they might fall out of order, which was not a benefit.


And so, in 2004, I took my position at the front of a small lecture room in the Social Science centre at Western, with my little stack of notes and a slightly bigger stack of overhead transparencies and I prepared to teach my first course as a professor. It was . . . all right. I probably stumbled on a few things here and there. I am sure that there were times that my lectures could have been better, but the students enjoyed the class and we all learned interesting things about cognition. One student wrote in my course evaluations at the end of the first year that the course was ‘not as boring as I thought it would be’. That was all the motivation I needed to hear.


I have been teaching this course ever since then, over fifteen years. Although I also run an active research programme at my university, I derive considerable satisfaction from teaching, and in teaching this course in particular. It has grown from a single course of thirty students to three sections (two in class and one online) with a hundred + students in each class. Each week for most months of the year (because I teach this in the Summer sometimes), I think about how to bring together new and classic research in cognitive psychology and what that research has to say about what it means to think, to behave, to act and to be human.


Because I spend so much time thinking about the topic of thinking and thinking about how to make the research and concepts accessible and enjoyable, I decided to write a textbook for my course and other courses like it. This book, predictably titled ‘The Psychology of Thinking’, was originally published in 2015 and a second edition was published in 2020. That book was written for undergraduate students and it is properly a textbook that is designed to accompany a university or college course. The book presumed a certain level of familiarity with psychology. It is a good book and has been popular with students. But I also wanted to write a book that could be available outside the textbook market. A book that people might pick up and read during their summer vacation. Or a book that people might pick up at the airport and read on an airplane. A book that would find a home in the hands of people who are curious about how the mind works, how the brain works, how psychologists have studied the mind and brain, and how technology has allowed for new insights and discoveries about human behaviour.


The main goal of this book is to give you an enjoyable overview of how humans think. Are you interested in knowing how the different areas of your brain work, how objects in the world are recognised, and how you use your memory to guide your behaviours? I discuss those topics in this book. Are you interested in how people learn to use reason to make predictions and inferences about things? That’s also in this book. I cover the history of cognitive psychology, perception, language, decision making, cognitive errors and the brain. I cover how we use language to guide our behaviour and to influence the behaviour of others. Frankly, I try to cover as much as I can, and still I think I can barely scratch the surface.


However, I also wanted to make two broader points in this book. First, I’ve found that we are all inherently interested in how and why people (including ourselves) behave. We are social/cognitive creatures. We want to understand the behaviour of ourselves and others. We want to know why people do the things they do, and we want to be able to predict what they might do next. But in order to understand how and why people behave the way they do you need to understand how they think. And in order to understand how people think, you need to understand something about cognitive psychology.


I also wanted to make a second point, and this one is a bit more subtle. We make mistakes all the time. We forget things, misremember things, overgeneralise, stereotype, and sometimes even fail to see things that are directly in front of us. We also fall prey to all manner of cognitive biases and illusion, in which we display overconfidence, failure to consider contradictory evidence, and a tendency to base judgements on the first things that come to mind. We’re often bothered by these errors, but they are often a by-product of a system that is actually working well. The cognitive architecture that allows us to reach decisions quickly, to make mostly accurate judgements, and to make intelligent, adaptive decisions works really well for us. But the same aspects of our cognitive architecture that help us to think quickly also sometimes produce errors. The errors may be annoying, and we can learn to reduce them, but they are still a product of how the mind works. Memory errors come about from the same processes that allow us to learn and generalise. Judgement errors come from the same processes that allow us to make quick, accurate assessments. We probably can’t eliminate cognitive errors and biases, but we can learn to recognise them and reduce their impact. That is, we all fall into cognitive traps from time to time.


One of the best ways to avoid falling into a trap is to know where the trap is, what the trap is, and why it’s there. Errors are just a part of who we are, they make us human, they are mostly unavoidable, and arise from the same cognitive processes that enable us to learn, think, and remember. That’s the other main theme of this book.


The Importance of Knowing


It’s useful and powerful to know how something works. The cliché that ‘knowledge is power’ may be a common and overused expression but that does not mean it is inaccurate. Let me illustrate this idea with a story from a different area. I’m going to use this rhetorical device often in this book, by the way. I often try to illustrate one idea with an analogy from another area. It’s probably a result of being a professor and lecturer for so many years. I try to show the connection between concepts and different examples. It can be helpful and can aid understanding. Later in the book, I’ll discuss how and why analogies work this way. My reliance on making analogies can also be an annoying habit.


My analogy has to do with a dishwasher appliance. I remember the first time I figured out how to repair the dishwasher in my kitchen. It’s kind of a mystery how the dishwasher even works, because you never see it working. You just load the dishes, add the detergent, close the door and start the machine. The dishwasher runs its cycle out of direct view and when the washing cycle is finished, clean dishes emerge. In other words, there’s an input, some internal state where something happens, and an output. We know what happens, but not exactly how it happens. We usually study psychology and cognition in the same way. We can know a lot about what’s going in (perception) and what’s coming out (behaviour). We don’t know as much about what’s going on inside because we can’t directly observe it. But we can make inferences about what’s happening based on the function.


So, let’s use this idea for bit. Let’s call it the ‘dishwasher metaphor’. The dishwasher metaphor assumes that we can observe the inputs and outputs of psychological processes, but not their internal states. We can make guesses about how the dishwasher achieves its primary function of creating clean dishes based on what we can observe about the input and output. We can also make guesses by taking a look at a dishwasher that is not running and examining the parts. Or we can observe what happens when it is not operating properly. And we can even make guesses about the dishwasher’s functions by experimenting with changing the input, changing how we load the dishes for example, and observing how that might affect the outputs. But most of this is careful, systematic guessing. We can’t actually observe the internal behaviour of the dishwasher. It’s mostly hidden from our view, impenetrable. In order to understand how it works, you would need to devise clever ways to infer what’s going on. Psychological science turns out to be a lot like trying to figure out how the dishwasher works. It often involves careful, systematic guessing. But if done carefully enough, it allows for reliable scientific inferences to be made.


The dishwasher in my house was a pretty standard mid 2000s model. It worked really well for years, but at some point, I started to notice that the dishes weren’t getting as clean as they used to. Not knowing what else to do, I tried to clean it by running it empty. This didn’t help. It seemed like water was not getting to the top rack. And indeed, if I opened it up while it was running, I could try to get an idea of what was going on. Opening stops the water but you can catch a glimpse of where the water is being sprayed. When I did this, I could observe that there was almost no water being sprayed out of the top sprayer arm. So now I had the beginnings of a theory of what was wrong, and I could begin testing hypotheses about how to fix it. What’s more, this hypothesis testing also helped to enrich my understanding of how the dishwasher actually worked.


Like any good scientist, I consulted the literature: YouTube and do-it-yourself websites. They told me that several things can affect the ability of the water to circulate. The pump is one of them. The pump fills the unit with water and pushes the water around the unit at high enough velocity to wash the dishes. If the pump is not operating correctly, the water is not able to be pushed around and does not clean the dishes. But that’s not easy to service and also, if it was malfunctioning, the dishwasher would not be filling or draining at all. So, I reasoned that it must be something else.


There are other mechanisms and operations that could be failing and therefore restricting the water flow within the dishwasher. The most probable cause was that something was clogging the filter that is supposed to catch particles from entering the pump or drain. It turns out that there’s a small wire screen underneath some of the sprayer arms. And attached to that is a small blade that can chop and macerate food particles to ensure that they don’t clog the screen. But after a while, small particles can still build up around it and stop it from spinning, which stops the blades from chopping, which lets more food particles build up, which eventually restricts the flow of water, which means there’s not enough pressure to force water to the top level, which means there’s not enough water cleaning the dishes on the top, which leads the dishwasher to fail. Which is exactly what I had been observing. I was able to clean and service the chopper blade and screen and even installed a replacement.


Knowing how a dishwasher works allowed me to keep a closer eye on that part, cleaning it more often. It gave me some insight into how to get cleaner dishes. It saved me some money, too. Knowledge, in this case, was a powerful thing.


And that’s the point that I’m trying to make with the dishwasher metaphor. We don’t need to understand how it works to know that it’s doing its job. We don’t need to understand how it works to use it. And it’s not easy to figure it out, since we can’t observe the internal state. But knowing how it works and reading about how others have figured out how it works, can give you a deeper understanding of the true processes at work. And this can give you an insight into how you might improve the operation; how you can avoid getting dirty dishes.


This is just one example, of course, and it’s just a simple metaphor, but it illustrates how we can study something we can’t quite see. Sometimes knowing how something works can help in the operation and the use of that thing. More importantly, this metaphor can help to explain another theory of how we explain and study something. I am going to use this metaphor in a slightly different way and then I’ll put the metaphor away. Just like I put away the clean dishes from the dishwasher. They are there in the cupboard, still retaining the effects of the cleaning process, ready to be brought back out again and used, their clean state a physical memory of the dishwashing process.


We can agree that there are different ways to clean dishes, different kinds of dishwashers, and different steps that you can take when washing the dishes. For washing dishes, we have three different levels that we can use to explain and study things. First there is a basic function of what we want to accomplish, the function of cleaning dishes. This is abstract and does not specify how it happens, just that it does happen. And because it’s a function, we can think about it as computational in nature. We don’t even need to have physical dishes to understand this function, just that we are taking some input (the dirty dishes), specifying an output (clean dishes), and describing the computations needed to transform the input into the output: namely that you need to remove the food waste and debris.


However, we can also describe the process with less abstraction and more specific details. For example, a dishwashing process should first rinse off the food, then use detergent to remove grease and oils, then rinse off the detergent, and then maybe dry the dishes. This is a specific series of steps that will accomplish the computation described earlier. It’s not the only possible series of steps, but it’s one that works. This is an algorithm. It’s like a recipe. When you follow these steps, you will obtain the desired results. If we want to study dishwashing at this level, we focus attention on the steps. This level of analysis helps us understand the importance of each step and to examine what happens at each step with enough detail to build a simple model of the process, maybe drawing out each step, so that we could design a dishwasher simulation. This algorithmic level would probably be enough to create a dishwashing blueprint.


If we really wanted to get to the bottom of things, however, we might want to study dishwashing at an even more specific level. After all, there are many ways to build a system to carry out these steps in the algorithm so that they produce the desired computation. My specific dishwasher is one way to implement these steps. But another model of dishwasher might carry them out in a slightly different way. And the same steps could also be carried out by a completely different system (like one of my kids washing dishes by hand, for example). The function is the same (dirty dishes [image: illustration] clean dishes) and the steps are the same (rinse, wash, rinse again, dry) but the steps are implemented by different systems (one mechanical and the other biological).


We can study dishwashers and dishwashing systems at each of these levels, and each level places the emphasis on different aspects of the overall system. That is, dishwashing is one simple task but there are three ways to understand and explain it: a computational level, an algorithmic level, and a representational level. My dishwasher metaphor is pretty simple and kind of silly. But there are theorists who have discussed more seriously the different ways to know and explain psychology and the mind. Our behaviour is one, observable aspect of this picture. Just as the dishwasher makes clean dishes, we behave to make things happen in our world. That’s a function. And just like the dishwasher, there is more than one way to carry out a behavioural function, and there is more one way to build a system to carry out the behaviours. The late and brilliant vision scientist David Marr argued that when trying to understand behaviour, the mind and the brain, scientists can design explanations and theories at three levels. We refer to these as Marr’s Levels of Analysis (Marr, 1982).


Marr worked on understanding vision. And vision, which I will discuss more in Chapter 4, is something that can be studied at three different levels. Marr described the Computational Level as an abstract level of analysis that examines the actual function of the process. We can study what vision does (like enabling navigation, identifying objects, even extracting regularly occurring features from the world) at this level and this might not need to be as concerned with the actual steps or biology of vision. But at Marr’s Algorithmic Level, we look to identify the steps in the process. For example, if we want to study how objects are identified visually, we specify the initial extraction of edges, the way the edges and contours are combined, and then how these visual inputs to the system are related to knowledge. At this level, just as in the dishwasher metaphor, we are looking at a series of steps but have not specified how those steps might be implemented. That examination would be done at the Implementation Level where we would study the visual system’s biological workings. And just like with the dishwasher metaphor, the same steps can be implemented by different systems (biological vision vs computer vision, for example). Marr’s theory about how we explain things has been very influential in my thinking and in psychology in general. It gives us a way to know about something. When we study something at different levels of abstraction, it can lead to insights about biology, cognition and behaviour.


Knowing something about how your mind works, how your brain works, and how the brain and mind interact with the environment to generate behaviours can help you make better decisions and solve problems more effectively. Knowing something about how the brain and mind work can help you understand why some things are easy to remember and others are difficult. In short, if you want to understand why people – and you – behave a certain way, it helps to understand how they think. And if you want to understand how people think, it helps to understand the basic principles of cognitive psychology, cognitive science and cognitive neuroscience.


That’s what this book is about.



About Me


In the book Travels with Charley: In Search of America, John Steinbeck makes the point that people don’t really take a book too seriously until they know something about the person who’s writing it. It’s a lesson that he learned early on, before he became a well-known writer. I think it’s a good point. It helps to provide some context and to personalise the reading experience. Although this book isn’t about me per se, I’m writing from a certain perspective that is a result of my experiences. I’m writing from a point of view that I developed over many years. My background, however mundane it may seem, forms the intellectual soil from which these ideas spring and grow. I want to share a little bit of information about who I am, and why I am interested in cognition.


You probably do not need to know too much of my early childhood, but I want to write a bit about my academic background for context. I grew up in the 1970s and 1980s in southwestern Pennsylvania, not far from Pittsburgh. After high school, I got a bachelor’s degree from a small school in north-eastern Ohio called Hiram College. Hiram is one of those old, small liberal arts schools that are today somewhat of a dying breed. They were once really common in the north-eastern part of the United States, though much less so in other parts of North America and the world. There were only about a thousand students there from first year to fourth year, so my cohort, the class of 1992, numbered in the hundreds. I studied psychology then, and early on was interested in the human behaviour aspect of psychology as opposed to the clinical or counselling aspect. I carried out an honours project on moral reasoning and how people use their concepts of morality to guide decisions. I don’t know whatever happened to the project and my component wasn’t done well enough to publish. But it got me thinking about questions of behaviour and how we use our memories and concepts to guide things, which eventually became the focus of my own research.


I didn’t attend graduate school right away, I decided to work for a year to earn some money and to think about my place in the world. But after that year, I decided that I missed the academic setting of university. I decided that I wanted to learn more about human behaviour and how the mind works. And I suppose I could have done that on my own as part of a hobby, but I wanted formal training. I enrolled in a master’s programme in experimental psychology at Bucknell University. While I was there, I worked in a lab that studied music cognition. I wasn’t interested in music cognition per se, but the lab I was working in was interested in how people remember familiar tunes. And this furthered my interest in how people use their memories for familiar things to guide future decisions. But a little knowledge is never enough. Not more than a year into my master’s programme I was convinced that in order to understand how people think and why they behave, I needed to be trained in a larger programme. I sought out a PhD.


I attended the University at Buffalo between 1995 and 2000. The University at Buffalo is the flagship campus of the great State University of New York system. It’s a large, research-intensive university with a large, diverse psychology department and one of the oldest, interdisciplinary cognitive science programmes in the country. And while I was there, I worked in a lab that finally seemed to satisfy my intellectual curiosity. This was a cognitive science lab and our emphasis was on understanding how people learn new concepts. Later in this book I will write a little bit about some of the research I did as a doctoral student, and how I discovered that when people are learning categories that are made up of only a small number of things, they tend to rely on memories for those individual things. But when they are learning larger, more well differentiated categories, they tend to form abstractions. In particular, I found that when people learn about a concept from specific examples, they learn what is generally true about a concept first, before they learn specific examples. This seems counterintuitive and the result was interesting enough to become a well-cited publication.


After my PhD, I studied as a postdoctoral research fellow at the Beckman Institute of Advanced Science and Technology, which is at the University of Illinois in Urbana-Champaign. And since 2003, I have been a professor of Psychology at the University of Western Ontario (aka ‘Western’) which is one of the largest research universities in Canada. Although I’ve done a lot of other things and I’ve had a number of other jobs, it’s pretty safe to say that I’ve been interested in the study of psychology – specifically cognitive psychology – for nearly the last thirty years. It’s also safe to say that there’s little chance of me losing interest in this topic. Like most people, I’m fascinated by how people behave. How they think. How they act. So much so that I decided to make a full-time career out of it.


At a large research university like Western, professors are usually involved in both teaching and research. As an academic, I teach and lecture on cognitive psychology at the undergraduate and graduate level. As a scientist and a researcher, I maintain an active research programme that involves training PhD students, master’s students, and undergraduates. My research is primarily about trying to understand how the brain and mind work to learn new concepts and new categories and also how people use concepts to think, plan and make decisions.


But I’m not going to describe my own research too much in this book, because it’s a small piece of the bigger picture. Instead, I’m going to be describing and explaining the science of cognition. I’m going to be describing what cognition is and how we can study it. I’m going to be describing how the brain works to create cognition. I’m going to be describing how thoughts, behaviours and actions can be explained by studying the brain and by studying cognition. I’m going to be explaining what psychologists and scientists know about cognition and how it can be both useful and interesting to know a bit more about how you think, how you behave, why some things are easy to remember and why other things are not so easy to remember.


I’m going to be writing about how you learn to read, why you never forget how to ride a bike, and why there’s always a cost to multitasking no matter how good you think you are at doing two things at once. I’m going to be writing about how you make decisions and solve problems and how the same general processes that help you make good, fast decisions also lead you to make mistakes. And most importantly, I am going to be writing about how scientists study these topics and ideas and how they make discoveries about the mind, the brain and behaviour. In short, I hope to give you an insider’s guide to how the mind works.


For the most part, I’ll be writing about how the brain and mind work from the perspective of a cognitive psychologist. That is, a psychologist who studies the thinking process. But as I hinted above, there are basic principles of psychology, cognitive science, perceptual science and neuroscience that are important to consider. Let’s cover how these different approaches to the science of the mind came to be. In order to do that, we need to take a look at the history of psychology as a science and look at some of the insights and ideas from psychology and philosophy from the twentieth century and earlier. It’s an interesting history in its own right and critical for understanding psychology now.










CHAPTER 2



A History of Cognitive Psychology


Every book, every concept, every political opinion, and every idea that we discuss today has some backstory. New ideas exist in the context of older ideas. In Chapter 1, I wrote a bit about my own backstory and how I found myself interested in concepts and categories, human behaviour, and how I ended up teaching people about thinking. That was my own context. Knowing a bit about someone’s backstory helps us to understand who they are. Similarly, knowing a bit about an idea’s backstory and context helps to make the idea more accessible and more understandable. After all, we use our memory of the past to make judgements and decisions about the future. We use our memory and knowledge about context to help us organise and perceive the present. In this chapter, I write a bit about the backstory of cognitive psychology so that we can better understand the present theories and ideas in this book. The history of cognitive psychology is more interesting that you might think. It reaches back to before the era of the Enlightenment. It had a revolution, bitter disagreements, big personalities and, as new technology comes on-line to image the brain, the present discoveries will be the backstory for the state of the science in the future.


Let’s look at what makes psychology a science, what questions psychology is equipped to answer, and how it came to be the modern science that it is.



Fields of Study


There have been many ways to try to understand how the mind works. The ideas in this book, and the research and teaching that I do in general, fall under the umbrella of cognitive psychology. Cognitive psychology is a traditional discipline. This means that there is some agreement within the field on what the important topics are, what is known, what is not known yet, and what you can study. Within that field of cognitive psychology are the study of memory, attention, perception, language and thinking. Cognitive psychology does not include the direct study of neurotransmitters, the psychological effects of bullying, and treatments for depression, which fall under other subdisciplines of psychology. If you go to most university and college websites, you will find a Psychology department that probably has courses on ‘Cognitive Psychology’ or maybe a whole research area on the topic. This is orderly and gives the impression that we have some sense of organisation and internal consistency in our field. It gives the impression that we agree on what we study.


If only it were that simple.


It turns out that it’s not so easy to classify these areas of study. For one thing, many cognitive psychologists draw influence from (and, in turn, influence) other fields and disciplines. Some psychologists study the biological aspects of cognition and behaviour. Other psychologists study how psychological research can be applied to improve learning. Still others are interested in how to measure behaviour and cognition. There are cognitive psychologists working in business, trying to understand how we act, behave and react to new products. And at the same time, changes and advances in technology and ideas have created new fields that overlap with these older fields and also with each other. Many of those topics fall into other areas as well. For example, there are psychologists and vision scientists that specialise in the study of perception who don’t consider what they study to be cognitive psychology per se. There are psychologists who study thinking, reasoning and decision-making who might better be described as behavioural economists. There are many psychologists who study the effects of motivation on cognition who would consider themselves to be social psychologists. And researchers who study intelligence and IQ, which would seem to be related to cognition, nearly always come from the tradition of measurement psychology, rather than cognitive psychology.


It should be pretty simple to draw boundaries around fields, but in reality, it’s not simple at all. But for the purposes of this book, I have to draw some lines. I am going to focus on three, broadly defined fields: cognitive science, cognitive psychology, and cognitive neuroscience. These three fields are all interested in understanding what the brain and mind do, in understanding how the brain supports thinking and cognition and how that in turn affects and drives behaviour. These fields also map very loosely onto the three levels of analysis that I described earlier. The interdisciplinary field of cognitive science tends to get excited about the computational level of analysis. Not exclusively, of course, but the emphasis is there in part because, as we’ll see in a few pages, cognitive science takes a high-level view of cognition from the perspective of many different traditional disciplines. The second, cognitive psychology, tends to emphasise the study of process and function; the way the algorithmic level of analysis does. And the third field, cognitive neuroscience, works to understand how cognition is implemented in the brain. Yes, these fields overlap, and these are not the only distinctions that exist. But I’ll try to make the case that these are the best possible categories for our discussion and that they are, in many ways, descendants of the older fields that preceded the scientific study of psychology.


Where do I fit? Well, I was trained as a cognitive psychologist. That means I study how memory works, how the mind operates to make decisions, how we classify and categorise things, and how we pay attention to some things while we ignore other things. And I rely primarily on behavioural, lab-based experiments to do this and I will often complement the research with computational models that describe how the different processes and algorithms might work. Cognitive psychology is concerned with the human mind, though we don’t always use the term ‘the mind’ all the time. Most of us are not clinically focused, so we’re not necessarily studying the diagnosis and treatment of psychopathological behaviour, mental health, or mental illness.


But sometimes I describe my research as cognitive science, especially if I want to emphasise the connections to other fields and disciplines. Other times, I might describe my research as cognitive neuroscience because I might be exploring a brain-based explanation for some set of results or because I am using a brain-based technique. But I would usually not refer to my work as ‘neuroscience’. Neuroscience is a very broad discipline with its own traditions and training that I am not part of. I would also not use the terms ‘neuropsychology’ or ‘cognitive neuropsychology’ because these fields, while similar, tend to be about the clinical applications of brain research. These scientists often work within clinical settings with patients who suffer from disorders of the brain.


What do all these terms really mean? Is there a difference? Are we all sort of studying the same thing but using different terms? They aren’t really the same, though many people (like me) use more than one of these terms to describe what they do. To answer the question, we probably need to go back a few years, or maybe a few centuries.


Precursors to Psychology


Cognitive psychology, cognitive science, and cognitive neuroscience are relatively young disciplines. But that does not mean that the things they study (the brain, the mind and behaviour) were ignored by earlier scientists. Far from it. The older forms of inquiry were more introspective and more intuitive. Introspection means ‘to look inward’ and if you don’t have any other techniques or tools to measure thinking and behaviour, self-examination is not a bad way to start. These early, introspective traditions generated interesting insights and ideas, but the introspective technique lacked scientific rigour. However, it’s still worth taking a closer look at some of this early research because of the way it influenced what came next. It helps to define what questions we want to ask about how the mind works. Our modern science and modern understanding of the brain and mind carry vestiges of these early discoveries. People have been interested in thinking for as long as we have been thinking. But it’s only been in the last hundred years that humans have been able to study thinking and cognition in our modern, scientific way.


What are the precursors to modern psychological science? I don’t want to go too far back, so I will begin briefly with some of the European Enlightenment-era philosophers. John Locke, for example, was an English philosopher whose important work was done in the late seventeenth century. Locke was prolific, influential, and made contributions to political science, economics and philosophy. He was also one of the very first thinkers to put forth a thoroughly modern idea of how the mind works. Locke’s fundamental contribution to psychology is the idea that knowledge is not innate. Humans are not born with ideas, thoughts, and concepts. Rather we must acquire what we know from direct, sensory experience with the world. He argued that the mind was a ‘blank slate’ at birth and he referred to this as the ‘tabula rasa’, which is a Latin phrase that means a blank slate or writing tablet. None of us write on slates, of course, so this common metaphor may not make much sense. But a writing slate would have just been a small, portable chalkboard that was at one time made with actual slate stone: like a Microsoft Surface Pro with only one feature and really low screen resolution. The same metaphor could be expressed in modern times by saying the mind is a ‘blank page’ or an ‘empty sheet’ or even a ‘new file’.


We call Locke’s idea ‘Empiricism’. We are born not knowing anything about the world, but we do have sensory systems with some basic, fundamental constraints. Through experience and observation, we learn how the world works, how to speak and read, and how to acquire new knowledge. We learn by noticing associations between things, by observing the natural correlation between events, and by making inferences about cause. Locke’s ideas of how we acquire new knowledge and then extend our knowledge to new situations were developed further by David Hume and his work on association and induction. I’ll have a lot more to say about Hume and induction later in this book, but his primary contribution was to explain some constraints on the blank slate idea. While Locke argued that humans have an innate capacity to reason, Hume suggested that we have no such capacity. This presents a paradox: if we have no capacity to reason and generalise, how do we learn anything at all? That is, how do we even know to start writing on the blank slate? Hume claimed that we learn to make predictions, inferences and conclusions about the world by the process of induction. With induction, we rely on our past experiences to make predictions about the future and, according to Hume, we have an instinct or habit to do so. In other words, the mind is not a completely blank slate. It’s a slate with some rules. A slate with a memory. A slate that can generalise from the past.


Although we now understand a lot more about the nature of the brain, the role of genetics and the constraints of our cognitive and sensory systems, our modern understanding of the mind and brain is still basically an Empiricist view. We take it for granted now, but it was not always the case. Prior to Hume and Locke, people were just as likely to assume that ideas, thoughts and concepts were innate and/or divine. This idea that ideas are innate goes well beyond the assumption that we inherit natural abilities from our parents. A true nativist view believes that the concepts and ideas themselves are already within, waiting to be discovered. The French philosopher who is considered to be a founder of the modern Enlightenment, René Descartes, believed that concepts and ideas are innate and with us at birth. His idea (I suppose he even believed that his ideas about ideas were innate) was that our soul, which is semi-distinct from the body, already has access to idealised knowledge directly from God and that we can learn to uncover these truths with time and reflection. Descartes’ ideas were dualistic in nature. That is, he believed that the body and mind were connected but not the same. He believed that the mind was not entirely of the physical world and that it had connections to a divine world.


I did not understand this idea when I first encountered it as an undergraduate. It just seemed to make so little sense to me. But it did start to make sense when I took a look at the broader historical context. Descartes was born at the very end of the sixteenth century at a time when Europeans were experiencing the changes of the so-called ‘Age of Exploration’ and the Reformation. Descartes was Catholic and thinking about that makes it easier for me to imagine him struggling with a duality of a different kind. Trying to develop a modern understanding of the mind that still fit within the earlier, middle-ages framework in which God played a role in everything that happened. Descartes straddled the line. So, I can see his dualism as a natural outgrowth of that line. With one side of the line being the magical, metaphysical and divinely inspired ideas of the past and the other being rational, physical and Earthly inspired science of the future.


Although there is some intuitive appeal to the idea that thoughts come from within, we take the basic ideas of empiricism so much for granted now that it is not easy to grasp the Cartesian1 concept of innate concepts. However, there are still aspects of this view that influence how modern psychology tries to understand how we think. Our thoughts and ideas do seem come from within us. People have all sorts of inner thoughts and ideas. Furthermore, the basic neurobiology of how we perceive, attend and think seems to be partially determined by our genes and is a product of evolution. Although evolution and natural selection itself are the result of external, environmental pressures on the organism: our genes store a record of how our ancestors adapted to pressure. That is, even biological explanations are not innate in the Cartesian sense. But it still makes sense to study some aspects of cognition and thinking as an innate process.


But there’s also an appeal to the idea that our ideas, thoughts and knowledge come from without. After all, we rely on our memory, which is a representation of things that happened, to plan actions and make decisions. We speak the language that we do because of who and what we are surrounded with. We see the world through the eyes of our culture. Everything we know comes from our experience with the world and we learn new things about our world through the concepts we have formed from these experiences.


In popular parlance, this tension between explaining our thoughts according to what cognitive abilities we are born with vs what we acquire is often referred to as the contrast of ‘nature vs nurture’. According to this contrast, we imagine that our psychology is either a product of what nature has given us, the descendent of Cartesian nativism, or it is a product of how our minds have been nurtured, the descendent of empiricism. Despite this being framed as a contrast, nativism vs empiricism or nature vs nurture, no one really believes that this is an either/or distinction. Rather, the contrast suggests that both play a role in our mental development, in how we form concepts and ideas, and in our psychology. We acknowledge that some psychological processes and abilities are influenced more by genes and biological constraints and others are more influenced by what we experience. This is the dominant view in our modern understanding of the mind. Our minds are neurobiological sort-of blank slates that work in predictable ways, governed by principles that we have inherited from biology. Blank slates with rules, constraints, biases and principles. Cognitive psychologists try to understand the rules, constraints, biases and principles of how these slates operate.


For centuries and centuries, philosophers (including Descartes, Locke, Hume and others that I will discuss), clerics, physicians and thinkers have tried to understand where our thoughts come from. Although this earlier work was important and still shapes our world view today, it was not until the end of the nineteenth century that a few scientists began to apply the scientific method to try to answer the question of ‘where do thoughts come from?’


The first serious attempt to do this was Wilhelm Wundt in the late 1800s. Wundt was a physician in Leipzig, Germany, who wanted to understand the processes of the mind in the same way that physiologists can study the structure of organs and systems in the body. The problem was, of course, you can observe things like blood flow, viscera, bone and fluid in other bodies, record what you see, and develop theories from that observation. You can’t do that with thinking (we can sort of do this now with neuroimaging, but that’s a recent development and I’ll talk about this later in Chapter 3). Wundt realised that if he was going to be serious about the scientific study of thought, he needed some way to measure and record what was observed. Good measurement and recordkeeping are essential to science. Science without measurement and recordkeeping is just speculation and fiction. As the Industrial Revolution gave way to the modern twentieth century, scientists of the mind began to look for ways to quantify and measure. And with Wundt’s work, we come to the beginnings of psychology as a science.


The Beginnings of Experimental Psychology


‘Psychology’ is a very broad term. In popular use, it can mean many things. The most common definition is clinical psychology. We think of a psychologist as someone who interacts with clients or patients to help them with their mental health and their well-being. And that’s certainly an important job description for psychologist. But there are other kinds of psychologists. Outside of the clinical domain, we can refer to this as ‘experimental psychology’ (or sometimes ‘psychological science’ though that also includes clinical work, too). Experimental psychology is best defined as the application of the scientific method to the understanding of human behaviour. One of the most important things in the scientific method is measurement. Scientists want to be able to measure things, whether they’re measuring atoms, spores, body mass, atmospheric pressure or human behaviour, there has to be an agreed-upon way to measure things. The things that you measure and the way that you measure them, will define the kinds of data that you can collect from the world. This in turn affects the things that you can study, the questions you can ask, and the conclusions you can draw from your research. In a very real way, science is driven by the precision and limitations of the technology for measuring and recording things.


Early in the history of experimental psychology, however, there were no agreed-upon standards. No one had ever done anything like this before. No one had ever used the scientific method to study behaviour. But in the late nineteenth century, some researchers – taking their cue from medicine, physiology and biology – began to develop ways to observe and analyse behaviour. Wundt was the foremost of this group. He was interested in understanding how people created and understood perceptual experiences. For example, suppose someone asked you to choose a red card from an array of four different coloured cards. What goes on in your mind as you make that decision? Seems simple enough, just pick the red card. To carry out the very simple task of picking up a red card from an array of four coloured cards, you need to be able to cause your eyes and hands to respond to a verbal statement by working in conjunction to carry out these behaviours. Take a moment to consider:




• You need to hear the instruction.


• You need to understand the instruction.


• You need to direct your eyes to the cards.


• You need to direct your attention to each card.


• You need to recognise the different colours, perhaps by comparing them with some memory or internal representation.


• You need to make a decision about which card is the best match.


• You need a decision criterion (i.e. how close should the match be?).


• You need to make your hand reach toward the red card.





And that is nowhere near a complete list; even the first statement, ‘you need to hear the instruction’ assumes additional information about auditory perception and speech recognition. Each step involves sub-steps and subroutines. Picking up a card in response to a verbal request involves a long list of steps. And yet most of us would be able to do this so fast and so effortlessly that it would be difficult to describe. How would you ever measure all of these steps let alone just describe them?


In the absence of any other kind of measurement technique, Wundt developed something called ‘trained introspection’, which means looking inward. Experimenters in Wundt’s lab would concentrate on observing their own thoughts and behaviours. Unlike naïve introspection, in which we might be dimly aware of what transpires in the mind, trained introspection requires concentration and considerable practice to be able to generate internal consistency in observation.


So, when you are asked to choose a red card from a pile of four different coloured cards, you might first concentrate on hearing the instructions and observing that one of those words reminds you of a colour. You may then observe your eyes being drawn almost automatically to the cards in front of you and briefly scanning to look for the red card. But how do you know which one is the red card? You need to introspect a little bit more to think about how you recognise colour for what it is. This takes time, practice and effort.


Wundt, and later his student Edward Titchener, developed what we now call structuralism, because he was interested in uncovering the structure of thought. At the time, there wasn’t a clear consensus that all of these thoughts happened in different areas of the brain. Structuralism is not concerned with brain structure but rather with thought structure. Structuralists were trained in introspection just like we might train physiologists in basic anatomy or chemists in the ability to measure with a pipette.


If you’ve done any reading on meditation and mindfulness, this might remind you of the kind of exercises that people engage in when they are first learning to be mindful of their own thoughts. Introspection, like mindfulness, involves training yourself to be aware of what is happening in your mind. It can provide great insights into the complexity of perception, memory and thinking. Unfortunately, introspection is not very scientific or reliable. Researchers quickly realised that introspection as a technique is unreliable across different research labs. It also tends to ignore many unconscious influences. For example, if you were asked to choose a red card from a pile of four different coloured cards, your hand is likely to start moving towards the red card as soon as you hear the word ‘red’. It is very difficult to introspect on that aspect of behaviour. Many visually guided motor actions are involuntary. Your eye movements towards the red card would also be involuntary and unavailable for inspection. As a result, introspection is inappropriate for many of the basic aspects of human cognition and behaviour. We just can’t think objectively about how we deploy our attention, how we recognise objects, and how we retrieve things from memory. We are usually aware of the by-products, the memories and the contents of our thoughts, but we are not aware of the cognitive and neural processes that provide those by-products.


Behaviourism


Wundt’s work, along with Titchener’s work, was important, but incomplete. Introspection is just not the right technique for understanding how our minds work. It’s too variable, too difficult to control, and too limited to be a measurement standard. Psychologists tried to get their act together and to develop systematic ways to measure behaviours with precision and objectivity. We usually refer to the second phase as behaviourism because these psychologists pushed back against Wundt (and also the psychoanalysts like Freud) who were trying to study these internal, subjective mental states. Instead, they argued that for psychology to be taken seriously as a science, it should limit its focus to only those things that can be measured and observed objectively. As a result, psychologists like John Watson and B. F. Skinner began to study behaviour as a function of stimulus inputs (what an organism can see or hear) and behavioural outputs (what an organism does in reaction to the stimulus).


The clichéd psychology experiment from this era is a rat in a cage, pressing a button or lever in response to a signal, and receiving a food reward. Behaviourists chose to study animals like rats and pigeons not so much because they were interested in what rats and pigeons could do, but because rats were a convenient model for learning in general. The assumption is that all organisms would follow the same basic principles. And for associative learning, behaviourists were right: rats, cats, monkeys and humans all display some of the same patterns. For example, my cat Pep (short for Peppermint) has learned to wake me up in the morning by carrying out a long and complex series of actions. Pep will meow, pick the wardrobe door open, rattle the window blinds, flop around in the bed, and sometimes even slam the door. She does all of this between 5:00 and 5:30 prior to my morning alarm. Her brain has linked together some association between the behaviours she carries out because they predict my waking up (and delivering food). She’s learned something about the correlation between the set of behaviours and the eventual response. In Pep’s tiny little cat-mind, she’s made what amounts to a causal inference about her behaviours causing some of my behaviours. She does not know or understand why they fit together, only that they do fit together. She has learned these associations through a process that behaviourists call operant conditioning. The behaviours she does; scratching, meowing and picking things, are all part of what cats normally do. But if I wake up and feed her, she will learn to associate one or more of those behaviours with the food. If I don’t wake up and feed her, she will not learn to associate the behaviours. The learning is gradual but not involuntary. She is motivated to learn. Pep really wants to wake me up because she really wants to be fed.


This gradual shaping of behaviour was first discovered by an early psychologist named Edward Thorndike. Thorndike, like many early psychologists, was intensely interested in mental phenomena but not quite sure how to study them. At first, he tried to study mental telepathy in children. As you can imagine, this was a failure, primarily because telepathy is impossible. But he noticed that the children he studied could pick up on very subtle cues, like the experimenter’s involuntary and unconscious movements, and that could seem like telepathy. Good poker players, for example, can read subtle cues or ‘tells’ like involuntary facial movements. This led him to try to understand how behaviour might be shaped by reinforcements in the environment. After some less than successful attempts to study the intelligence of chicks (he was not allowed to have chickens in his apartment) he developed an apparatus called the ‘puzzle box’ for studying cats. The cat was locked in a box that had all kinds of levers and pulls and they would try all sorts of things to get out. Thorndike designed the box so that a specific sequence would unlock the door and the cat could get out and eat. This was basically an escape room for cats, but rather than having fun with friends, like humans do, the cat was probably either mildly terrified or mildly bored. Once they discovered the sequence, they would be trained and tested again, and Thorndike found that their behaviour was shaped by the eventual reward. This seems really obvious to us now, but at the time was ground-breaking because it demonstrated that cats could retain a memory trace of what they had just done, and that trace could be strengthened (or ‘stamped’ in Thorndike’s terms). And just like evolution and natural selection can select for and favour certain traits that help the organism survive in the long run, this shaping behaviour can select for and favour behaviours that help the organism survive in the short run.


Humans do the exact same thing, of course. I notice a great example when I park on my university campus. Students, faculty and staff who buy a parking pass have a hang tag for their vehicle that is read by a radio sensor (RFID) that will open the parking gate. You may have one of these if you work at a university, hospital or a large office in a city. But no one really understands how it works. I see people drive up, try to position their cars in just the right place, try to position their hang tag in just the right place, pull up slowly, stop, move, stop, and just like my cat trying to go through this whole sequence of behaviours to predict my waking up, the drivers go through a whole sequence of sometimes unnecessary actions to get the gate to open up. We don’t know which actions are necessary to cause the gate to open up, only that some sequence of them is. The gate usually opens and whatever we were doing prior to that is reinforced. If you just happened to be driving back and forth when it opened, that would be reinforced, even if the whole sequence was not required to open the door. The association is gradual. Things that seem to work are reinforced. Things that do not work are not reinforced. And some irrelevant behaviours might end up being reinforced, because they co-occur with the outcome. We sometimes call these ‘superstitions’.


But here’s the biggest difference. If we wanted to, we could try to understand how the gate works. We could use our ability to reason. We could use our language to state a hypothesis and test it. We could read an article online2 and try to understand how the RFID system works, what its range is, and we could adjust our behaviour. This takes planning, language and a theory of mind that assumes that other people know how things work and are giving us reliable information. And when this is implemented, it’s not as gradual. If you read the instructions, carry out those actions, and the gate opens, you will just keep doing it. In other words, we have the luxury of being able to understand the cause and effect. Cats don’t have that luxury. We have that luxury because we have language. And behaviourism, as an approach to psychology, turns out to be ill-suited to explain how and why we use language.


Cognitive Psychology


In 1957, the behaviourist psychologist B. F. Skinner published a book called Verbal Behavior (Skinner, 1957). And by 1957, Skinner had already become the most famous psychologist in the world. He was prolific, interesting, well-known and a somewhat notorious public figure. As a graduate student, he had invented the operant conditioning chamber (a.k.a. the ‘Skinner Box’), which was an apparatus that tracks behavioural responses made by rats in the presence of different cues and reinforcers. It was even believed for a time that he had raised his daughter in an operant chamber (he did not). He was in many ways the authority on psychology by the mid-1950s. In Skinner’s view, all behaviour could be accounted for by the fundamental mechanisms of reinforcement learning. And so, Verbal Behavior described a theory for how that might work, arguing that we learn to communicate because we’re reinforced for saying some things and not others. That is, humans use language to obtain the things they need. When a child points to a toy or food and verbalises something, they get the toy or the food. With time, their verbal behaviour is shaped according to the same rules of reinforcement and the more general operant learning. If behaviourism psychology was to be a natural science of human behaviour, then the rules and laws of learning should generalise to the range of human behaviour, including language.


But the book was met with something of a backlash within the field of linguistics. Noam Chomsky, for example, wrote an extensive review and critique of Skinner’s book. Yes, the same Chomsky who is now probably more famous for his debates with William F. Buckley, an appearance on Da Ali G Show, and his leftist politics. Chomsky’s review pointed out that language is a complex behaviour that is learned with minimal examples and not much in the way of feedback (he later referred to this idea as the ‘poverty of the stimulus’). Children say things that they have never heard and can be rewarded when they say something incorrect. When a toddler says ‘I ah juice’ the parent will get them some juice. The parent would probably not ignore them until they say, ‘I’d like some juice’. Chomsky argued instead that there must be some innate behaviours that make language all but impossible not to learn.


Chomsky’s review in 1959 was a hit. Not so much a hit with the general public, but a hit with many psychologists and linguists who viewed Skinner and other behaviourists as too rigid, too committed to a specific theory, and too dismissive of other approaches to study behaviour and the mind. Others viewed Chomsky’s review the way you might view a critic who likes (or hates) the same movies you like (or hate). It provided some justification and a feeling of ‘yes, thank you!’ to people who had been studying phenomena outside the realm of behaviourism. Chomsky’s review is now regarded as one of the founding documents of what came to be called ‘the cognitive revolution’. This was not something that was planned out in secret or that was fought in lecture halls, but it was a rapid shift in thinking. And the notion that this shift in thinking was a ‘revolution’ became an origin story for experimental cognitive psychology.


Yes, cognitive psychology has its own origin story. According to the slightly fictionalised version, experimental psychology departments in the 1950s were nearly all committed to teaching behaviourism. But people wanted to break out of the confines of studying behaviour as a result of reinforcement contingencies, and (it was imagined that) Chomsky’s review pulled back the curtain to show the limitations. It’s an overstatement, of course, but it has become part of the story of experimental psychology. And indeed, the 1960s were an incredible time of discovery for experimental psychology. Realistic or not, the success of cognitive psychology in the wake of Chomsky’s book review might have reinforced the idea that the review was the stimulus or the catalyst for the later development and strengthened the association between the review and the later discipline.


There was another, far more practical but less dramatic aspect to this so-called revolution. By the late 1950s and into the 1960s, most large research universities owned and operated mainframe computers for research. As these became more widespread, they became available for psychologists to use. The development of the digital computer made it possible to measure and analyse data collected from people that was well beyond the response rates that were measurable by Skinner’s operant chambers. Psychologists were able to develop ways to measure reaction time (the millisecond-precise measure of how fast a person can respond to something). They were also able to develop ways to present words and pictures visually to research subjects with very precise timing. This had been possible before this period, but the techniques expanded in the 1960s. These technological advances pushed experimental psychology forward rapidly in ways that might not have been possible without computers.


But more important in my view is that the computer made possible a new metaphor for the mind. Remember that behaviourists developed the limiting approach that they did, in order to rein in the less scientific forms of measurement that were being used by the structuralists before them. Their model of the mind emphasised mechanical functions and computations too, but their approach did not allow for any observation or description of internal mental states. In doing so, they effectively limited psychology to the study of the inputs and outputs of behaviour. A computer has inputs and outputs, but it also has a clear and observable internal state. The electronic circuits and tubes of early computers made it easier to see that the external world (inputs) could be represented through connections of circuits. Different internal architecture can affect the performance of the systems. The order of information processing steps matters. This representation could influence the output of the system and is even something that could be studied and analysed. Unlike structuralism, which emphasised the thinking process, or behaviourism, which studied laws of behaviour, the study of internal representations as in a digital computer provided some way to study unobservable, internal states.


The development of the computer enabled what we might call the ‘mind is a computer’ metaphor and this metaphor came to influence how we think about the mind and brain and how we want to study it. Cognitive psychology, then, is the study of mental behaviour and mental representation. It is also the study of the mind, which is the name we often give to the information processing and computation that happens in the brain.


As we have seen in earlier sections, the metaphors of the mind are both a product of their time and also a driving force in how science is conducted. Descartes, in Renaissance-era Europe, saw the influence of God and the divine. For him, the mind was not altogether part of the body. It was also part of the divine. And so, nativism is a reasonable outgrowth of this metaphor: your mind is what God designed. The mind had been seen as a blank slate during the age of the Enlightenment, as functional anatomy in the Age of Darwin, or as a stimulus-response engine during the Industrial Revolution. These metaphors – the divine, the blank and the mechanical – frame scientific inquiry. The limitations of these metaphors also prompt shifts in scientific thinking. The computer metaphor is the metaphor that drives cognitive psychology. And even as we’ve learned more about the brain, down to the level of neuron, the metaphor seems to be sticking. It may be a much more profound paradigm shift.


Cognitive Science


The history of science and technology is often delineated by paradigm shifts. This is a fundamental change in how we view the world and our relationship with it. The big ones are sometimes even referred to as an age or a revolution. The Space Age is a perfect example. The middle of the twentieth century saw not only an incredible increase in public awareness of space and space travel, but many of the industrial and technical advances that we now take for granted were by-products of the Space Age. Space exploration enabled us to think differently about our planet and our place in the universe. For the first time in human history, it was possible for our species to take the long view; to be able to see our entire planet in one picture. To be able to see how we, as humans, are a small part of the entire system and not the centre of it. The Space Age and the race to fly manned space missions that reached orbit and eventually the Moon was made possible by developments in chemistry, computer science, materials science and communication. Many of the technological advances that we take for granted now were developed to support the space programme (and the military more generally). The smartphone that you keep in your pocket or in your hand is the descendent of materials developed by defence and government contractors. It relies on communication protocols developed for space exploration and defence, and it uses the GPS system that would never have been possible without the communications satellites that were originally launched in the 1950s. The internet itself, while not a direct outgrowth of the space programme, grew alongside it, as a computer communication system developed by the US Department of Defense and influenced by the cold war. I could go on, but I think this is enough to make it clear that the Space Age, the middle of the twentieth century, brought about a paradigm shift in thinking and a technological shift that changed much of human life on Earth.


I believe we are at the beginning of a new age, and a new, profound paradigm shift. I think we’re well into what I would call the Cognitive Science Age. I’m not sure anyone else calls it that, but I think that is what truly defines the current era. Other possible descriptions might be the Computer Age, or the Age of the Algorithm. Or maybe the Data Age. We have come to rely on computer and data to an extent never seen before and much of this arose in the twentieth century as cognitive psychology met computer science, linguistics and neuroscience and the term ‘cognitive science’ was born.


I also think that an understanding of cognitive science is essential for understanding our relationships with the world and with each other. I say this because in the twenty-first century, many of the computer-based approaches to understanding behaviour – artificial intelligence, machine learning and deep learning – are now being fully realised. Every day, computer algorithms are solving problems, making decisions and making accurate predictions about the future; about our future. Algorithms decide our behaviours in more ways that we realise. They decide what we read on social media; they decide what advertisements we will be exposed to. They are able to fine-tune these into ‘advertainments’ that capture our attention in ways that can be very difficult to resist, in part because of all the data we provide to media and advertising companies which are then analysed by complex and powerful computer algorithms.


As I am writing, I am listening to music on Spotify, which uses algorithms to analyse my listening preferences to fine-tune its service and keep me listening and paying. Netflix and Amazon Prime do the same with video. And of course, my phone helps me do all kinds of things by algorithm. Every time I use it to do something, I also contribute to the underlying data that makes their (Google, Apple, Facebook, etc.) algorithms even better. For example, when I search for restaurants or retail outlets on Google Maps, I get recommendations that are useful to me. The more I search, though, the more information I give to Google that they can use to improve the search. I also use a service called Google Lens on my Android phone (it’s really amazing, by the way). I point my camera at an object I want to identify: usually a bird, a plant or an insect. When I activate Google Lens, it analyses features of the image and searches, via Google, the internet for matches to help me identify things. This a useful for me if I want to know what kind of butterfly or plant I’m looking at. But this information is also very useful to Google because it will help their algorithms to learn more about the natural world. For us, it’s a search. For Google, it’s input for training.


Algorithms run more than just media companies. We look forward to autonomous vehicles that will depend on the simultaneous operation of many computers and algorithms. Even non-autonomous vehicles have sensory systems and processing algorithms. When I bought a new car in 2019, I was amazed at progress in algorithm-assisted driving. This car is not an autonomous vehicle, but it can take over some things. With cruise control, it now is able to sense the speed of cars in front of me and slow down accordingly. It can warn about vehicles on the side and rear areas that would otherwise be in a blind spot. It can even warn me if it thinks my attention is wavering (like if I switch lanes without signalling). And with on-board GPS and/or a connected smartphone, it knows where I am all the time, and it can track data on speed, braking, accelerations, etc. This data helps me with driving but can also help the manufacturer design better algorithms. And my own driving behaviour has changed. The assistive technology is no longer novel. It’s just a part of regular driving now.


Computers, machines and algorithms will (and have) become central to almost everything we do. And every time we rely on a computer algorithm to help us with something – to identify an object, to search for a location or to make a decision – we help to provide crucial training data to the algorithm. Every time we use a voice command via Siri, Google or Alexa, we provide more training data for those services. If the voice command was carried out successfully, then the algorithm learns from that. If it was not carried out successfully, then it learns from that as well. We are training these machines, these AI systems, these bots, to know what we need and predict what we will need. As they get better, we rely on them more and more, and in the process, we help them improve, which will then encourage us to rely on them even more, and so on. It’s a reinforcement loop wherein the algorithms help us, and we help the algorithms. Is this exciting? Or is this frightening?


This is indeed a new age. This is indeed a paradigm shift. This is the culmination not only of cognitive psychology and computer science but of several related fields that are all broadly interested in the study of information processing. This is cognitive science. And I argue that our modern age that places data, algorithms and information as the primary raw materials and industries, should be called the Cognitive Science Age. As cognitive scientists (a label that I often self-apply) this new age is our idea, our modern Prometheus. Let’s take a close look at cognitive science and how it brought together several different fields, how it developed, and why it matters.


Cognitive science is an interdisciplinary field that first emerged in the 1950s and 1960s (along with the digital computer) and sought to study cognition, or information processing, as its own area of study rather than as a strictly human psychological concept. As a new field, it drew from cognitive psychology, philosophy, linguistics, economics, computer science, neuroscience and anthropology. As the field developed, it took on a name, an approach and an academic society. Despite that, most scientists, even those that call themselves ‘cognitive scientists’, remain part of the established traditions. Some scientists even wonder if cognitive science still exists (Núñez et al., 2019). That’s probably because cognitive science is an interdisciplinary approach rather than a field per se. Although people still tend to work and train in those more established traditional fields, it seems to me that society as a whole is in debt to the interdisciplinary nature of cognitive science. And although it is a very diverse field, the most important aspect in my view is the connection between biology, computation and behaviour. It is from these interactions that our modern age grew.


The influence of biology


A dominant force in modern life is the algorithm; a computational engine to process information and make predictions. Learning algorithms take in information, learn to make associations, make predictions from those associations, and then adapt and change. This is referred to as machine learning, but the key here is that the machines learn biologically.


For example, the algorithm (Hebbian Learning) that drives many artificial neural networks’ learning was discovered by the psychologist and neuroscientist Donald Hebb at McGill University. Hebb’s book on The Organization of Behavior (Hebb, 1949) is one of the most important written in this field and explained how neurons learn associations. This concept was refined mathematically by the cognitive scientists Marvin Minsky, David Rumelhart, James McClelland, Geoff Hinton and many others. The advances we see now in machine learning and deep learning are an indirect result of cognitive scientists learning how to adapt and build computer algorithms to match algorithms already seen in neurobiology. This is a critical point: it’s not just that computers can learn, but that the learning and adaptability of these systems can be grounded in an understanding of neuroscience. That’s the advantage of an interdisciplinary approach.


As another example, the theoretical grounding for the AI revolution was developed by Allen Newell (a computer scientist) and Herbert Simon (an economist). Their work in the 1950s–1970s to understand human decision-making and problem-solving and how to model it mathematically provided a computational approach that was grounded in an understanding of human behaviour. Again, this is an advantage of the interdisciplinary approach afforded by cognitive science.


The influence of algorithms


Perhaps one of the most salient and immediately present ways to see the influence of cognitive science is in the algorithms that drive the many products that we use online. Google is many things, but at its heart, it is a search algorithm and a way to organise the knowledge in the world so that the information that a user needs can be found. The basic ideas of knowledge representation that underlie Google’s categorisation of knowledge were explored early on by cognitive scientists like Eleanor Rosch and John Anderson in the 1970s and 1980s (I discuss this research later in Chapter 9).


Or consider Facebook. The company runs and designs a sophisticated algorithm that learns about what you value and makes suggestions about what you want to see more of. Or, maybe more accurately, it makes suggestions for what the algorithm predicts will help you to expand your Facebook network . . . predictions for what will make you use Facebook more.


In both of these cases, Google and Facebook, the algorithms are learning to connect the information that they acquire from the user, from you, with the existing knowledge in the system to make predictions that are useful and adaptive for the users, so that the users will provide more information to the system, so that it can refine its algorithm and acquire more information, and so on. As the network grows, it seeks to become more adaptive, more effective and more knowledgeable. This is what your brain does, too. It causes you to engage in behaviour that seeks information to refine its ability to predict and adapts. These networks and algorithms are societal minds; they serve the same role for society that our own network of neurons serves for our body. Indeed, they can change society. This is something that some people fear.


When tech CEOs and politicians worry about the dangers of AI, I think that idea is at the core of their worry. The idea that the algorithms to which we entrust increasingly more of our decision-making are altering our behaviour to serve the algorithm in the same way that our brain alters our behaviour to serve our own minds and body is something that strikes many as unsettling and unstoppable. I think these fears are founded and unavoidable, but like any new age or paradigm shift, we should continue to approach and understand this from scientific and humanist directions.


This is the legacy of cognitive science, and indeed the legacy of the development of experimental psychology from the nineteenth century onward. The breakthroughs of the twentieth and twenty-first centuries arose as a result of exploring learning algorithms in biology, the instantiation of those algorithms in increasingly more powerful computers, and the relationship of both of these concepts to behaviour. The technological improvements in computing and neuroscience have enabled these ideas to become a dominant force in the modern world. Fear of a future dominated by non-human algorithms and intelligence may be unavoidable at times, but an understanding of cognitive science is crucial to being able to survive and adapt.


I’ve traced the development of experimental psychology from the early nineteenth century structuralist days though behaviourism and cognitive science. But you may have noticed that I left something out: the brain! Although I think we’re living in the Age of Cognitive Science, I think the real next frontier in this age is cognitive neuroscience, or the study of the brain and mind. I did not leave this out because I forgot to write about it or because it’s not important. I left it out so that I can cover more in the next chapter. Let’s discuss the brain.





 


___________


1 Cartesius is the Latinised form of Descartes’ name. Cartesian is then the adjective version of his name for ideas and works associated with him. Cartesian coordinates, or X-Y space, is one example. Descartes was said to have had an insight, which he believed to be divine, when watching a fly on the ceiling. He realised he could describe the location by using the lines where the ceiling and wall met and that any location on the plane could be described with these two coordinates. Descartes and the fly, Newton and the apple, Archimedes in the tub, we love to tell stories about people discovering things via insight while sitting around, kind of spacing out. This is, evidently, what people did before the internet.


2 When I went to search online for RFID parking, I was confronted with page after page of ‘how to hack parking’. It seems like a really common denominator for humans is how to beat the system and take shortcuts.










CHAPTER 3



Understanding the Brain


When I was growing up, a friend of mine was in a tragic car accident. I don’t remember all the details from thirty years ago, but I do remember that she was the only person driving and somehow on the way to school she lost control of her vehicle and hit a tree. The force of the impact broke the bones in her face and also damaged a significant part of the frontal area of her brain (the area known as the prefrontal cortex – sometimes referred to as the PFC – I’ll discuss more about brain anatomy in a few pages). The damage was severe: not only were there facial and cranial fractures and damage to the brain from the force of the impact, but the neurosurgeons had to remove a small part of the front of her brain, a procedure known as a frontal lobectomy. She spent several weeks in a coma during the recovery.


My family and I visited her in the hospital a few times and for weeks, nothing changed. She was unresponsive. After a month or two, she woke up but with no capacity to speak and with minimal awareness of who her parents were. But even a damaged brain is able to heal itself, and in young people this regeneration can restore some functioning.3 And so, with time, she regained some of her ability to speak, to listen, to walk around, to read, and eventually to carry on conversations with friends and family. It seemed like she would recover.


She missed her graduation that year and I went to university a few hours away, and lost touch with her and her family. There were no smartphones in those days and no social media. The sparse internet was for research universities and although I had an email address in the late 1980s, no one else did and so I never received email. The only way to communicate with friends and family was though letters. Letters were like emails or DMs, but you wrote them out by hand on slips of paper and sent those slips of paper in envelopes to the recipient who would then read your thoughts a few days later (the whole thing seems so strange now) or by telephone. And even then, we only had one payphone in my hall of residence, so it tended to be reserved for calls home. This is all a way of saying that I had no practical way to keep up even if I had wanted to.


A few years later, having recovered from the accident, she was finally able to graduate from her high school, and my family and I attended a reception afterward. Since I had been out of touch, I had no idea that she had recovered. I was eager to catch up with my old friend. We talked about high school, about her plans for the future, and also her accident. She looked almost the same, and sounded the same too, which was encouraging since the last time I saw her she could barely speak.


But here’s the thing: she was no longer the same person. I don’t mean this in a metaphorical way. I mean she really did not seem to be the same person at all. It was a like a new person was inhabiting the same body. Even as her physical appearance returned to a state that was close to her pre-accident life, her personality had changed noticeably. It was easy to look past the physical scars on her face but not easy to look past the changes in thinking, behaviour and personality. We accept that people change on the outside all the time. We do not accept that they change on the inside. Her aspirations had been to attend an Ivy League college and to make a difference in society in her professional choices. Her personality was what you would describe as studious, friendly, agreeable, and she was high on empathy. She thought a lot about others and was very close to friends. She was someone in whom you could trust.


After the accident she became difficult to understand. Initially, it took many months for her speech to return. And when it did, it returned slowly. She often confabulated and told stories that were sometimes confusing, sometimes funny, sometimes contradictory. She described events that were either complete fiction or were things that should be confidential. She made up things that were objectively untrue, such as what movie she saw earlier that week and often told conflicting stories about the same events to different people. When compared to how she used to be, she also lacked social inhibition: she was often unable to keep from blurting out inappropriate comments. Whereas her demeanour before the accident was that of a careful, intelligent, trustworthy and ambitious person, her demeanour after the accident was that of a person with a chaotic mental life. I should point out that these observations were from the year or two after her recovery, many decades ago. I don’t know what has happened to her since then. Maybe she’s recovered more fully and gone on to live a fulfilling life. I certainly hope she has.
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