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Editor’s Foreword

Addison-Wesley’s Frontiers in Physics series has, since 1961, made it possible for leading physicists to communicate in coherent fashion their views of recent developments in the most exciting and active fields of physics—without having to devote the time and energy required to prepare a formal review or monograph. Indeed, throughout its nearly forty-year existence, the series has emphasized informality in both style and content, as well as pedagogical clarity. Over time, it was expected that these informal accounts would be replaced by more formal counterparts—textbooks or monographs—as the cutting-edge topics they treated gradually became integrated into the body of physics knowledge and reader interest dwindled. However, this has not proven to be the case for a number of the volumes in the series: Many works have remained in print on an on-demand basis, while others have such intrinsic value that the physics community has urged us to extend their life span.

The Advanced Book Classics series has been designed to meet this demand. It will keep in print those volumes in Frontiers in Physics or its sister series, Lecture Notes and Supplements in Physics, that continue to provide a unique account of a topic of lasting interest. And through a sizable printing, these classics will be made available at a comparatively modest cost to the reader.

These lecture notes on Richard Feynman’s Caltech course on Quantum Electrodynamics were first published in 1961, as part of the first group of lecture note/reprint volumes to be included in the Frontiers in Physics series. As is the case with all of the Feynman lecture note volumes, the presentation in this work reflects his deep physical insight, the freshness and originality of his approach to quantum electrodynamics, and the overall pedagogical wizardry of Richard Feynman. Taken together with the reprints included here of  Feynman’s seminal papers on the space-time approach to quantum electrodynamics and the theory of positrons, the lecture notes provide beginning students and experienced researchers alike with an invaluable introduction to quantum electrodynamics and to Feynman’s highly original approach to the topics.
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Preface

The text material herein constitutes notes on the third of a three-semester course in quantum mechanics given at the California Institute of Technology in 1953. Actually, some questions involving the interaction of light and matter were discussed during the preceding semester. These are also included, as the first six lectures. The relativistic theory begins in the seventh lecture.

The aim was to present the main results and calculational procedures of quantum electrodynamics in as simple and straightforward a way as possible. Many of the students working for degrees in experimental physics did not intend to take more advanced graduate courses in theoretical physics. The course was designed with their needs in mind. It was hoped that they would learn how one obtains the various cross sections for photon processes which are so important in the design of high-energy experiments, such as with the synchrotron at Cal Tech. For this reason little attention is given to many aspects of quantum electrodynamics which would be of use for theoretical physicists tackling the more complicated problems of the interaction of pions and nucleons. That is, the relations among the many different formulations of quantum electrodynamics, including operator representations of fields, explicit discussion of properties of the S matrix, etc., are not included. These were available in a more advanced course in quantum field theory. Nevertheless, this course is complete in itself, in much the way that a course dealing with Newton’s laws can be a complete discussion of mechanics in a physical sense although topics such as least action or Hamilton’s equations are omitted.

The attempt to teach elementary quantum mechanics and quantum electrodynamics together in just one year was an experiment. It was based on the  idea that, as new fields of physics are opened up, students must work their way further back, to earlier stages of the educational program. The first two terms were the usual quantum mechanical course using Schiff (McGraw-Hill) as a main reference (omitting Chapters X, XII, XIII, and XIV, relating to quantum electrodynamics). However, in order to ease the transition to the latter part of the course, the theory of propagation and potential scattering was developed in detail in the way outlined in Eqs. 15-3 to 15-5. One other unusual point was made, namely, that the nonrelativistic Pauli equation could be written as on page 6 of the notes.

The experiment was unsccccessful. The total material was too much for one year, and much of the material in these notes is now given after a full year graduate course in quantum mechanics.

The notes were originally taken by A. R. I-Iibbs. They have been edited and corrected by H. T. Yura and E. R. Huggins.
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Interaction of Light with Matter—Quantum Electrodynamics




First Lecture 

The theory of interaction of light with matter is called quantum electrodynamics. The subject is made to appear more difficult than it actually is by the very many equivalent methods by which it may be formulated. One of the simplest is that of Fermi. We shall take another starting point by just postulating for the emission or absorption of photons. In this form it is most immediately applicable.


DISCUSSION OF FERMI’S METHOD1 

Suppose all the atoms of the universe are in a box. Classically the box may be treated as having natural modes describable in terms of a distribution of harmonic oscillators with coupling between the oscillators and matter.

The transition to quantum electrodynamics involves merely the assumption that the oscillators are quantum mechanical instead of classical. They then have energies (n + 1/2)ħω, n = 0, 1 ..., with zero-point energy 1/2ħω. The box is considered to be full of photons with a distribution of energies nħω. The interaction of photons with matter causes the number of photons of type n to increase by ±1 (emission or absarption).

Waves in a box can be represented as plane standing waves, spherical waves, or plane running waves exp (iK·x). One can say there is an instantaneous  Coulomb interaction e2/rij between all charges plus transverse waves only. Then the Coulomb forces may be put into the Schrödinger equation directly. Other formal means of expression are Maxwell’s equations in Hamiltonian form, field operators, etc.

Fermi’s technique leads to an infinite self-energy term e2/rii. It is possible to eliminate this term in suitable coordinate systems but then the transverse waves contribute an infinity (interpretation more obscure). This anomaly was one of the central problems of modern quantum electrodynamics.




Second Lecture 


LAWS OF QUANTUM ELECTRODYNAMICS 

Without justification at this time the “laws of quantum electrodynamics” will be stated as follows:

1. The amplitude that an atomic system will absorb a photon during the process of transition from one state to another is exactly the same as the amplitude that the same transition will be made under the influence of a potential equal to that of a classical electromagnetic wave representing that photon, provided: (a) the classical wave is normalized to represent an energy density equal to ħω times the probability per cubic centimeter of finding the photon; (b) the real classical wave is split into two complex waves e-iωt and e+iωt, and only the e-iωt part is kept; and (c) the potential acts only once in perturbation; that is, only terms to first order in the electromagnetic field strength should be retained.

Replacing the word “absorbed” by “emit” in rule 1 requires only that the wave represented by exp (+ iωt) be kept instead of exp (—iωt).

2. The number of states available per cubic centimeter of a given polarization is

[image: 002]

Note this is exactly the same as the number of normal modes per cubic centimeter in classical theory.

3. Photons obey Bose-Einstein statistics. That is, the states of a collection of identical photons must be symmetric (exchange photons, add amplyturfes). Also the statistical weight of a state of n identical photons is 1 instead of the classical n!

Thus, in general, a photon may be represented by a solution of the classical Maxwell equations if properly normalized.

Although many forms of expression are possible it is most convenient to describe the electromagnetic field in terms of plane waves. A plane wave can always be represented by a vector potential only (scalar potential made zero by suitable gauge transformation). The vector potential representing a real classical wave is taken as

[image: 003]

We want the normalization of A to correspond to unit probability per cubic centimeter of finding the photon. Therefore the average energy density should be ħω.

Now[image: 004]

and[image: 005]

for a plane wave. Therefore the average energy density is equal to[image: 006]



Setting this equal to ħω we find that

[image: 007]

Thus

[image: 008]

Hence we take the amplitude that an atomic system will absorb a photon to be

[image: 009]

For emission the vector potential is the same except for a positive exponential.


Example: Suppose an atom is in an excited state Ψi with energy Ei and makes a transition to a final state Ψf with energy Ef. The probability of transition per second is the same as the probability of transition under the influence of a vector potential ae exp[+i(ωt—K·X)] representing the emitted photon. According to the laws of quantum mechanics (Fermi’s golden rule)

[image: 010]

The matrix element Ufi = |f(potential)i|2 is to be computed from perturbation theory. This is explained in more detail in the next lecture. First, however, we shall note that more than one choice for the potential may give the same physical results. (This is to justify the possibility of always choosing φ = 0 for our photon.)




Third Lecture 

The representation of the plane-wave photon by the potentials[image: 011]

is essentially a choice of “gauge.” The fact that a freedom of choice exists results from the invariance of the Pauli equation to the quantum-mechanical gauge transform.

The quantum-mechanical transformation is a simple extension of the classical, where, if[image: 012]

and[image: 013]

and if χ is any scalar, then the substitutions[image: 014]

leave E and B invariant.

In quantum mechanics the additional transformation of the wave function[image: 015]

is introduced. The invariance of the Pauli equation is shown as follows. The Pauli equation is[image: 016]



Then, since [image: 017]

and[image: 018]



The partial derivative with respect to time introduces a term (∂χ/∂t)ψe-iχ, and this may be included with φe-iχΨ. Therefore the substitutions[image: 019]

leave the Pauli equation unchanged.

The vector potential A as defined for a photon enters the Pauli Hamiltonian as a perturbation potential for a transition from state i to state f. Any time-dependent perturbation which can be written[image: 020]

results in the matrix element Ufi given by

[image: 021]

This expression indicates that the perturbation has the same effect as a time-independent perturbation U(x,y,z) between initial and final states whose energies are, respectively, Ei-ωħ and Ef. As is well known2 the most important contribution will come from the states such that Ef = Ei—ωħ.

Using the previous results, the probability of a transition per second is[image: 022]

 


To determine Ufi, write

[image: 023]

Because of the rule that the potential acts only once, which is the same as requiring only first-order terms to enter, the term in A · A does not enter this problem. Making use of A = ae exp [—i(ωt—K · x)] and the two operator relations(1)

[image: 024]

(2)

[image: 025]

or[image: 026]

where K·e = 0 (which follows from the choice of gauge and the Maxwell equations), we may write[image: 027]



This result is exact. It can be simplified by using the so-called “dipole” approximation. To derive this approximation consider the term (e/2mc)(p·e e+iK·x), which is the order of the velocity of an electron in the atom, or the current. The exponent can be expanded.[image: 028]

K · x is of the order a0/λ, where a0 = dimension of the atom and λ = wave-length. If a0/λ << 1, all terms of higher order than the first in a0/λ may be neglected. To complete the dipole approximation, it is also necessary to neglect the last term. This is easily done since the last term may be taken as the order of (ħK/mc) = (ħKc/mc2) ≈ (mv2/2mc2). Although such a term is negligible even this is an overestimate. More correctly,

[image: 029]

The matrix element is

[image: 030]

A good approximation allows the separation[image: 031]

and[image: 032]



Then to the accuracy of this approximation the integral is[image: 033]

since the states are orthogonal.

For the present, the dipole approximation is to be used. Then[image: 034]

where[image: 035]

So[image: 036]



Using operator algebra, pfi /m = ħωfi xfi, so that[image: 037]

where xfi = = ∫ φf * x φi d vol. The total probability is obtained by integrating Pfi over dΩ, thus[image: 038]




The term e · xfi is resolved by noting (Fig. 3-1)[image: 039]

FIG. 3-1

Substituting for a2.[image: 040]






Fourth Lecture 


Absorption of Light. The amplitude to go from state k to state 1 in time T (Fig. 4-1) is given from perturbation theory by[image: 041]

[image: 042]

FIG. 4-1

 where the time dependence of Uk1(t) is indicated by writing[image: 043]

(In accord with the rules of Lecture 2, the argument of the exponential is minus and only terms which are linear in the potential are included.) Using this time dependence and performing the integration,[image: 044]

the transition probability is given by[image: 045]



This is the probability that a photon of frequency ω traveling in direction (θ, φ) will be absorbed. The dependence on the photon direction is contained in the matrix element ulk. For example, see Eq. (4—1) for the directional dependence in the dipole approximation.

If the incident radiation contains a range of frequencies and directions, that is, suppose[image: 046]

and the probability of absorption of any photon traveling in the (θ,φ) direction is desired, it is necessary to integrate over all frequencies. This absorption probability is[image: 047]

when T is large, the factor (Δ)-2 sin2(ΔT/2ħ) has an appreciable value only for ħω near E1—Ek, and P(ω,θ,φ) will be substantially constant over the small range in ω which contributes to the integral so that it may be taken out of the integral. Similarly for ulk, so that[image: 048]

(4-1)

where[image: 049]




This can also be written in terms of the incident intensity (energy crossing a unit area in unit time) by noting that

[image: 050]

Thus

[image: 051]

(4-2)

Using the dipole approximation, in which[image: 052]

the total probability of absorption (per second) is[image: 053]

(4-3)



It is evident that there is a relation between the probability of spontaneous emission, with accompanying atomic transition from state 1 to state k,[image: 054]

and the absorption of a photon with accompanying atomic transition from state k to state 1, Eq. (4-1), although the initial and final states are reversed since |ulk| = |ukl|. This relation may be stated most simply in terms of the concept of the probability n(ω,θ,φ) that a particular photon state is occupied. Since there are (2πc)—3ω2dω dΩ photon states in frequency range dω and solid angle dΩ, the probability that there is some photon within this range is[image: 055]



Expressing the probability of absorption in terms of n(ω,θ,φ).

[image: 056]

(4-4)

This equation may be interpreted as follows. Since n(ω,θ,φ) is the probability that a photon state is occupied, the remainder of the terms of the right-hand side must be the probability per second that a photon in that state will be absorbed. Comparing Eq. (4-4) with the rate of spontaneous emission shows that

[image: 057]

In what follows, it will be shown that Eq. (4-4) is correct even when there is a possibility of more than one photon per state provided n(ω,θ,φ) is taken as the mean number of photons per state.

If the initial state consists of two photons in the same photon state, it will not be possible to distinguish them and the statistical weight of the initial state will be 1/2! However, the amplitude for absorption will be twice that for one photon. Taking the statistical weight times the square of the amplitude for this process, the transition probability per second is found to be twice that for only one photon per photon state. When there are three photons per initial photon state and one is absorbed, the following six processes (shown on Fig. 4-2) can occur.

[image: 058]

FIG. 4-2

Any of the three incident photons may be absorbed and, in addition, there is the possibility that the photons which are not absorbed may be interchanged. The statistical weight of the initial state is 1/3!, the statistical weight of the final state is 1/2!, and the amplitude for the process is 6. Thus the transition probability is (1/3!)(1/2!)(6)2 = 3 times that if there were one photon per initial state. In general, the transition probability for n photons per initial photon state is n times that for a single photon per photon state, so Eq. (4-4) is correct if n(ω,θ,φ) is taken as the mean number of photons per state.

A transition that results in the emission of a photon may be induced by incident radiation. Such a process (involving one incident photon) could be indicated diagrammatically, as in Fig. 4-3.

[image: 059]

FIG. 4-3

One photon is incident on the atom and two indistinguishable photons come off. The statistical weight of the final state is 1/2! and the amplitude for the process is 2, so the probability of emission for this process is twice that of spontaneous emission. For n incident photons the statistical weight of the initial state is 1/n!, the statistical weight of the final state is 1/(n + 1)!, and the amplitude for the process is (n + 1)! times the amplitude for spontaneous emission. The probability (per second) of emission is then n+1 times the probability of spontaneous emission. The n can be said to account for the induced part of the transition rate, while the 1 is the spontaneous part of the transition rate.

Since the potentials used in computing the transition probability have been normalized to one photon per cubic centimeter and the transition probability depends on the square of the amplitude of the potential, it is clear that when there are n photons per photon state the correct transition probability for absorption would be obtained by normalizing the potentials to n photons per cubic centimeter (amplitude [image: 060] times as large). This is the basis for the validity of the so-called semiclassical theory of radiation. In that theory absorption is calculated as resulting from the perturbation by a potential normalized to the actual energy in the field, that is, to energy nħω if there are n photons. The correct transition probability for emission is not obtained this way, however, because it is proportional to n+1. The error corresponds to omitting the spontaneous part of the transition probability. In the semiclassical theory of radiation, the spontaneous part of the emission probability is arrived at by general arguments, including the fact that its inclusion leads to the observed Planck distribution formula. Einstein first deduced these relationships by semiclassical reasoning.




Fifth Lecture 


Selection Rules in the Dipole Approximation. In the dipole approximation the appropriate matrix element is

[image: 061]

The components of of xif are xif, yif, zif and

[image: 062]

Selection rules are determined by the conditions that cause this matrix element to vanish. For example, if in hydrogen the initial and final states are S states (spherically symmetrical), Xif = 0 and transitions between these states are “forbidden.” For transitions from P to S states, however, xif ≠ 0 and they are “allowed.”

In general, for single electron transitions, the selection rule is

[image: 063]

This may be seen from the fact that the coordinates x, y, and z are essentially the Legendre polynomial P1. If the orbital angular momentum of the initial state is n, the wave function contains Pn. But

[image: 064]

Hence for the matrix element not to vanish, the angular momentum of the final state must ben±1, so that its wave function will contain either Pn+1 or Pn-1.

For a complex atom (more than one electron), the Hamiltonian is

[image: 065]

The transition probability is proportional to [image: 066] where the sum is over all the electrons of the atom. As has been shown, (Pα)mn is the same, up to a constant, as (xa)mn‘ and the transition probability is proportional to

[image: 067]

In particular, for two electrons the matrix element is[image: 068]

x1 + x2 behaves under rotation of coordinates similarly to the wave function of some “object” with unit angular momentum. If the “object” and the atom  in the initial state do not interact, then the product (x1 + x2)Ψi (x1,x2) can be formally regarded as the wave function of a system (atom + object) having possible values of Ji + 1, Ji, and Ji—1 for total angular momentum. Therefore the matrix element is nonzero only if Jf, the final angular momentum, has one of the three values Ji ± or Ji. Hence the general selection rule ΔJ = ± 1, 0.

Parity. Parity is the property of a wave function referring to its behavior upon reflection of all coordinates. That is, if[image: 069]

parity is even; or if[image: 070]

parity is odd.

If in the matrix elements involved in the dipole approximation one makes the change of variable of integration x =—x‘ the result is

[image: 071]

If the parity of Ψf is the same as that of Ψi, it follows that

[image: 072]

Hence the rule that parity must change in allowed transitions. For a one-electron atom, L determines the parity; therefore, Δ L = 0 would be fortaidden. In many-electron atoms, L does not determine the parity (determined by algebraic, not vector, sum of individual electron angular momenta), so ΔL = 0 transitions can occur. The 0→0 transitions are always forbidden, however, since a photon always carries one unit of angular momentum.

All wave functions have either even or odd parity. This can be seen from the fact that the Hamiltonian (in the absence of an external magnetic field) is invariant under the parity operation. Then, if HΨ(x) = EΨ(x), it is also true that HΨ(—x) = EΨ(—x). Therefore, if the state is nondegenerate, it follows that either Ψ(—x) = Ψ(x) or Ψ(x) =—Ψ(x). If the state is degenerate, it is possible that Ψ(—x) ≠ Ψ(x). But then a complete solution would be one of the linear combinations

[image: 073]


Forbidden Lines. Forbidden spectral lines may appear in gases if they are sufficiently rarefied. That is, forbiddenness is not absolute in all cases. It may simply mean that the lifetime of the state is much longer than if it  were allowed, but not infinite. Thus, if the collision rate is small enough (collisions of the second kind ordinarily cause de-excitation in forbidden cases), the forbidden transition may have sufficient time to occur.

In the nearly exact matrix element[image: 074]

the dipole approximation replaces e-iK·x by 1. If this vanishes, the transition is forbidden, as described in the foregoing. The next higher or quadrupole approximation would then be to replace e-iK·x by 1—i/K·x, giving the matrix element[image: 075]



For light moving in the z direction and polarized in the x direction, this becomes[image: 076]

and the transition probability is proportional to[image: 077]

whereas in the dipole approximation it was proportional to[image: 078]



Therefore the transition probability in the quadrupole approximation is at least of the order of (Ka)2 = [image: 079], smaller than in the dipole approximation, where a is of the order of the size of the atom, and [image: 080] the wavelength emitted.

Problem: Show that[image: 081]

and consequently that[image: 082]







Note that pxz can be written as the sum

[image: 083]

From the preceding problem, the first part of pxz is seen to be equivalent, up to a constant, to xz, which behaves similarly to a wave function for angular  momentum 2, even parity. The second part is the angular momentum operator Ly, which behaves like a wave function for angular momentum 1, even parity. Therefore the selection rules corresponding to the first part are seen to be ΔJ = ± 2, +1, 0 with no parity change. This type of radiation is called electric quadrupole. The selection rules for the second part of pxz are ΔJ = ± 1, 0, no parity change, and the corresponding radiation is called magnetic dipole. Note that unless ΔJ ± 2, the two types of radiation cannot be distinguished by the change in angular momentum or parity. If ΔJ = ±1, 0, they can only be distinguished by the polarization of the radiation. Both types may occur simultaneously, producing interference.

In the case of electric quadrupole radiation, it is implicit in the rules that 1/2 → 1/2 and 0 → 1 transitions are forbidden (even though ΔJ may be ± 1), since the required change of 2 for the vector angular momentum is impossible in these cases.

Continuing to higher approximations, it is possible by similar reasoning to deduce the vector change in angular momentum, or angular momentum of the photon, and the selection rules for parity change and change of total angular momentum ΔJ associated with the various multipole orders (Table 5-1).


TABLE 5-1. Classification of Transitions and Their Selection Rules

[image: 084]

Actually all the implicit selection rules for ΔJ, which become numerous for the higher multipole orders, can be expressed explicitly by writing the selection rule as[image: 085]

where 21 is the multipole order or I is the vector change in angular momentum.  


It turns out that in so-called parity-favored transitions, wherein the product of the initial and final parities is (—1)Jf - Ji and the lowest possible multipole order is Jf—J¡, the transition probabilities for multipole types contained within the dashed vertical lines in Table 5—1 are roughly equal, 3 In parity-unfavored transitions, where the parity product is (—1)Jf-Ji +1 and the lowest multipole order is |Jf—Ji| + 1, this may not be true.




Sixth Lecture 

Equilibrium of Radiation. If a system is in equilibrium, the relative number of atoms per cubic centimeter in two states, say 1 and k, is given by[image: 086]

according to statistical mechanics, when the energies differ by ħω. Since the system is in equilibrium, the number of atoms going from state k to 1 per unit time by absorption of photons ħω must equal the number going from 1 to k by emission. If nω photons of frequency ω are present per cubic centimeter, then probabilities of absorption are proportional to nω and probability of emission is proportional to nω + 1. Thus[image: 087]

or[image: 088]



This is the Planck black-body distribution law.


The Scattering of Light. We discuss here the phenomena of an incident photon being scattered by an atom into a new direction (and possibly energy) (see Fig. 6—1). This may be considered as the absorption of the incoming photon and the emission of a new photon by the atom. The two photons taking part in the phenomenon are represented by the vector potentials.

[image: 089]

The number to be determined is the probability that an atom initially in state k will be left in state 1 by the action of the perturbation A = A1 + A2 in the    time T. This probability can be computed just as any transition probability with the use of Alk, where[image: 090]



The dipole approximation is to be employed and[image: 091]

where spins are neglected.

[image: 092]

FIG. 6-1

In each integral defining Alk, each of the two vector potentials must appear once and only once. Thus, in the first integral the term p · A of U will not appear in Ulk. The product A · A = (A1 + A2) · (A1 + A2) will contribute only its cross-product term 2A1A2. The second integral will have no contribution from A · A, but will be the sum of two terms. The first term contains a Uln based on p · A2 and a Unk based on p · A1. The second has Uln based on p · A1 and Unk on p · A2. The time sequences resulting in these two terms can be represented schematically as shown in Fig. 6-2.

The integral resulting from the first term will now be developed in detail.

[image: 093]

Then the resulting integral is

[image: 094]

FIG. 6-2

[image: 095]

The integral is similar to the integrals considered previously with regard to transition probabilities, and the sum becomes[image: 096]

where Δ = (E1 + ħω2—Ek—ħω1), and the phase angle φ is independent of n. A term with the denominator given by (En—ħω1—Ek)(E1 + ħω2—En) has been neglected, since previous results show that only energies such that E1 + ħω2 ≈ Ek + ħω1 are important. The final result can be written[image: 097]

(6-1)

where |M| is determined from Alk by integrating over ω2 and averaging over e2. Then the complete expression for the cross section σ is[image: 098]

(6-2)




The first term under the summation comes from the “first term” previously referred to and the second from the “second term.” The last term in the absolute brackets comes from A · A.


If 1 ≠ k, the scattering is incoherent, and the result is called the “Raman effect.” If l = k, the scattering is coherent.

Further, note that if all the atoms are in the ground state and l ≠ k, then the energy of the atom can only increase and the frequency of the light ω can only decrease. This gives rise to “Stokes linens.” The opposite effect gives “anti-Stokes lines.”

Suppose ω1 = ω2 (coherent scattering) but further ħω1 is very nearly equal to Ek—En. where En is some possible energy level of the atom. Then one term in the sum over n becomes extremely large and dominates the remainder. The result is called “resonance scattering.” If σ is plotted against ω, then at such values of ω the cross section has a sharp maximum (see Fig. 6-3).

[image: 099]

FIG. 6-3

The “index” of refraction of a gas can be obtained by our scattering formula. It can be obtained, as for other types of scattering, by considering the light scattered in the forward direction.


Self-Energy. Another phenomenon that must be considered in quantum electrodynamics is the possibility of an atom emitting a photon and reabsorbing the same photon. This affects the diagonal element Akk. Its effect is equivalent to a shift of energy of the level. One finds[image: 100]

where e is the direction of polarization. This integral diverges. A more exact relativistic calculation also gives a divergent integral. This means that our formulation of electromagnetic effects is not really a completely satisfactory theory. The modifications required to avoid this difficulty of the infinite self-energy will be discussed later. The net result is a very small shift AE in position of energy levels. This shift has been observed by Lamb and Rutherford.





Résumé of the Principles and Results of Special Relativity




Seventh Lecture 

The principle of relativity is the principle that all physical phenomena would appear to be exactly the same if all the objects concerned were moving uniformly together at velocity v; that is, no experiments made entirely inside of a closed spaceship moving uniformly at velocity v (relative to the center of gravity of the matter in the universe, for example) can determine this velocity. The principle has been verified experimentally. Newton’s laws satisfy this principle; for they are unchanged when subject to a Gallilean transformation,[image: 101]

because they involve only second derivatives. The Maxwell equations are changed, however, when subjected to this transformation, and early workers in this field attempted to make an absolute determination of velocity of the earth using this feature (Michelson-Morley experiment). Failure to detect any effects of this type ultimately led to Einstein’s postulate that the Maxwell equations are of the same form in any coordinate system; and, in particular, that the velocity of light is the same in all coordinate systems. The transformation between coordinate systems which leaves the Maxwell equations invariant is the Lorentz transformation:[image: 102]

 [image: 103]

where tanh u = v/c. Henceforth we shall use time units so that the speed of light c is unity. The latter form is written to demonstrate the analogy with rotation of axes,[image: 104]

[image: 105]



Successive transformations v1 and v2 or u1 and u2 add in the sense that a single transformation v3 or u3 will give the same final system if

[image: 106]

Einstein postulated (theory of special relativity) that the Newton laws must be modified in such a way that they, too, are unchanged in form under a Lorentz transformation.

An interesting consequence of the Lorentz transformation is that clocks appear to run slower in moving systems; that is called time dilation. In transforming from one coordinate system to another it is convenient to use tensor analysis. To this end, a four-vector will be defined as a set of four quantities that transforms in the same way as x,y,z and ct. The subscript μ will be used to designate which of the four components is being considered; for example,

[image: 107]

The following quantities are four-vectors: 4


[image: 108]

An invariant is a quantity that does not change under a Lorentz transformation. If aμ and bμ are two four-vectors, the “product”[image: 109]

is an invariant. To avoid writing the summation symbol, the following summation convention will be used. When the same index occurs twice, sum over it, placing minus in front of first, second, and third components. The Lorentz invariance of the continuity equation is easily demonstrated by writing it as a “product” of four-vectors ∇μ and jμ :[image: 110]



Conservation of charge in all systems if it is conserved in one system is a consequence of the invariance of this “product,” the four-dimensional divergence ∇ • j. Another invariant is[image: 111]

(E = total energy, m = rest mass, mc2 = rest energy, p = momentum.) Thus,[image: 112]



It is also interesting to note that the phase of a free particle wave function exp [(—i/ħ)(Et—p·X)] is invariant since

[image: 113]

The invariance of pμpμ can be used to facilitate converting laboratory energies to center-of-mass energies (Fig. 6-4) in the following way (consider identical particles, for simplicity):[image: 114]

FIG. 6-4

 [image: 115]

but[image: 116]

and[image: 117]



The equations of electrodynamics B = ∇ × A and E =—(1/c)(∂A/∂t)—∇φ are easily written in tensor notation,[image: 118]

where use is made of the fact that φ is the fourth component of the four-vector potential Au . From the foregoing it can be seen that Bx, By, Bz, Ex, Ey, and Ez are the components of a second-rank tensor:[image: 119]

(7-1)



This tensor is antisymmetric (Fμν =—Fνμ) and the diagonal terms (μ = ν) are zero; thus there are only six independent components (three components of E and three components of B) instead of sixteen.

[image: 120]

The Maxwell equations∇×B = 4πJ + (∂E/∂t) and ∇·E = 4πρ are written[image: 121]
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