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			Oliver (Ollie) Lovell is a secondary mathematics and physics teacher, and head of senior mathematics, in Melbourne, Australia. He has an insatiable curiosity for all things teaching and learning, and finds few things more enjoyable than gaining a new insight into what makes learning happen.

			For the past four years, Ollie has been interviewing educational leaders from around the world on the Education Research Reading Room podcast, dissecting their theories, and translating research insights into simple and actionable takeaways.
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			You can find Ollie on twitter at @ollie_lovell or at www.ollielovell.com
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			The idea for the In Action series was developed by John Catt’s Teaching WalkThrus team after we saw how popular our Rosenshine’s Principles in Action booklets proved to be. We realised that the same approach might support teachers to access the ideas of a range of researchers, cognitive scientists and educators. A constant challenge that we wrestle with in the world of teaching and education research is the significant distance between the formulation of a set of concepts and conclusions that might be useful to teachers and the moment when a teacher uses those ideas to teach their students in a more effective manner, thereby succeeding in securing deeper or richer learning. Sometimes so much meaning is lost along that journey, through all the communication barriers that line the road, that the implementation of the idea bears no relation to the concept its originator had in mind. Sometimes it’s more powerful to hear from a teacher about how they implemented an idea than it is to read about the idea from a researcher or cognitive scientist directly – because they reduce that distance; they push some of those barriers aside. 

			In our In Action series, the authors and their collaborative partners are all teachers or school leaders close to the action in classrooms in real schools. Their strategies for translating their subjects’ work into practice bring fresh energy to a powerful set of original ideas in a way that we’re confident will support teachers with their professional learning and, ultimately, their classroom practice. In doing so, they are also paying their respects to the original researchers and their work. In education, as in so many walks of life, we are standing on the shoulders of giants. We believe that our selection of featured researchers and papers represents some of the most important work done in the field of education in recent times. 

			An In Action book about Cognitive Load Theory was right at the top of our original list and Ollie Lovell immediately came to mind as the ideal person to write it. He has made a very significant contribution to the education community via his blog, including the extraordinary weekly blog of 'Takeaways', and his superb Education Research Reading Room podcast. Whilst Ollie shares ideas on a wide range of topics, it was through his exploration of Sweller's CLT  that I first came across him. His direct contact with John Sweller throughout the writing process has added a degree of conceptual rigour but, importantly, it is Ollie's grounded experience as a practising teacher that really brings it alive. 

			Finally, in producing this series, we would like to acknowledge the significant influence of the researchED movement that started in 2013, run by Tom Bennett. I was present at the first conference and, having seen the movement go from strength to strength over the intervening years, I feel that many of us, including several In Action authors, owe a significant debt of gratitude to researchED for providing the forum where teachers’ and researchers’ ideas and perspectives can be shared. We are delighted, therefore, to be contributing a share of the royalties to researchED to support them in their ongoing non-profit work. 
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			To be useful, an instructional theory has many prerequisites. Two prerequisites are critical. First, the theory itself needs to be guided by our knowledge of human cognition – how we learn, think and solve problems. Second, the effectiveness of the theory’s recommendations must be testable and to have actually been tested with positive outcomes using randomised, controlled trials. Cognitive load theory meets both of these requirements. It rests on a bedrock of largely uncontroversial assumptions about human cognitive architecture, especially the characteristics of working memory and long-term memory along with the intricate relations between them. That cognitive architecture has been used to generate novel instructional procedures that then have been tested for relative instructional effectiveness by comparing them with more conventional procedures. If a new cognitive load theory procedure results in better learning than the currently conventional procedure as indicated by randomised, controlled experiments, a new cognitive load effect has been found, resulting in a new instructional procedure based on our knowledge of human cognition and rigorously tested for effectiveness.

			The research literature describes many such procedures conducted by many researchers from around the globe with all those procedures available to practitioners, but there is a universal problem. That research literature is written primarily for technically competent researchers, not for practitioners who for the most part have not been trained as researchers nor have the time to assess the research literature in between their busy teaching duties. This superbly written book resolves this issue.

			I first met Oliver Lovell, who is a high school teacher, several years ago. He asked to interview me for publication on his blog. I receive far more such requests than I possibly can accommodate but he was unusual in that he seemed to have a considerable familiarity with the cognitive load theory literature. I readily acceded to his request and even more readily agreed to provide him with feedback on the subsequent cognitive load theory book he intended to write. That book, which you now are reading, was intended for practitioners, unlike the research literature. 

			Oliver Lovell is not just familiar with cognitive load theory, he is a brilliant writer with a skill in distilling complex concepts into readily intelligible prose. I wish I could write as well as he writes. Accordingly, I would like to recommend this book in the highest possible terms to all educators who wish to familiarise themselves with cognitive load theory.

			John Sweller

			10 July 2020
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			Notes:

			
				
					1. This is available at: https://www.ollielovell.com/pedagogy/johnsweller/

				

				
					2. The best book that I have ever encountered on teaching students how to write.

				

				
					3. Dylan asserts that this isn’t a line from him originally, but it is nonetheless one that he brought to my attention.

				

			

		

	
		
		  Introduction 

		    Why is Cognitive Load Theory important for teachers?
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			It was some time around the end of January 2017 that, scrolling through my Twitter feed, I came across the following bold claim:

			I’ve come to the conclusion Sweller’s Cognitive Load Theory is the single most important thing for teachers to know.4 – Dylan Wiliam

			When Dylan Wiliam tweets, teachers pay attention, and I was no exception. In the months following, prompted by this tweet and an exponentially growing interest, I voraciously devoured all I could get my hands on in relation to Cognitive Load Theory. I wrestled with the seminal text on the subject, Sweller, Ayres and Kalyuga’s Cognitive Load Theory. I read Sweller’s Story of a Research Program, in which he outlines the origins of the theory and its subsequent development. I read blogs, listened to podcasts, read academic papers and finally, in July of that year, I took a flight to Sydney to interview the man himself, John Sweller.5

			Through all of this exploration, and once I’d managed to peel back the layers of academic terminology in which the core ideas seemed to be encased,6 I realised that what lay beneath was an incredibly rich and powerful model that would come to fundamentally change the way I saw my teaching, and my students’ learning. Where once I would see just blank faces and puzzled looks from my students, I began to see cause and effect between my actions and their learning. The sources of my students’ confusion came more clearly into focus, as well as the actions I could now take to better support their learning.

			One key reason that I and many others have found Cognitive Load Theory so helpful is that, unlike much other research in the field of education, Cognitive Load Theory has had a singular focus for the duration of its development, improving instruction: 

			The ultimate aim of cognitive load theory is to provide instructional effects leading to instructional recommendations.7

			Written under the guidance of John Sweller, who has generously read and provided feedback on every word, I hope this book provides both an accurate and actionable guide for teachers who don’t have the time to wade through the research, to struggle with the jargon, or to jump on a plane and interview John Sweller themselves, this is Cognitive Load Theory in Action. 

			How to read this book

			This book is divided into three parts. Part I is dedicated to the five principles that underlie Cognitive Load Theory. This is the most theoretical portion of this book, and it’s where the foundational ideas of the theory are communicated. If theory isn’t your thing and you’re keen to jump straight into practical strategies, you may like to start with Parts II and III, which are focused upon providing practical advice on how to apply Cognitive Load Theory in your classroom.

			For those seeking a deep understanding of the theory, a great approach would be to read this book from front to back, then come back and reread Part I. By doing this you’ll build a mental framework of Cognitive Load Theory during your first reading of Part I, add concrete examples through your reading about the cognitive load effects within Parts II and III, then deepen your theoretical understanding by revisiting Part I. 

			Regardless of how you choose to read this book, I hope you find it both practical and enjoyable, and that you and your students benefit from it for many years to come. 
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			Notes:

			
				
					4.  Wiliam, D. (2017) I’ve come to the conclusion Sweller’s Cognitive Load Theory is the single most important thing for teachers to know (Twitter) 27 January. Available at: https://twitter.com/dylanwiliam/status/824682504602943489?lang=en

				

				
					5.  Sweller, J. (2017) Personal communication. Available at: https://www.ollielovell.com/pedagogy/johnsweller/ also translated into French: http://explicitementvotre.blogspot.com/2017/10/entretien-avec-john-sweller-par-oliver.html

				

				
					6.  Intrinsic, extraneous and germane load; the randomness as genesis, borrowing and reorganising, and environmental organising and linking principle; the transient information, redundancy and modality effects (to name just a few examples).

				

				
					7. Sweller, J. (2016) Story of a Research Program. Education Review//Reseñas Educativas. 23. p. 11.

				

			

		

	
		
		  Part I

		    The A, B, C, D, E, of CLT
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			Cognitive Load Theory can seem like a lot to get your head around. There are many components to it, and many of them – for example ‘human cognitive architecture’ – can sound rather intimidating at first. Without some sort of framework to guide us along the journey, we risk getting lost. To help us overcome this challenge, I’ve come up with a quick and easy way to remember the five pillars of the theory. In fact, it’s as easy as ‘A, B, C’ (D, E!). These five key principles represent the foundational ideas that underpin the remainder of the book. They are:

			
					Architecture: The cognitive architecture of human memory

					Biology: Biologically primary and secondary information

					Categorisation: Categorisation of intrinsic and extraneous load

					Domains: domain-general versus domain-specific knowledge

					Elements: element interactivity, the source of cognitive load

			

			These five principles work together to produce the fundamental recommendation of Cognitive Load Theory: In order to increase learning, reduce extraneous load and optimise intrinsic load.
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			If this doesn’t make sense to you as yet, don’t worry. The goal is that you’ll fully understand the idea, and how to apply it in your own classroom, by the end of this book!

			Architecture: the cognitive architecture of human memory

			The three components of our memory system

			Why is it that a newly qualified teacher feels overwhelmed in a classroom that an experienced teacher would manage with ease? Why is it that we can struggle to remember a quote we’ve just heard? Why is it that students forget to complete seemingly simple steps, such as rounding their answer at the end of a question, or including a full stop at the end of a sentence? Each of these questions can be answered once we have an understanding of the cognitive architecture of human memory. 

			There are three key resources that we all draw upon in order to think: the environment, working memory, and long-term memory.8

			The environment represents everything outside of our minds, it is the internet, books, magazines, knowledge readily shared by others, and more. The key thing to know about the environment is that it is an unlimited external store of information. 

			Long-term memory is where all our memories are kept. This includes memories of life events (episodic knowledge), factual information such as country names (semantic knowledge) and memories of processes such as how to tie a shoelace (procedural knowledge). As far as researchers are aware, there is no limit to long-term memory that can be reached within a human lifetime. Therefore, long-term memory is an unlimited internal store of information. 

			In addition to the environment and long-term memory, we also have working memory. Working memory is the site of consciousness, the part of memory where all thinking takes place. Unlike the environment and long-term memory, the capacity of working memory is limited to somewhere in the vicinity of four to seven ‘elements’ of information.9 In effect, there are only so many elements of information that you can juggle in your mind at any one time. Thus, working memory is our limited thinking system.
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			These three memory components are related within the processes of learning, remembering, and forgetting. The following diagram represents some of the key interactions between the environment, working memory, and long-term memory. 
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			Learning and memory

			As captured in the diagram, we reach out into the environment and bring new information into our working memory. Thinking about that new information and linking it to prior knowledge helps it to move from our working memory to long-term memory. In cases when this doesn’t happen, information can fall out of working memory and be forgotten. Once in the long-term memory, we can ‘remember’ information as required, or, with insufficient use, we may lose the ability to retrieve it, and it is forgotten.
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			Because the environment is effectively limitless in scope, and our long-term memory is effectively limitless in its capacity, working memory – the only limited component of our memory system – acts as a bottleneck. Whenever we get confused, or feel like our head is going to explode from too many ideas, or struggle to follow along when we’re reading something or someone is explaining it to us, it’s because the limited capacity of our working memory is being overloaded. In Cognitive Load Theory, the words cognitive load represent anything that takes up working memory capacity.

			Chunk and automate: how we think more complex thoughts

			Given that our working memory can process only a limited number of elements of information at a time, how is it that we can think complex thoughts? The answer to this question relies upon the fact that not all ‘elements’ of information are created equal. The elements of information stored in our long-term memory increase in complexity over time, with smaller elements combining to form larger elements. The process of combining multiple smaller elements into a larger element within long-term memory is referred to as ‘chunking’, and it’s what allows us to conduct more and more complex thought. This leads to a key finding of cognitive science, that new information takes up more working memory capacity than familiar information. 
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			As an example, consider a child learning to read. A child who has not yet learned the alphabet will see the letter ‘H’ as three straight lines, three distinct elements of information. For them, reproducing these three lines in their correct relative positions – writing this letter ‘H’ which is new to them – could be a very cognitively demanding task. Over time, however, they’ll ‘chunk’ those three lines as the familiar letter ‘H’ within long-term memory, and thinking about or drawing the letter ‘H’ will become automatic and effortless; a single ‘element’ within long-term memory. 

			Once this process of chunking abstract squiggles into letters is done for all the letters of the alphabet, they’ll be familiar with each set of squiggles on a letter-by-letter basis, but whole words will still be new to them. A child will see the new word ‘House’ as a combination of five familiar elements; H, o, u, s, and e. At this time, combining these five letters will now become the cognitively demanding task. However, over time they’ll further chunk the letters as the word ‘House’ in their long-term memory, and thinking about, reading or writing the familiar word ‘House’ will become automatic and effortless. 
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			This process of chunking and automating continues on and on throughout life. This same child may grow up and write a novel, poem, or song about houses, and perhaps solve a riddle about them too, all the while working within the constraints of their limited working memory capacity. This is how the learning human is able to think more and more complex thoughts over time. We reduce the working memory load of a task by chunking and automating, the process of turning cognitively demanding new information into automated familiar information within long-term memory. 

			So, why do students forget to add a full stop?

			We now have the knowledge required to answer the three questions with which we began this section on human cognitive architecture.

			Why is it that a newly qualified teacher feels overwhelmed in a classroom that an experienced teacher would manage with ease?

			The new teacher is overwhelmed because they are surrounded by new information, which takes up considerable working memory capacity. This is simply because the new information hasn’t been chunked and automated yet.

			Consider the task of closing a lesson. To close a lesson, the new teacher may think to themselves, ‘Ok, to close I need to write a reflection question on the board, write out the homework, clean the rest of the board, hand students’ homework books back, check the ground for litter, ask students to stand behind their chairs, and today I also have to remind them of the swimming carnival tomorrow’. That’s a lot of elements to consider, and it’s highly likely to overload their working memory, leading to one or more of the steps being forgotten. In contrast, the expert teacher would likely have the process ‘close the lesson’ chunked and automated in long-term memory as a single or reduced number of elements. They activate this automated ‘close the lesson’ procedure, and only have to recall one additional thing, ‘Remember students, the swimming carnival is on tomorrow!’ The experienced teacher handles effortlessly the same task that a newly qualified teacher finds completely overwhelming. They have chunked and automated.

			Why is it that we can struggle to remember a quote we’ve just heard? 

			While we’ve probably stored in our long-term memory all the words that make up a new quote that we’re keen to learn, the new combination of these words is likely to exceed our working memory capacity. 

			Why is it that students forget to complete seemingly simple steps, such as rounding their answer at the end of a question, or including a full stop at the end of a sentence?

			If our students haven’t as yet chunked and automated a new solution strategy in their long-term memories, or automated the process of writing, then by the time they get to the last step – round your answer, or add a full stop – it’s likely that their working memory will be completely overloaded by the immediate task at hand. There simply isn’t room in working memory for them to hold that final step ‘in mind’, and they forget to take what seems to be an incredibly simple final action.

			Biology: biologically primary versus biologically secondary information

			The second pillar of Cognitive Load Theory is the distinction between biologically primary and biologically secondary knowledge.10 The distinction between these two types of knowledge was proposed by the cognitive developmental and evolutionary psychologist David Geary.11 This model splits knowledge into two categories; knowledge that humans have evolved to acquire (biologically primary) and knowledge that has only become relevant to humans within the last few thousand years (biologically secondary). 

			Sweller and colleagues provide the following list of proposed biologically primary knowledge and skills: 

			… knowledge that allows us to listen and speak, recognise faces, engage in basic social functions, solve unfamiliar problems, transfer previously acquired knowledge to novel situations, make plans for future events that may or may not happen, or regulate our thought processes to correspond to our current environment.12

			As per Geary’s theory, learning biologically primary knowledge is unconscious, fast, frugal and implicit (without conscious effort). More than that, ‘we experience no discernible cognitive load in acquiring the necessary skills in ... any ... biologically primary area’.13
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			In contrast, learning biologically secondary information is slow, effortful, and conscious. Some examples of biologically secondary information include the academic subjects taught at school and university, or how to operate a computer, car, or truck. In fact, it’s argued that ‘Educational institutions were invented because of our need for people to acquire knowledge of biologically secondary information.’ and that ‘Biologically secondary knowledge is knowledge we need because our culture has determined that it is important.’14
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			Among many of the proponents of Cognitive Load Theory, the biologically primary/secondary distinction is drawn upon to make a case for what should be taught in schools based upon a belief of what can be taught in schools.

			In essence it’s argued that, because we’ve evolved to acquire biologically primary knowledge and skills, ‘there is little evidence that they can be taught’15 and therefore, we shouldn’t bother trying. Sweller and colleagues build upon this to write:

			Over the last few decades, many educationalists, correctly realising the importance of such [biologically primary] skills, have advocated that they be taught. Such campaigns tend to fail, not because the skills are unimportant but because they are of such importance to humans that we have evolved to acquire them automatically without instruction.16
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			This is a controversial claim, and one that many readers will probably find challenging. If this is your feeling, you are not alone. In fact of the five ideas presented in Part I, it is the one around which there exists the most contention. For example, Geary invokes the idea that the human memory system is modular in its design as a basis for his theory, an idea that he himself admits is a topic of ‘vigorous debate’17 among researchers in the field. 

			Despite the debate surrounding Geary’s distinction between biologically primary and secondary knowledge, all of the Cognitive Load Theory effects (to which Parts II and III of this book are dedicated) remain relevant and useful, and have been rigorously validated through randomised control trials. This book seeks to summarise the key ideas contained within the Cognitive Load Theory literature. Given the prominence of Geary’s theory within the research, it forms an integral part of the work. 

			Categorisation: categorisation of intrinsic and extraneous load

			Cognitive Load Theory’s primary purpose is to work out how best to use the limited learning resource which constrains all human thinking; working memory. In the introduction to Part I, we learned that the fundamental recommendation of Cognitive Load Theory is to reduce extraneous load and optimise intrinsic load. This section provides the knowledge required to connect these two ideas, beginning with a definition of these two important terms.

			Intrinsic cognitive load originates from the nature of the to-be-learned information. It is the cognitive load that is inescapable if the core to-be-learned idea is to be mastered, and it is what we want our students’ working memories to be occupied with thinking about. For example, in order to be able to read, students must learn the relationship between the letter combinations printed on the page, and the sounds those letter combinations produce. There is simply no way around this. If we are teaching students to read, connecting letters and sounds is intrinsic to our goal. 
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			In contrast, extraneous cognitive load originates from the manner and structure in which the information is presented to students. This is the cognitive load that teachers should seek to minimise. For example, while learning to read a child could get stuck on a word, and an adult could prompt them to consider the pictures nearby for clues. While this ‘strategy’18 may, in some situations, help the child to access the meaning of the sentence, it will not help the child learn to read. This is because reading requires connecting letters to sounds. Sound-letter combinations represent the intrinsic load, but including pictures is unrelated to connecting letters to sounds. The pictures are, therefore, extraneous to the goal of learning to read and can even hinder it.19
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