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PREFACE


My first year in college, I read Descartes’s Meditations and was hooked on the mind-body problem. Now here was a mystery. How on earth could my thoughts and feelings fit in the same world with the nerve cells and molecules that made up my brain? Now, after thirty years of thinking, talking, and writing about this mystery, I think I’ve made some progress. I think I can sketch an outline of the solution, a theory of consciousness that gives answers (or shows how to find the answers) to the questions that have been just as baffling to philosophers and scientists as to laypeople. I’ve had a lot of help. It’s been my good fortune to be taught, informally, indefatigably, and imperturbably, by some wonderful thinkers, whom you will meet in these pages. For the story I have to tell is not one of solitary cogitation but of an odyssey through many fields, and the solutions to the puzzles are inextricably woven into a fabric of dialogue and disagreement, where we often learn more from bold mistakes than from cautious equivocation. I’m sure there are still plenty of mistakes in the theory I will offer here, and I hope they are bold ones, for then they will provoke better answers by others.


The ideas in this book have been hammered into shape over many years, but the writing was begun in January 1990 and finished just a year later, thanks to the generosity of several fine institutions and the help of many friends, students, and colleagues. The Zentrum für Interdisziplinäre Forschung in Bielefeld, CREA at the École Polytechnique in Paris, and the Rockefeller Foundation’s Villa Serbelloni in Bellagio provided ideal conditions for writing and conferring during the first five months. My home university, Tufts, has supported my work through the Center for Cognitive Studies, and enabled me to present the penultimate draft in the fall of 1990 in a seminar that drew on the faculties and students of Tufts and the other fine schools in the greater Boston area. I also want to thank the Kapor Foundation and the Harkness Foundation for supporting our research at the Center for Cognitive Studies.


Several years ago, Nicholas Humphrey came to work with me at the Center for Cognitive Studies, and he, Ray Jackendoff, Marcel Kinsbourne, and I began meeting regularly to discuss various aspects and problems of consciousness. It would be hard to find four more different approaches to the mind, but our discussions were so fruitful, and so encouraging, that I dedicate this book to these fine friends, with thanks for all they have taught me. Two other longtime colleagues and friends have also played major roles in shaping my thinking, for which I am eternally grateful: Kathleen Akins and Bo Dahlbom.


I also want to thank the ZIF group in Bielefeld, particularly Peter Bieri, Jaegwon Kim, David Rosenthal, Jay Rosenberg, Eckart Scheerer, Bob van Gulick, Hans Flohr, and Lex van der Heiden; the CREA group in Paris, particularly Daniel Andler, Pierre Jacob, Francisco Varela, Dan Sperber, and Deirdre Wilson; and the “princes of consciousness” who joined Nick, Marcel, Ray, and me at the Villa Serbelloni for an intensely productive week in March: Edoardo Bisiach, Bill Calvin, Tony Marcel, and Aaron Sloman. Thanks also to Edoardo and the other participants of the workshop on neglect, in Parma in June. Pim Levelt, Odmar Neumann, Marvin Minsky, Oliver Selfridge, and Nils Nilsson also provided valuable advice on various chapters. I also want to express my gratitude to Nils for providing the photograph of Shakey, and to Paul Bach-y-Rita for his photographs and advice on prosthetic vision devices.


I am grateful for a bounty of constructive criticism to all the participants in the seminar last fall, a class I will never forget: David Hilbert, Krista Lawlor, David Joslin, Cynthia Schossberger, Luc Faucher, Steve Weinstein, Oakes Spalding, Mini Jaikumar, Leah Steinberg, Jane Anderson, Jim Beattie, Evan Thompson, Turhan Canli, Michael Anthony, Martina Roepke, Beth Sangree, Ned Block, Jeff McConnell, Bjorn Ramberg, Phil Holcomb, Steve White, Owen Flanagan, and Andrew Woodfield. Week after week, this gang held my feet to the fire, in the most constructive way. During the final redrafting, Kathleen Akins, Bo Dahlbom, Doug Hofstadter, and Sue Stafford provided many invaluable suggestions. Paul Weiner turned my crude sketches into the excellent figures and diagrams.


Kathryn Wynes and later Anne Van Voorhis have done an extraordinary job of keeping me, and the Center, from flying apart during the last few hectic years, and without their efficiency and foresight this book would still be years from completion. Last and most important: love and thanks to Susan, Peter, Andrea, Marvin, and Brandon, my family.


Tufts University


January 1991
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PRELUDE: HOW ARE HALLUCINATIONS POSSIBLE?


1. THE BRAIN IN THE VAT


Suppose evil scientists removed your brain from your body while you slept, and set it up in a life-support system in a vat. Suppose they then set out to trick you into believing that you were not just a brain in a vat, but still up and about, engaging in a normally embodied round of activities in the real world. This old saw, the brain in the vat, is a favorite thought experiment in the toolkit of many philosophers. It is a modern-day version of Descartes’s (1641)1 evil demon, an imagined illusionist bent on tricking Descartes about absolutely everything, including his own existence. But as Descartes observed, even an infinitely powerful evil demon couldn’t trick him into thinking he himself existed if he didn’t exist: cogito ergo sum, “I think, therefore I am.” Philosophers today are less concerned with proving one’s own existence as a thinking thing (perhaps because they have decided that Descartes settled that matter quite satisfactorily) and more concerned about what, in principle, we may conclude from our experience about our nature, and about the nature of the world in which we (apparently) live. Might you be nothing but a brain in a vat? Might you have always been just a brain in a vat? If so, could you even conceive of your predicament (let alone confirm it)?


The idea of the brain in the vat is a vivid way of exploring these questions, but I want to put the old saw to another use. I want to use it to uncover some curious facts about hallucinations, which in turn will lead us to the beginnings of a theory—an empirical, scientifically respectable theory—of human consciousness. In the standard thought experiment, it is obvious that the scientists would have their hands full providing the nerve stumps from all your senses with just the right stimulations to carry off the trickery, but philosophers have assumed for the sake of argument that however technically difficult the task might be, it is “possible in principle.” One should be leery of these possibilities in principle. It is also possible in principle to build a stainless-steel ladder to the moon, and to write out, in alphabetical order, all intelligible English conversations consisting of less than a thousand words. But neither of these are remotely possible in fact and sometimes an impossibility in fact is theoretically more interesting than a possibility in principle, as we shall see.


Let’s take a moment to consider, then, just how daunting the task facing the evil scientists would be. We can imagine them building up to the hard tasks from some easy beginnings. They begin with a conveniently comatose brain, kept alive but lacking all input from the optic nerves, the auditory nerves, the somatosensory nerves, and all the other afferent, or input, paths to the brain. It is sometimes assumed that such a “deafferented” brain would naturally stay in a comatose state forever, needing no morphine to keep it dormant, but there is some empirical evidence to suggest that spontaneous waking might still occur in these dire circumstances. I think we can suppose that were you to awake in such a state, you would find yourself in horrible straits: blind, deaf, completely numb, with no sense of your body’s orientation.


Not wanting to horrify you, then, the scientists arrange to wake you up by piping stereo music (suitably encoded as nerve impulses) into your auditory nerves. They also arrange for the signals that would normally come from your vestibular system or inner ear to indicate that you are lying on your back, but otherwise paralyzed, numb, blind. This much should be within the limits of technical virtuosity in the near future—perhaps possible even today. They might then go on to stimulate the tracts that used to innervate your epidermis, providing it with the input that would normally have been produced by a gentle, even warmth over the ventral (belly) surface of your body, and (getting fancier) they might stimulate the dorsal (back) epidermal nerves in a way that simulated the tingly texture of grains of sand pressing into your back. “Great!” you say to yourself: “Here I am, lying on my back on the beach, paralyzed and blind, listening to rather nice music, but probably in danger of sunburn. How did I get here, and how can I call for help?”


But now suppose the scientists, having accomplished all this, tackle the more difficult problem of convincing you that you are not a mere beach potato, but an agent capable of engaging in some form of activity in the world. Starting with little steps, they decide to lift part of the “paralysis” of your phantom body and let you wiggle your right index finger in the sand. They permit the sensory experience of moving your finger to occur, which is accomplished by giving you the kinesthetic feedback associated with the relevant volitional or motor signals in the output or efferent part of your nervous system, but they must also arrange to remove the numbness from your phantom finger, and provide the stimulation for the feeling that the motion of the imaginary sand around your finger would provoke.


Suddenly, they are faced with a problem that will quickly get out of hand, for just how the sand will feel depends on just how you decide to move your finger. The problem of calculating the proper feedback, generating or composing it, and then presenting it to you in real time is going to be computationally intractable on even the fastest computer, and if the evil scientists decide to solve the real-time problem by precalculating and “canning” all the possible responses for playback, they will just trade one insoluble problem for another: there are too many possibilities to store. In short, our evil scientists will be swamped by combinatorial explosion as soon as they give you any genuine exploratory powers in this imaginary world.2


It is a familiar wall these scientists have hit; we see its shadow in the boring stereotypes in every video game. The alternatives open for action have to be strictly—and unrealistically—limited to keep the task of the world-representers within feasible bounds. If the scientists can do no better than convince you that you are doomed to a lifetime of playing Donkey Kong, they are evil scientists indeed.


There is a solution of sorts to this technical problem. It is the solution used, for instance, to ease the computational burden in highly realistic flight simulators: use replicas of the items in the simulated world. Use a real cockpit and push and pull it with hydraulic lifters, instead of trying to simulate all that input to the seat of the pants of the pilot in training. In short, there is only one way for you to store for ready access that much information about an imaginary world to be explored, and that is to use a real (if tiny or artificial or plaster-of-paris) world to store its own information! This is “cheating” if you’re the evil demon claiming to have deceived Descartes about the existence of absolutely everything, but it’s a way of actually getting the job done with less than infinite resources.


Descartes was wise to endow his imagined evil demon with infinite powers of trickery. Although the task is not, strictly speaking, infinite, the amount of information obtainable in short order by an inquisitive human being is staggeringly large. Engineers measure information flow in bits per second, or speak of the bandwidth of the channels through which the information flows. Television requires a greater bandwidth than radio, and high-definition television has a still greater bandwidth. High-definition smello-feelo television would have a still greater bandwidth, and interactive smello-feelo television would have an astronomical bandwidth, because it constantly branches into thousands of slightly different trajectories through the (imaginary) world. Throw a skeptic a dubious coin, and in a second or two of hefting, scratching, ringing, tasting, and just plain looking at how the sun glints on its surface, the skeptic will consume more bits of information than a Cray supercomputer can organize in a year. Making a real but counterfeit coin is child’s play; making a simulated coin out of nothing but organized nerve stimulations is beyond human technology now and probably forever.3


One conclusion we can draw from this is that we are not brains in vats—in case you were worried. Another conclusion it seems that we can draw from this is that strong hallucinations are simply impossible! By a strong hallucination I mean a hallucination of an apparently concrete and persisting three-dimensional object in the real world—as contrasted to flashes, geometric distortions, auras, afterimages, fleeting phantom-limb experiences, and other anomalous sensations. A strong hallucination would be, say, a ghost that talked back, that permitted you to touch it, that resisted with a sense of solidity, that cast a shadow, that was visible from any angle so that you might walk around it and see what its back looked like.


Hallucinations can be roughly ranked in strength by the number of such features they have. Reports of very strong hallucinations are rare, and we can now see why it is no coincidence that the credibility of such reports seems, intuitively, to be inversely proportional to the strength of the hallucination reported. We are—and should be—particularly skeptical of reports of very strong hallucinations because we don’t believe in ghosts, and we think that only a real ghost could produce a strong hallucination. (It was primarily the telltale strength of the hallucinations reported by Carlos Castañeda in The Teachings of Don Juan: A Yaqui Way of Knowledge [1968] that first suggested to scientists that the book, in spite of having been a successful Ph.D. thesis in anthropology at UCLA, was fiction, not fact.)


But if really strong hallucinations are not known to occur, there can be no doubt that convincing, multimodal hallucinations are frequently experienced. The hallucinations that are well attested in the literature of clinical psychology are often detailed fantasies far beyond the generative capacities of current technology. How on earth can a single brain do what teams of scientists and computer animators would find to be almost impossible? If such experiences are not genuine or veridical perceptions of some real thing “outside” the mind, they must be produced entirely inside the mind (or the brain), concocted out of whole cloth but lifelike enough to fool the very mind that concocts them.


2. PRANKSTERS IN THE BRAIN


The standard way of thinking of this is to suppose that hallucinations occur when there is some sort of freakish autostimulation of the brain, in particular, an entirely internally generated stimulation of some parts or levels of the brain’s perceptual systems. Descartes, in the seventeenth century, saw this prospect quite clearly, in his discussion of phantom limb, the startling but quite normal hallucination in which amputees seem to feel not just the presence of the amputated part, but itches and tingles and pains in it. (It often happens that new amputees, after surgery, simply cannot believe that a leg or foot has been amputated until they see that it is gone, so vivid and realistic are their sensations of its continued presence.) Descartes’s analogy was the bell-pull. Before there were electric bells, intercoms, and walkie-talkies, great houses were equipped with marvelous systems of wires and pulleys that permitted one to call for a servant from any room in the house. A sharp tug on the velvet sash dangling from a hole in the wall pulled a wire that ran over pulleys all the way to the pantry, where it jangled one of a number of labeled bells, informing the butler that service was required in the master bedroom or the parlor or the billiards room. The systems worked well, but were tailor-made for pranks. Tugging on the parlor wire anywhere along its length would send the butler scurrying to the parlor, under the heartfelt misapprehension that someone had called him from there—a modest little hallucination of sorts. Similarly, Descartes thought, since perceptions are caused by various complicated chains of events in the nervous system that lead eventually to the control center of the conscious mind, if one could intervene somewhere along the chain (anywhere on the optic nerve, for instance, between the eyeball and consciousness), tugging just right on the nerves would produce exactly the chain of events that would be caused by a normal, veridical perception of something, and this would produce, at the receiving end in the mind, exactly the effect of such a conscious perception.


The brain—or some part of it—inadvertently played a mechanical trick on the mind. That was Descartes’s explanation of phantom-limb hallucinations. Phantom-limb hallucinations, while remarkably vivid, are—by our terminology—relatively weak; they consist of unorganized pains and itches, all in one sensory modality. Amputees don’t see or hear or (so far as I know) smell their phantom feet. So something like Descartes’s account could be the right way to explain phantom limbs, setting aside for the time being the notorious mysteries about how the physical brain could interact with the nonphysical conscious mind. But we can see that even the purely mechanical part of Descartes’s story must be wrong as an account of relatively strong hallucinations; there is no way the brain as illusionist could store and manipulate enough false information to fool an inquiring mind. The brain can relax, and let the real world provide a surfeit of true information, but if it starts trying to short-circuit its own nerves (or pull its own wires, as Descartes would have said), the results will be only the weakest of fleeting hallucinations. (Similarly, the malfunctioning of your neighbor’s electric hairdryer might cause “snow” or “static,” or hums and buzzes, or odd flashes to appear on your television set, but if you see a bogus version of the evening news, you know it had an elaborately organized cause far beyond the talents of a hairdryer.)


It is tempting to suppose that perhaps we have been too gullible about hallucinations; perhaps only mild, fleeting, thin hallucinations ever occur—the strong ones don’t occur because they can’t occur! A cursory review of the literature on hallucinations certainly does suggest that there is something of an inverse relation between strength and frequency—as well as between strength and credibility. But that review also provides a clue leading to another theory of the mechanism of hallucination-production: one of the endemic features of hallucination reports is that the victim will comment on his or her rather unusual passivity in the face of the hallucination. Hallucinators usually just stand and marvel. Typically, they feel no desire to probe, challenge, or query, and take no steps to interact with the apparitions. It is likely, for the reasons we have just explored, that this passivity is not an inessential feature of hallucination but a necessary precondition for any moderately detailed and sustained hallucination to occur.


Passivity, however, is only a special case of a way in which relatively strong hallucinations could survive. The reason these hallucinations can survive is that the illusionist—meaning by that, whatever it is that produces the hallucination—can “count on” a particular line of exploration by the victim—in the case of total passivity, the null line of exploration. So long as the illusionist can predict in detail the line of exploration actually to be taken, it only has to prepare for the illusion to be sustained “in the directions that the victim will look.” Cinema set designers insist on knowing the location of the camera in advance—or if it is not going to be stationary, its exact trajectory and angle—for then they have to prepare only enough material to cover the perspectives actually taken. (Not for nothing does cinéma verité make extensive use of the freely roaming hand-held camera.) In real life the same principle was used by Potemkin to economize on the show villages to be reviewed by Catherine the Great; her itinerary had to be ironclad.


So one solution to the problem of strong hallucination is to suppose that there is a link between the victim and illusionist that makes it possible for the illusionist to build the illusion dependent on, and hence capable of anticipating, the exploratory intentions and decisions of the victim. Where the illusionist is unable to “read the victim’s mind” in order to obtain this information, it is still sometimes possible in real life for an illusionist (a stage magician, for instance) to entrain a particular line of inquiry through subtle but powerful “psychological forcing.” Thus a card magician has many standard ways of giving the victim the illusion that he is exercising his free choice in what cards on the table he examines, when in fact there is only one card that may be turned over. To revert to our earlier thought experiment, if the evil scientists can force the brain in the vat to have a particular set of exploratory intentions, they can solve the combinatorial explosion problem by preparing only the anticipated material; the system will be only apparently interactive. Similarly, Descartes’s evil demon can sustain the illusion with less than infinite power if he can sustain an illusion of free will in the victim, whose investigation of the imaginary world he minutely controls.4


But there is an even more economical (and realistic) way in which hallucinations could be produced in a brain, a way that harnesses the very freewheeling curiosity of the victim. We can understand how it works by analogy with a party game.


3. A PARTY GAME CALLED PSYCHOANALYSIS


In this game one person, the dupe, is told that while he is out of the room, one member of the assembled party will be called upon to relate a recent dream. This will give everybody else in the room the story line of that dream so that when the dupe returns to the room and begins questioning the assembled party, the dreamer’s identity will be hidden in the crowd of responders. The dupe’s job is to ask yes/no questions of the assembled group until he has figured out the dream narrative to a suitable degree of detail, at which point the dupe is to psychoanalyze the dreamer, and use the analysis to identify him or her.


Once the dupe is out of the room, the host explains to the rest of the party that no one is to relate a dream, that the party is to answer the dupe’s questions according to the following simple rule: if the last letter of the last word of the question is in the first half of the alphabet, the questions is to be answered in the affirmative, and all other questions are to be answered in the negative, with one proviso: a non-contradiction override rule to the effect that later questions are not to be given answers that contradict earlier answers. For example:




Q: Is the dream about a girl?


A: Yes.





but if later our forgetful dupe asks




Q: Are there any female characters in it?


A: Yes [in spite of the final t, applying the non-contradiction override rule].5




When the dupe returns to the room and begins questioning, he gets a more or less random, or at any rate arbitrary, series of yeses and noes in response. The results are often entertaining. Sometimes the process terminates swiftly in absurdity, as one can see at a glance by supposing the initial question asked were “Is the story line of the dream word-for-word identical to the story line of War and Peace?” or, alternatively, “Are there any animate beings in it?” A more usual outcome is for a bizarre and often obscene story of ludicrous misadventure to unfold, to the amusement of all. When the dupe eventually decides that the dreamer—whoever he or she is—must be a very sick and troubled individual, the assembled party gleefully retorts that the dupe himself is the author of the “dream.” This is not strictly true, of course. In one sense, the dupe is the author by virtue of the questions he was inspired to ask. (No one else proposed putting the three gorillas in the rowboat with the nun.) But in another sense, the dream simply has no author, and that is the whole point. Here we see a process of narrative production, of detail accumulation, with no authorial intentions or plans at all—an illusion with no illusionist.


The structure of this party game bears a striking resemblance to the structure of a family of well-regarded models of perceptual systems. It is widely held that human vision, for instance, cannot be explained as an entirely “data-driven” or “bottom-up” process, but needs, at the highest levels, to be supplemented by a few “expectation-driven” rounds of hypothesis testing (or something analogous to hypothesis testing). Another member of the family is the “analysis-by-synthesis” model of perception that also supposes that perceptions are built up in a process that weaves back and forth between centrally generated expectations, on the one hand, and confirmations (and disconfirmations) arising from the periphery on the other hand (e.g., Neisser, 1967). The general idea of these theories is that after a certain amount of “preprocessing” has occurred in the early or peripheral layers of the perceptual system, the tasks of perception are completed—objects are identified, recognized, categorized—by generate-and-test cycles. In such a cycle, one’s current expectations and interests shape hypotheses for one’s perceptual systems to confirm or disconfirm, and a rapid sequence of such hypothesis generations and confirmations produces the ultimate product, the ongoing, updated “model” of the world of the perceiver. Such accounts of perception are motivated by a variety of considerations, both biological and epistemological, and while I wouldn’t say that any such model has been proven, experiments inspired by the approach have borne up well. Some theorists have been so bold as to claim that perception must have this fundamental structure.


Whatever the ultimate verdict turns out to be on generate-and-test theories of perception, we can see that they support a simple and powerful account of hallucination. All we need suppose must happen for an otherwise normal perceptual system to be thrown into a hallucinatory mode is for the hypothesis-generation side of the cycle (the expectation-driven side) to operate normally, while the data-driven side of the cycle (the confirmation side) goes into a disordered or random or arbitrary round of confirmation and disconfirmation, just as in the party game. In other words, if noise in the data channel is arbitrarily amplified into “confirmations” and “disconfirmations” (the arbitrary yes and no answers in the party game), the current expectations, concerns, obsessions, and worries of the victim will lead to framing questions or hypotheses whose content is guaranteed to reflect those interests, and so a “story” will unfold in the perceptual system without an author. We don’t have to suppose the story is written in advance; we don’t have to suppose that information is stored or composed in the illusionist part of the brain. All we suppose is that the illusionist goes into an arbitrary confirmation mode and the victim provides the content by asking the questions.


This provides in the most direct possible way a link between the emotional state of the hallucinator and the content of the hallucinations produced. Hallucinations are usually related in their content to the current concerns of the hallucinator, and this model of hallucination provides for that feature without the intervention of an implausibly knowledgeable internal storyteller who has a theory or model of the victim’s psychology. Why, for instance, does the hunter on the last day of deer season see a deer, complete with antlers and white tail, while looking at a black cow or another hunter in an orange jacket? Because his internal questioner is obsessively asking: “Is it a deer?” and getting NO for an answer until finally a bit of noise in the system gets mistakenly amplified into a YES, with catastrophic results.


A number of findings fit nicely with this picture of hallucination. For instance, it is well known that hallucinations are the normal result of prolonged sensory deprivation (see, e.g., Vosberg, Fraser, and Guehl, 1960). A plausible explanation of this is that in sensory deprivation, the data-driven side of the hypothesis-generation-and-test system, lacking any data, lowers its threshold for noise, which then gets amplified into arbitrary patterns of confirmation and disconfirmation signals, producing, eventually, detailed hallucinations whose content is the product of nothing more than anxious expectation and chance confirmation. Moreover, in most reports, hallucinations are only gradually elaborated (under conditions of either sensory deprivation or drugs). They start out weak—e.g., geometric—and then become stronger (“objective” or “narrative”), and this is just what this model would predict (see, e.g., Siegel and West, 1975).


Finally, the mere fact that a drug, by diffusion in the nervous system, can produce such elaborate and contentful effects requires explanation—the drug itself surely can’t “contain the story,” even if some credulous people like to think so. It is implausible that a drug, by diffuse activity, could create or even turn on an elaborate illusionist system, while it is easy to see how a drug could act directly to raise or lower or disorder in some arbitrary way a confirmation threshold in a hypothesis-generation system.


The model of hallucination generation inspired by the party game could also explain the composition of dreams, of course. Ever since Freud there has been little doubt that the thematic content of dreams is tellingly symptomatic of the deepest drives, anxieties, and preoccupations of the dreamer, but the clues the dreams provide are notoriously well concealed under layers of symbolism and misdirection. What kind of process could produce stories that speak so effectively and incessantly to a dreamer’s deepest concerns, while clothing the whole business in layers of metaphor and displacement? The more or less standard answer of the Freudian has been the extravagant hypothesis of an internal dream playwright composing therapeutic dream-plays for the benefit of the ego and cunningly sneaking them past an internal censor by disguising their true meaning. (We might call the Freudian model the Hamlet model, for it is reminiscent of Hamlet’s devious ploy of staging “The Mousetrap” just for Claudius; it takes a clever devil indeed to dream up such a subtle stratagem, but if Freud is to be believed, we all harbor such narrative virtuosi.) As we shall see later on, theories that posit such homunculi (“little men” in the brain) are not always to be shunned, but whenever homunculi are rung in to help, they had better be relatively stupid functionaries—not like the brilliant Freudian playwrights who are supposed to produce new dream-scenes every night for each of us! The model we are considering eliminates the playwright altogether, and counts on the “audience” (analogous to the one who is “it” in the party game) to provide the content. The audience is no dummy, of course, but at least it doesn’t have to have a theory of its own anxieties; it just has to be driven by them to ask questions.


It is interesting to note, by the way, that one feature of the party game that would not be necessary for a process producing dreams or hallucinations is the noncontradiction override rule. Since one’s perceptual systems are presumably always exploring an ongoing situation (rather than a fait accompli, a finished dream narrative already told) subsequent “contradictory” confirmations can be interpreted by the machinery as indicating a new change in the world, rather than a revision in the story known by the dream relaters. The ghost was blue when last I looked, but has now suddenly turned green; its hands have turned into claws, and so forth. The volatility of metamorphosis of objects in dreams and hallucinations is one of the most striking features of those narratives, and what is even more striking is how seldom these noticed metamorphoses “bother” us while we are dreaming. So the farmhouse in Vermont is now suddenly revealed to be a bank in Puerto Rico, and the horse I was riding is now a car, no a speedboat, and my companion began the ride as my grandmother but has become the Pope. These things happen.


This volatility is just what we would expect from an active but insufficiently skeptical question-asker confronted by a random sample of yeses and noes. At the same time, the persistence of some themes and objects in dreams, their refusal to metamorphose or disappear, can also be tidily explained by our model. Pretending, for the moment, that the brain uses the alphabet rule and conducts its processing in English, we can imagine how subterranean questioning goes to create an obsessive dream:




Q. Is it about father?


A. No.







Q. Is it about a telephone?


A. Yes.







Q. Okay. Is it about mother?


A. No.






Q. Is it about father?


A. No.






Q. Is it about father on the telephone?


A. Yes.






Q. I knew it was about father! Now, was he talking to me?


A. Yes.…




This little theory sketch could hardly be said to prove anything (yet) about hallucinations or dreams. It does show—metaphorically—how a mechanistic explanation of these phenomena might go, and that’s an important prelude, since some people are tempted by the defeatist thesis that science couldn’t “in principle” explain the various “mysteries” of the mind. The sketch so far, however, does not even address the problem of our consciousness of dreams and hallucinations. Moreover, although we have exorcised one unlikely homunculus, the clever illusionist/playwright who plays pranks on the mind, we have left in his place not only the stupid question-answerers (who arguably can be “replaced by machines”) but also the still quite clever and unexplained question-poser, the “audience.” If we have eliminated a villain, we haven’t even begun to give an account of the victim.


We have made some progress, however. We have seen how attention to the “engineering” requirements of a mental phenomenon can raise new, and more readily answerable, questions, such as: What models of hallucination can avoid combinatorial explosion? How might the content of experience be elaborated by (relatively) stupid, uncomprehending processes? What sort of links between processes or systems could explain the results of their interaction? If we are to compose a scientific theory of consciousness, we will have to address many questions of this sort.


We have also introduced a central idea in what is to follow. The key element in our various explanations of how hallucinations and dreams are possible at all was the theme that the only work that the brain must do is whatever it takes to assuage epistemic hunger—to satisfy “curiosity” in all its forms. If the “victim” is passive or incurious about topic x, if the victim doesn’t seek answers to any questions about topic x, then no material about topic x needs to be prepared. (Where it doesn’t itch, don’t scratch.) The world provides an inexhaustible deluge of information bombarding our senses, and when we concentrate on how much is coming in, or continuously available, we often succumb to the illusion that it all must be used, all the time. But our capacities to use information, and our epistemic appetites, are limited. If our brains can just satisfy all our particular epistemic hungers as they arise, we will never find grounds for complaint. We will never be able to tell, in fact, that our brains are provisioning us with less than everything that is available in the world.


So far, this thrifty principle has only been introduced, not established. As we shall see, the brain doesn’t always avail itself of this option in any case, but it’s important not to overlook the possibility. The power of this principle to dissolve ancient conundrums has not been generally recognized.


4. PREVIEW


In the chapters that follow, I will attempt to explain consciousness. More precisely, I will explain the various phenomena that compose what we call consciousness, showing how they are all physical effects of the brain’s activities, how these activities evolved, and how they give rise to illusions about their own powers and properties. It is very hard to imagine how your mind could be your brain—but not impossible. In order to imagine this, you really have to know quite a lot of what science has discovered about how brains work, but much more important, you have to learn new ways of thinking. Adding facts helps you imagine new possibilities, but the discoveries and theories of neuroscience are not enough—even neuroscientists are often baffled by consciousness. In order to stretch your imagination, I will provide, along with the relevant scientific facts, a series of stories, analogies, thought experiments, and other devices designed to give you new perspectives, break old habits of thought, and help you organize the facts into a single, coherent vision strikingly different from the traditional view of consciousness we tend to trust. The thought experiment about the brain in the vat and the analogy with the game of psychoanalysis are warm-up exercises for the main task, which is to sketch a theory of the biological mechanisms and a way of thinking about these mechanisms that will let you see how the traditional paradoxes and mysteries of consciousness can be resolved.


In Part I, we survey the problems of consciousness and establish some methods. This is more important and difficult than one might think. Many of the problems encountered by other theories are the result of getting off on the wrong foot, trying to guess the answers to the Big Questions too early. The novel background assumptions of my theory play a large role in what follows, permitting us to postpone many of the traditional philosophical puzzles over which other theorists stumble, until after we have outlined an empirically based theory, which is presented in Part II.


The Multiple Drafts model of consciousness outlined in Part II is an alternative to the traditional model, which I call the Cartesian Theater. It requires a quite radical rethinking of the familiar idea of “the stream of consciousness,” and is initially deeply counterintuitive, but it grows on you, as you see how it handles facts about the brain that have been ignored up to now by philosophers—and scientists. By considering in some detail how consciousness could have evolved, we gain insights into otherwise baffling features of our minds. Part II also provides an analysis of the role of language in human consciousness, and the relation of the Multiple Drafts model to some more familiar conceptions of the mind, and to other theoretical work in the multidisciplinary field of cognitive science. All along the way we have to resist the alluring simplicities of the traditional view, until we can secure ourselves on the new foundation.


In part III, armed with the new ways of guiding our imaginations, we can confront (at last) the traditional mysteries of consciousness: the strange properties of the “phenomenal field,” the nature of introspection, the qualities (or qualia) of experiential states, the nature of the self or ego and its relation to thoughts and sensations, the consciousness of nonhuman creatures. The paradoxes that beset traditional philosophical debates about these can then be seen to arise from failures of imagination, not “insight,” and we will be able to dissolve the mysteries.


This book presents a theory that is both empirical and philosophical, and since the demands on such a theory are so varied, there are two appendices that deal briefly with more technical challenges arising both from the scientific and philosophical perspectives. In the next chapter, we turn to the question of what an explanation of consciousness would be, and whether we should want to dissolve the mysteries of consciousness at all.














PART ONE


PROBLEMS AND METHODS
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EXPLAINING CONSCIOUSNESS


1. PANDORA’S BOX: SHOULD CONSCIOUSNESS BE DEMYSTIFIED?




And here are trees and I know their gnarled surface, water, and I feel its taste. These scents of grass and stars at night, certain evenings when the heart relaxes—how shall I negate this world whose power and strength I feel? Yet all the knowledge on earth will give me nothing to assure me that this world is mine. You describe it to me and you teach me to classify it. You enumerate its laws and in my thirst for knowledge I admit that they are true. You take apart its mechanism and my hope increases.… What need had I of so many efforts? The soft lines of these hills and the hand of evening on this troubled heart teach me much more.


ALBERT CAMUS, The Myth of Sisyphus, 1942






Sweet is the lore which Nature brings;


Our meddling intellect


Misshapes the beauteous forms of things:—


We murder to dissect.


WILLIAM WORDSWORTH, “The Tables Turned,” 1798




Human consciousness is just about the last surviving mystery. A mystery is a phenomenon that people don’t know how to think about—yet. There have been other great mysteries: the mystery of the origin of the universe, the mystery of life and reproduction, the mystery of the design to be found in nature, the mysteries of time, space, and gravity. These were not just areas of scientific ignorance, but of utter bafflement and wonder. We do not yet have the final answers to any of the questions of cosmology and particle physics, molecular genetics and evolutionary theory, but we do know how to think about them. The mysteries haven’t vanished, but they have been tamed. They no longer overwhelm our efforts to think about the phenomena, because now we know how to tell the misbegotten questions from the right questions, and even if we turn out to be dead wrong about some of the currently accepted answers, we know how to go about looking for better answers.


With consciousness, however, we are still in a terrible muddle. Consciousness stands alone today as a topic that often leaves even the most sophisticated thinkers tongue-tied and confused. And, as with all the earlier mysteries, there are many who insist—and hope—that there will never be a demystification of consciousness.


Mysteries are exciting, after all, part of what makes life fun. No one appreciates the spoilsport who reveals whodunit to the moviegoers waiting in line. Once the cat is out of the bag, you can never regain the state of delicious mystification that once enthralled you. So let the reader beware. If I succeed in my attempt to explain consciousness, those who read on will trade mystery for the rudiments of scientific knowledge of consciousness, not a fair trade for some tastes. Since some people view demystification as desecration, I expect them to view this book at the outset as an act of intellectual vandalism, an assault on the last sanctuary of humankind. I would like to change their minds.


Camus suggests he has no need of science, since he can learn more from the soft lines of the hills and the hand of evening, and I would not challenge his claim—given the questions Camus is asking himself. Science does not answer all good questions. Neither does philosophy. But for that very reason the phenomena of consciousness, which are puzzling in their own right quite independently of Camus’s concerns, do not need to be protected from science—or from the sort of demystifying philosophical investigation we are embarking on. Sometimes people, fearing that science will “murder to dissect” as Wordsworth put it, are attracted to philosophical doctrines that offer one guarantee or another against such an invasion. The misgivings that motivate them are well founded, whatever the strengths and weaknesses of the doctrines; it indeed could happen that the demystification of consciousness would be a great loss. I will claim only that in fact this will not happen: the losses, if any, are overridden by the gains in understanding—both scientific and social, both theoretical and moral—that a good theory of consciousness can provide.


How, though, might the demystification of consciousness be something to regret? It might be like the loss of childhood innocence, which is definitely a loss, even if it is well recompensed. Consider what happens to love, for instance, when we become more sophisticated. We can understand how a knight in the age of chivalry could want to sacrifice his life for the honor of a princess he had never so much as spoken to—this was an especially thrilling idea to me when I was about eleven or twelve—but it is not a state of mind into which an adult today can readily enter. People used to talk and think about love in ways that are now practically unavailable—except to children, and to those who can somehow suppress their adult knowledge. We all love to tell those we love that we love them, and to hear from them that we are loved—but as grownups we are not quite as sure we know what this means as we once were, when we were children and love was a simple thing.


Are we better or worse off for this shift in perspective? The shift is not uniform, of course. While naïve adults continue to raise gothic romances to the top of the best-seller list, we sophisticated readers find we have rendered ourselves quite immune to the intended effects of such books: they make us giggle, not cry. Or if they do make us cry—as sometimes they do, in spite of ourselves—we are embarrassed to discover that we are still susceptible to such cheap tricks; for we cannot readily share the mind-set of the heroine who wastes away worrying about whether she has found “true love”—as if this were some sort of distinct substance (emotional gold as opposed to emotional brass or copper). This growing up is not just in the individual. Our culture has become more sophisticated—or at least sophistication, whatever it is worth, is more widely spread through the culture. As a result, our concepts of love have changed, and with these changes come shifts in sensibility that now prevent us from having certain experiences that thrilled, devastated, or energized our ancestors.


Something similar is happening to consciousness. Today we talk about our conscious decisions and unconscious habits, about the conscious experiences we enjoy (in contrast to, say, automatic cash machines, which have no such experiences)—but we are no longer quite sure we know what we mean when we say these things. While there are still thinkers who gamely hold out for consciousness being some one genuine precious thing (like love, like gold), a thing that is just “obvious” and very, very special, the suspicion is growing that this is an illusion. Perhaps the various phenomena that conspire to create the sense of a single mysterious phenomenon have no more ultimate or essential unity than the various phenomena that contribute to the sense that love is a simple thing.


Compare love and consciousness with two rather different phenomena, diseases and earthquakes. Our concepts of diseases and earthquakes have also undergone substantial revision over the last few hundred years, but diseases and earthquakes are phenomena that are very largely (but not entirely) independent of our concepts of them. Changing our minds about diseases did not in itself make diseases disappear or become less frequent, although it did result in changes in medicine and public health that radically altered the occurrence patterns of diseases. Earthquakes may someday similarly come under some measure of human control, or at least prediction, but by and large the existence of earthquakes is unaffected by our attitudes toward them or concepts of them. With love it is otherwise. It is no longer possible for sophisticated people to “fall in love” in some of the ways that once were possible—simply because they cannot believe in those ways of falling in love. It is no longer possible for me, for instance, to have a pure teenaged crush—unless I “revert to adolescence” and in the process forget or abandon much of what I think I know. Fortunately, there are other kinds of love for me to believe in, but what if there weren’t? Love is one of those phenomena that depend on their concepts, to put it oversimply for the time being. There are others; money is a clear instance. If everyone forgot what money was, there wouldn’t be any money anymore; there would be stacks of engraved paper slips, embossed metal disks, computerized records of account balances, granite and marble bank buildings—but no money: no inflation or deflation or exchange rates or interest—or monetary value. The very property of those variously engraved slips of paper that explains—as nothing else could—their trajectories from hand to hand in the wake of various deeds and exchanges would evaporate.


On the view of consciousness I will develop in this book, it turns out that consciousness, like love and money, is a phenomenon that does indeed depend to a surprising extent on its associated concepts. Although, like love, it has an elaborate biological base, like money, some of its most significant features are borne along on the culture, not simply inherent, somehow, in the physical structure of its instances. So if I am right, and if I succeed in overthrowing some of those concepts, I will threaten with extinction whatever phenomena of consciousness depend on them. Are we about to enter the postconscious period of human conceptualization? Is this not something to fear? Is it even conceivable?


If the concept of consciousness were to “fall to science,” what would happen to our sense of moral agency and free will? If conscious experience were “reduced” somehow to mere matter in motion, what would happen to our appreciation of love and pain and dreams and joy? If conscious human beings were “just” animated material objects, how could anything we do to them be right or wrong? These are among the fears that fuel the resistance and distract the concentration of those who are confronted with attempts to explain consciousness.


I am confident that these fears are misguided, but they are not obviously misguided. They raise the stakes in the confrontation of theory and argument that is about to begin. There are powerful arguments, quite independent of the fears, arrayed against the sort of scientific, materialistic theory I will propose, and I acknowledge that it falls to me to demonstrate not only that these arguments are mistaken, but also that the widespread acceptance of my vision of consciousness would not have these dire consequences in any case. (And if I had discovered that it would likely have these effects—what would I have done then? I wouldn’t have written this book, but beyond that, I just don’t know.)


Looking on the bright side, let us remind ourselves of what has happened in the wake of earlier demystifications. We find no diminution of wonder; on the contrary, we find deeper beauties and more dazzling visions of the complexity of the universe than the protectors of mystery ever conceived. The “magic” of earlier visions was, for the most part, a cover-up for frank failures of imagination, a boring dodge enshrined in the concept of a deus ex machina. Fiery gods driving golden chariots across the skies are simpleminded comic-book fare compared to the ravishing strangeness of contemporary cosmology, and the recursive intricacies of the reproductive machinery of DNA make élan vital about as interesting as Superman’s dread kryptonite. When we understand consciousness—when there is no more mystery—consciousness will be different, but there will still be beauty, and more room than ever for awe.


2. THE MYSTERY OF CONSCIOUSNESS


What, then, is the mystery? What could be more obvious or certain to each of us than that he or she is a conscious subject of experience, an enjoyer of perceptions and sensations, a sufferer of pain, an entertainer of ideas, and a conscious deliberator? That seems undeniable, but what in the world can consciousness itself be? How can living physical bodies in the physical world produce such phenomena? That is the mystery.


The mystery of consciousness has many ways of introducing itself, and it struck me anew with particular force one recent morning as I sat in a rocking chair reading a book. I had apparently just looked up from my book, and at first had been gazing blindly out the window, lost in thought, when the beauty of my surroundings distracted me from my theoretical musings. Green-golden sunlight was streaming in the window that early spring day, and the thousands of branches and twigs of the maple tree in the yard were still clearly visible through a mist of green buds, forming an elegant pattern of wonderful intricacy. The windowpane is made of old glass, and has a scarcely detectable wrinkle line in it, and as I rocked back and forth, this imperfection in the glass caused a wave of synchronized wiggles to march back and forth across the delta of branches, a regular motion superimposed with remarkable vividness on the more chaotic shimmer of the twigs and branches in the breeze.


Then I noticed that this visual metronome in the tree branches was locked in rhythm with the Vivaldi concerto grosso I was listening to as “background music” for my reading. At first I thought it was obvious that I must have unconsciously synchronized my rocking with the music—just as one may unconsciously tap one’s foot in time—but rocking chairs actually have a rather limited range of easily maintained rocking frequencies, so probably the synchrony was mainly a coincidence, just slightly pruned by some unconscious preference of mine for neatness, for staying in step.


In my mind I skipped fleetingly over some dimly imagined brain processes that might explain how we unconsciously adjust our behavior, including the behavior of our eyes and our attention-directing faculties, in order to “synchronize” the “sound track” with the “picture,” but these musings were interrupted in turn by an abrupt realization. What I was doing—the interplay of experiencing and thinking I have just described from my privileged, first-person point of view—was much harder to “make a model of” than the unconscious, backstage processes that were no doubt going on in me and somehow the causal conditions for what I was doing. Backstage machinery was relatively easy to make sense of; it was the front-and-center, in-the-limelight goings-on that were downright baffling. My conscious thinking, and especially the enjoyment I felt in the combination of sunny light, sunny Vivaldi violins, rippling branches—plus the pleasure I took in just thinking about it all—how could all that be just something physical happening in my brain? How could any combination of electrochemical happenings in my brain somehow add up to the delightful way those hundreds of twigs genuflected in time with the music? How could some information-processing event in my brain be the delicate warmth of the sunlight I felt falling on me? For that matter, how could an event in my brain be my sketchily visualized mental image of… some other information-processing event in my brain? It does seem impossible.


It does seem as if the happenings that are my conscious thoughts and experiences cannot be brain happenings, but must be something else, something caused or produced by brain happenings, no doubt, but something in addition, made of different stuff, located in a different space. Well, why not?


3. THE ATTRACTIONS OF MIND STUFF


Let’s see what happens when we take this undeniably tempting route. First, I want you to perform a simple experiment. It involves closing your eyes, imagining something, and then, once you have formed your mental image and checked it out carefully, answering some questions below. Do not read the questions until after you have followed this instruction: when you close your eyes, imagine, in as much detail as possible, a purple cow.


Done? Now:




(1) Was your cow facing left or right or head on?


(2) Was she chewing her cud?


(3) Was her udder visible to you?


(4) Was she a relatively pale purple, or deep purple?





If you followed instructions, you could probably answer all four questions without having to make something up in retrospect. If you found all four questions embarrassingly demanding, you probably didn’t bother imagining a purple cow at all, but just thought, lazily: “I’m imagining a purple cow” or “Call this imagining a purple cow,” or did something nondescript of that sort.


Now let us do a second exercise: close your eyes and imagine, in as much detail as possible, a yellow cow.


This time you can probably answer the first three questions above without any qualms, and will have something confident to say about what sort of yellow—pastel or buttery or tan—covered the flanks of your imagined cow. But this time I want to consider a different question:




(5) What is the difference between imagining a purple cow and imagining a yellow cow?





The answer is obvious: The first imagined cow is purple and the second is yellow. There might be other differences, but that is the essential one. The trouble is that since these cows are just imagined cows, rather than real cows, or painted pictures of cows on canvas, or cow shapes on a color television screen, it is hard to see what could be purple in the first instance and yellow in the second. Nothing roughly cow-shaped in your brain (or in your eyeball) turns purple in one case and yellow in the other, and even if it did, this would not be much help, since it’s pitch black inside your skull and, besides, you haven’t any eyes in there to see colors with.


There are events in your brain that are tightly associated with your particular imaginings, so it is not out of the question that in the near future a neuroscientist, examining the processes that occurred in your brain in response to my instructions, would be able to decipher them to the extent of being able to confirm or disconfirm your answers to questions 1 through 4:


“Was the cow facing left? We think so. The cow-head neuronal excitation pattern was consistent with upper-left visual quadrant presentation, and we observed one-herz oscillatory motion-detection signals that suggest cud-chewing, but we could detect no activity in the udder-complex representation groups, and, after calibration of evoked potentials with the subject’s color-detection profiles, we hypothesize that the subject is lying about the color: the imagined cow was almost certainly brown.”


Suppose all this were true; suppose scientific mind-reading had come of age. Still, it seems, the mystery would remain: what is brown when you imagine a brown cow? Not the event in the brain that the scientists have calibrated with your experiencing-of-brown. The type and location of the neurons involved, their connections with other parts of the brain, the frequency or amplitude of activity, the neurotransmitter chemicals released—none of those properties is the very property of the cow “in your imagination.” And since you did imagine a cow (you are not lying—the scientists even confirm that), an imagined cow came into existence at that time; something, somewhere must have had those properties at that time. The imagined cow must be rendered not in the medium of brain stuff, but in the medium of… mind stuff. What else could it be?


Mind stuff, then, must be “what dreams are made of,” and it apparently has some remarkable properties. One of these we have already noticed in passing, but it is extremely resistant to definition. As a first pass, let us say that mind stuff always has a witness. The trouble with brain events, we noticed, is that no matter how closely they “match” the events in our streams of consciousness, they have one apparently fatal drawback: There’s nobody in there watching them. Events that happen in your brain, just like events that happen in your stomach or your liver, are not normally witnessed by anyone, nor does it make any difference to how they happen whether they occur witnessed or unwitnessed. Events in consciousness, on the other hand, are “by definition” witnessed; they are experienced by an experiencer, and their being thus experienced is what makes them what they are: conscious events. An experienced event cannot just happen on its own hook, it seems; it must be somebody’s experience. For a thought to happen, someone (some mind) must think it, and for a pain to happen, someone must feel it, and for a purple cow to burst into existence “in imagination,” someone must imagine it.


And the trouble with brains, it seems, is that when you look in them, you discover that there’s nobody home. No part of the brain is the thinker that does the thinking or the feeler that does the feeling, and the whole brain appears to be no better a candidate for that very special role. This is a slippery topic. Do brains think? Do eyes see? Or do people see with their eyes and think with their brains? Is there a difference? Is this just a trivial point of “grammar” or does it reveal a major source of confusion? The idea that a self (or a person, or, for that matter, a soul) is distinct from a brain or a body is deeply rooted in our ways of speaking, and hence in our ways of thinking.


I have a brain.


This seems to be a perfectly uncontroversial thing to say. And it does not seem to mean just


This body has a brain (and a heart, and two lungs, etc.).


or


This brain has itself.


It is quite natural to think of “the self and its brain” (Popper and Eccles, 1977) as two distinct things, with different properties, no matter how closely they depend on each other. If the self is distinct from the brain, it seems that it must be made of mind stuff. In Latin, a thinking thing is a res cogitans, a term made famous by Descartes, who offered what he thought was an unshakable proof that he, manifestly a thinking thing, could not be his brain. Here is one of his versions of it, and it is certainly compelling:




I next considered attentively what I was; and I saw that while I could pretend that I had no body, that there was no world, and no place for me to be in, I could not pretend that I was not; on the contrary, from the mere fact that I thought of doubting the truth of other things it evidently and certainly followed that I existed. On the other hand, if I had merely ceased to think, even if everything else that I had ever imagined had been true, I had no reason to believe that I should have existed. From this I recognized that I was a substance whose whole essence or nature is to think and whose being requires no place and depends on no material thing. [Discourse on Method, 1637]





So we have discovered two sorts of things one might want to make out of mind stuff: the purple cow that isn’t in the brain, and the thing that does the thinking. But there are still other special powers we might want to attribute to mind stuff.


Suppose a winery decided to replace their human wine tasters with a machine. A computer-based “expert system” for quality control and classification of wine is almost within the bounds of existing technology. We now know enough about the relevant chemistry to make the transducers that would replace the taste buds and the olfactory receptors of the epithelium (providing the “raw material”—the input stimuli—for taste and smell). How these inputs combine and interact to produce our experiences is not precisely known, but progress is being made. Work on vision has proceeded much farther. Research on color vision suggests that mimicking human idiosyncrasy, delicacy, and reliability in the color-judging component of the machine would be a great technical challenge, but it is not out of the question. So we can readily imagine using the advanced outputs of these sensory transducers and their comparison machinery to feed elaborate classification, description, and evaluation routines. Pour the sample wine in the funnel and, in a few minutes or hours, the system would type out a chemical assay, along with commentary: “a flamboyant and velvety Pinot, though lacking in stamina”—or words to such effect. Such a machine might even perform better than human wine tasters on all reasonable tests of accuracy and consistency the winemakers could devise, but surely no matter how “sensitive” and “discriminating” such a system might become, it seems that it would never have, and enjoy, what we do when we taste a wine.


Is this in fact so obvious? According to the various ideologies grouped under the label of functionalism, if you reproduced the entire “functional structure” of the human wine taster’s cognitive system (including memory, goals, innate aversions, etc.), you would thereby reproduce all the mental properties as well, including the enjoyment, the delight, the savoring that makes wine-drinking something many of us appreciate. In principle it makes no difference, the functionalist says, whether a system is made of organic molecules or silicon, so long as it does the same job. Artificial hearts don’t have to be made of organic tissue, and neither do artificial brains—at least in principle. If all the control functions of a human wine taster’s brain can be reproduced in silicon chips, the enjoyment will ipso facto be reproduced as well.


Some brand of functionalism may triumph in the end (in fact this book will defend a version of functionalism), but it surely seems outrageous at first blush. It seems that no mere machine, no matter how accurately it mimicked the brain processes of the human wine taster, would be capable of appreciating a wine, or a Beethoven sonata, or a basketball game. For appreciation, you need consciousness—something no mere machine has. But of course the brain is a machine of sorts, an organ like the heart or lungs or kidneys with an ultimately mechanical explanation of all its powers. This can make it seem compelling that the brain isn’t what does the appreciating; that is the responsibility (or privilege) of the mind. Reproduction of the brain’s machinery in a silicon-based machine wouldn’t, then, yield real appreciation, but at best the illusion or simulacrum of appreciation.


So the conscious mind is not just the place where the witnessed colors and smells are, and not just the thinking thing. It is where the appreciating happens. It is the ultimate arbiter of why anything matters. Perhaps this even follows somehow from the fact that the conscious mind is also supposed to be the source of our intentional actions. It stands to reason—doesn’t it?—that if doing things that matter depends on consciousness, mattering (enjoying, appreciating, suffering, caring) should depend on consciousness as well. If a sleepwalker “unconsciously” does harm, he is not responsible because in an important sense he didn’t do it; his bodily motions are intricately involved in the causal chains that led to the harm, but they did not constitute any actions of his, any more than if he had simply done the harm by falling out of bed. Mere bodily complicity does not make for an intentional action, nor does bodily complicity under the control of structures in the brain, for a sleepwalker’s body is manifestly under the control of structures in the sleepwalker’s brain. What more must be added is consciousness, the special ingredient that turns mere happenings into doings.1


It is not Vesuvius’s fault if its eruption kills your beloved, and resenting (Strawson, 1962) or despising it are not available options—unless you somehow convince yourself that Vesuvius, contrary to contemporary opinion, is a conscious agent. It is indeed strangely comforting in our grief to put ourselves into such states of mind, to rail at the “fury” of the hurricane, to curse the cancer that so unjustly strikes down a child, or to curse “the gods.” Originally, to say that something was “animate” as opposed to “inanimate” was to say that it had a soul (anima in Latin). It may be more than just comforting to think of the things that affect us powerfully as animate; it may be a deep biological design trick, a shortcut for helping our time-pressured brains organize and think about the things that need thinking about if we are to survive.


We might have an innate tendency to treat every changing thing at first as if it had a soul (Stafford, 1983; Humphrey, 1983b, 1986), but however natural this attitude is, we now know that attributing a (conscious) soul to Vesuvius is going too far. Just where to draw the line is a vexing question to which we will return, but for ourselves, it seems, consciousness is precisely what distinguishes us from mere “automata.” Mere bodily “reflexes” are “automatic” and mechanical; they may involve circuits in the brain, but do not require any intervention by the conscious mind. It is very natural to think of our own bodies as mere hand puppets of sorts that “we” control “from inside.” I make the hand puppet wave to the audience by wiggling my finger; I wiggle my finger by… what, wiggling my soul? There are notorious problems with this idea, but that does not prevent it from seeming somehow right: unless there is a conscious mind behind the deed, there is no real agent in charge. When we think of our minds this way, we seem to discover the “inner me,” the “real me.” This real me is not my brain; it is what owns my brain (“the self and its brain”). On Harry Truman’s desk in the Oval Office of the White House was a famous sign: “The buck stops here.” No part of the brain, it seems, could be where the buck stops, the ultimate source of moral responsibility at the beginning of a chain of command.


To summarize, we have found four reasons for believing in mind stuff. The conscious mind, it seems, cannot just be the brain, or any proper part of it, because nothing in the brain could




(1) be the medium in which the purple cow is rendered;


(2) be the thinking thing, the I in “I think, therefore I am”;


(3) appreciate wine, hate racism, love someone, be a source of mattering;


(4) act with moral responsibility.




An acceptable theory of human consciousness must account for these four compelling grounds for thinking that there must be mind stuff.


4. WHY DUALISM IS FORLORN


The idea of mind as distinct in this way from the brain, composed not of ordinary matter but of some other, special kind of stuff, is dualism, and it is deservedly in disrepute today, in spite of the persuasive themes just canvassed. Ever since Gilbert Ryle’s classic attack (1949) on what he called Descartes’s “dogma of the ghost in the machine,” dualists have been on the defensive.2 The prevailing wisdom, variously expressed and argued for, is materialism: there is only one sort of stuff, namely matter—the physical stuff of physics, chemistry, and physiology—and the mind is somehow nothing but a physical phenomenon. In short, the mind is the brain. According to the materialists, we can (in principle!) account for every mental phenomenon using the same physical principles, laws, and raw materials that suffice to explain radioactivity, continental drift, photosynthesis, reproduction, nutrition, and growth. It is one of the main burdens of this book to explain consciousness without ever giving in to the siren song of dualism. What, then, is so wrong with dualism? Why is it in such disfavor?


The standard objection to dualism was all too familiar to Descartes himself in the seventeenth century, and it is fair to say that neither he nor any subsequent dualist has ever overcome it convincingly. If mind and body are distinct things or substances, they nevertheless must interact; the bodily sense organs, via the brain, must inform the mind, must send to it or present it with perceptions or ideas or data of some sort, and then the mind, having thought things over, must direct the body in appropriate action (including speech). Hence the view is often called Cartesian interactionism or interactionist dualism. In Descartes’s formulation, the locus of interaction in the brain was the pineal gland, or epiphysis. It appears in Descartes’s own schematic diagram as the much-enlarged pointed oval in the middle of the head.





[image: image]

Figure 2.1








We can make the problem with interactionism clear by superimposing a sketch of the rest of Descartes’s theory on his diagram (Figure 2.2).


The conscious perception of the arrow occurs only after the brain has somehow transmitted its message to the mind, and the person’s finger can point to the arrow only after the mind commands the body. How, precisely, does the information get transmitted from pineal gland to mind? Since we don’t have the faintest idea (yet) what properties mind stuff has, we can’t even guess (yet) how it might be affected by physical processes emanating somehow from the brain, so let’s ignore those upbound signals for the time being, and concentrate on the return signals, the directives from mind to brain. These, ex hypothesi, are not physical; they are not light waves or sound waves or cosmic rays or streams of subatomic particles. No physical energy or mass is associated with them. How, then, do they get to make a difference to what happens in the brain cells they must affect, if the mind is to have any influence over the body? A fundamental principle of physics is that any change in the trajectory of any physical entity is an acceleration requiring the expenditure of energy, and where is this energy to come from? It is this principle of the conservation of energy that accounts for the physical impossibility of “perpetual motion machines,” and the same principle is apparently violated by dualism. This confrontation between quite standard physics and dualism has been endlessly discussed since Descartes’s own day, and is widely regarded as the inescapable and fatal flaw of dualism.
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Figure 2.2








Just as one would expect, ingenious technical exemptions based on sophisticated readings of the relevant physics have been explored and expounded, but without attracting many conversions. Dualism’s embarrassment here is really simpler than the citation of presumed laws of physics suggests. It is the same incoherence that children notice—but tolerate happily in fantasy—in such fare as Casper the Friendly Ghost (Figure 2.3). How can Casper both glide through walls and grab a falling towel? How can mind stuff both elude all physical measurement and control the body? A ghost in the machine is of no help in our theories unless it is a ghost that can move things around—like a noisy poltergeist who can tip over a lamp or slam a door—but anything that can move a physical thing is itself a physical thing (although perhaps a strange and heretofore unstudied kind of physical thing).


What about the option, then, of concluding that mind stuff is actually a special kind of matter? In Victorian séances, the mediums often produced out of thin air something they called “ectoplasm,” a strange gooey substance that was supposedly the basic material of the spirit world, but which could be trapped in a glass jar, and which oozed and moistened and reflected light just like everyday matter. Those fraudulent trappings should not dissuade us from asking, more soberly, whether mind stuff might indeed be something above and beyond the atoms and molecules that compose the brain, but still a scientifically investigatable kind of matter. The ontology of a theory is the catalogue of things and types of things the theory deems to exist. The ontology of the physical sciences used to include “caloric” (the stuff heat was made of, in effect) and “the ether” (the stuff that pervaded space and was the medium of light vibrations in the same way air or water can be the medium of sound vibrations). These things are no longer taken seriously, while neutrinos and antimatter and black holes are now included in the standard scientific ontology. Perhaps some basic enlargement of the ontology of the physical sciences is called for in order to account for the phenomena of consciousness.
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Figure 2.3








Just such a revolution of physics has recently been proposed by the physicist and mathematician Roger Penrose, in The Emperor’s New Mind (1989). While I myself do not think he has succeeded in making his case for revolution,3 it is important to notice that he has been careful not to fall into the trap of dualism. What is the difference? Penrose makes it clear that he intends his proposed revolution to make the conscious mind more accessible to scientific investigation, not less. It is surely no accident that the few dualists to avow their views openly have all candidly and comfortably announced that they have no theory whatever of how the mind works—something, they insist, that is quite beyond human ken.4 There is the lurking suspicion that the most attractive feature of mind stuff is its promise of being so mysterious that it keeps science at bay forever.


This fundamentally antiscientific stance of dualism is, to my mind, its most disqualifying feature, and is the reason why in this book I adopt the apparently dogmatic rule that dualism is to be avoided at all costs. It is not that I think I can give a knock-down proof that dualism, in all its forms, is false or incoherent, but that, given the way dualism, in all its forms, is false or incoherent, but that, given the way dualism wallows in mystery, accepting dualism is giving up (as in Figure 2.4).


There is widespread agreement about this, but it is as shallow as it is wide, papering over some troublesome cracks in the materialist wall. Scientists and philosophers may have achieved a consensus of sorts in favor of materialism, but as we shall see, getting rid of the old dualistic visions is harder than contemporary materialists have thought. Finding suitable replacements for the traditional dualistic images will require some rather startling adjustments to our habitual ways of thinking, adjustments that will be just as counterintuitive at first to scientists as to laypeople.


I don’t view it as ominous that my theory seems at first to be strongly at odds with common wisdom. On the contrary, we shouldn’t expect a good theory of consciousness to make for comfortable reading—the sort that immediately “rings bells,” that makes us exclaim to ourselves, with something like secret pride: “Of course! I knew that all along! It’s obvious, once it’s been pointed out!” If there were any such theory to be had, we would surely have hit upon it by now. The mysteries of the mind have been around for so long, and we have made so little progress on them, that the likelihood is high that some things we all tend to agree to be obvious are just not so. I will soon be introducing my candidates.
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Figure 2.4








Some brain researchers today—perhaps even a stolid majority of them—continue to pretend that, for them, the brain is just another organ, like the kidney or pancreas, which should be described and explained only in the most secure terms of the physical and biological sciences. They would never dream of mentioning the mind or anything “mental” in the course of their professional duties. For other, more theoretically daring researchers, there is a new object of study, the mind/brain (Churchland, 1986). This newly popular coinage nicely expresses the prevailing materialism of these researchers, who happily admit to the world and themselves that what makes the brain particularly fascinating and baffling is that somehow or other it is the mind. But even among these researchers there is a reluctance to confront the Big Issues, a desire to postpone until some later date the embarrassing questions about the nature of consciousness.


But while this attitude is entirely reasonable, a modest recognition of the value of the divide-and-conquer strategy, it has the effect of distorting some of the new concepts that have arisen in what is now called cognitive science. Almost all researchers in cognitive science, whether they consider themselves neuroscientists or psychologists or artificial intelligence researchers, tend to postpone questions about consciousness by restricting their attention to the “peripheral” and “subordinate” systems of the mind/brain, which are deemed to feed and service some dimly imagined “center” where “conscious thought” and “experience” take place. This tends to have the effect of leaving too much of the mind’s work to be done “in the center,” and this leads theorists to underestimate the “amount of understanding” that must be accomplished by the relatively peripheral systems of the brain (Dennett, 1984b).


For instance, theorists tend to think of perceptual systems as providing “input” to some central thinking arena, which in turn provides “control” or “direction” to some relatively peripheral systems governing bodily motion. This central arena is also thought to avail itself of material held in various relatively subservient systems of memory. But the very idea that there are important theoretical divisions between such presumed subsystems as “long-term memory” and “reasoning” (or “planning”) is more an artifact of the divide-and-conquer strategy than anything found in nature. As we shall soon see, the exclusive attention to specific subsystems of the mind/brain often causes a sort of theoretical myopia that prevents theorists from seeing that their models still presuppose that somewhere, conveniently hidden in the obscure “center” of the mind/brain, there is a Cartesian Theater, a place where “it all comes together” and consciousness happens. This may seem like a good idea, an inevitable idea, but until we see, in some detail, why it is not, the Cartesian Theater will continue to attract crowds of theorists transfixed by an illusion.


5. THE CHALLENGE


In the preceding section, I noted that if dualism is the best we can do, then we can’t understand human consciousness. Some people are convinced that we can’t in any case. Such defeatism, today, in the midst of a cornucopia of scientific advances ready to be exploited, strikes me as ludicrous, even pathetic, but I suppose it could be the sad truth. Perhaps consciousness really can’t be explained, but how will we know till someone tries? I think that many—indeed, most—of the pieces of the puzzle are already well understood, and only need to be jiggled into place with a little help from me. Those who would defend the Mind against Science should wish me luck with this attempt, since if they are right, my project is bound to fail, but if I do the job about as well as it could be done, my failure ought to shed light on just why science will always fall short. They will at last have their argument against science, and I will have done all the dirty work for them.


The ground rules for my project are straightforward:


(1) No Wonder Tissue allowed. I will try to explain every puzzling feature of human consciousness within the framework of contemporary physical science; at no point will I make an appeal to inexplicable or unknown forces, substances, or organic powers. In other words, I intend to see what can be done within the conservative limits of standard science, saving a call for a revolution in materialism as a last resort.


(2) No feigning anesthesia. It has been said of behaviorists that they feign anesthesia—they pretend they don’t have the experiences we know darn well they share with us. If I wish to deny the existence of some controversial feature of consciousness, the burden falls on me to show that it is somehow illusory.


(3) No nitpicking about empirical details. I will try to get all the scientific facts right, insofar as they are known today, but there is abundant controversy about just which exciting advances will stand the test of time. If I were to restrict myself to “facts that have made it into the textbooks,” I would be unable to avail myself of some of the most eye-opening recent discoveries (if that is what they are). And I would still end up unwittingly purveying some falsehoods, if recent history is any guide. Some of the “discoveries” about vision for which David Hubel and Torstein Wiesel were deservedly awarded the Nobel Prize in 1981 are now becoming unraveled, and Edwin Land’s famous “retinex” theory of color vision, which has been regarded by most philosophers of mind and other nonspecialists as established fact for more than twenty years, is not nearly as highly regarded among visual scientists.5


So, since as a philosopher I am concerned to establish the possibilities (and rebut claims of impossibility), I will settle for theory sketches instead of full-blown, empirically confirmed theories. A theory sketch or a model of how the brain might do something can turn a perplexity into a research program: if this model won’t quite do, would some other more realistic variation do the trick? (The explanation sketch of hallucination production in chapter 1 is an example of this.) Such a sketch is directly and explicitly vulnerable to empirical disproof, but if you want to claim that my sketch is not a possible explanation of a phenomenon, you must show what it has to leave out or cannot do; if you merely claim that my model may well be incorrect in many of its details, I will concede the point. What is wrong with Cartesian dualism, for instance, is not that Descartes chose the pineal gland—as opposed to the thalamus, say, or the amygdala—as the locus of interaction with the mind, but the very idea of such a locus of mind-brain interaction. What counts as nitpicking changes, of course, as science advances, and different theorists have different standards. I will try to err on the side of overspecificity, not only to heighten the contrast with traditional philosophy of mind, but to give empirical critics a clearer target at which to shoot.


In this chapter, we have encountered the basic features of the mystery of consciousness. The very mysteriousness of consciousness is one of its central features—possibly even a vital feature without which it cannot survive. Since this possibility is widely if dimly appreciated, prudence tends to favor doctrines that do not even purport to explain consciousness, for consciousness matters deeply to us. Dualism, the idea that a brain cannot be a thinking thing so a thinking thing cannot be a brain, is tempting for a variety of reasons, but we must resist temptation; “adopting” dualism is really just accepting defeat without admitting it. Adopting materialism does not by itself dissolve the puzzles about consciousness, nor do they fall to any straightforward inferences from brain science. Somehow the brain must be the mind, but unless we can come to see in some detail how this is possible, our materialism will not explain consciousness, but only promise to explain it, some sweet day. That promise cannot be kept, I have suggested, until we learn how to abandon more of Descartes’s legacy. At the same time, whatever else our materialist theories may explain, they won’t explain consciousness if we neglect the facts about experience that we know so intimately “from the inside.” In the next chapter, we will develop an initial inventory of those facts.














3


A VISIT TO THE PHENOMENOLOGICAL GARDEN


1. WELCOME TO THE PHENOM


Suppose a madman were to claim that there were no such things as animals. We might decide to confront him with his error by taking him to the zoo, and saying, “Look! What are those things, then, if not animals?” We would not expect this to cure him, but at least we would have the satisfaction of making plain to ourselves just what craziness he was spouting. But suppose he then said, “Oh, I know perfectly well that there are these things—lions and ostriches and boa constrictors—but what makes you think these so-called animals are animals? In fact, they are all just fur-covered robots—well, actually, some are covered with feathers or scales.” This may still be craziness, but it is a different and more defensible kind of craziness. This madman just has a revolutionary idea about the ultimate nature of animals.1


Zoologists are the experts on the ultimate nature of animals, and zoological gardens—zoos, for short—serve the useful educational purpose of acquainting the populace with the topics of their expertise. If zoologists were to discover that this madman was right (in some manner of speaking), they would find a good use for their zoo in their attempts to explain their discovery. They might say, “It turns out that animals—you know: those familiar things we all have seen at the zoo—are not what we once thought they were. They’re so different, in fact, that we really shouldn’t call them animals. So you see, there really aren’t any animals in the ordinary understanding of that term.”


Philosophers and psychologists often use the term phenomenology as an umbrella term to cover all the items—the fauna and flora, you might say—that inhabit our conscious experience: thoughts, smells, itches, pains, imagined purple cows, hunches, and all the rest. This usage has several somewhat distinct ancestries worth noting. In the eighteenth century, Kant distinguished “phenomena,” things as they appear, from “noumena,” things as they are in themselves, and during the development of the natural or physical sciences in the nineteenth century, the term phenomenology came to refer to the merely descriptive study of any subject matter, neutrally or pretheoretically. The phenomenology of magnetism, for instance, had been well begun by William Gilbert in the sixteenth century, but the explanation of that phenomenology had to await the discoveries of the relationship between magnetism and electricity in the nineteenth century, and the theoretical work of Faraday, Maxwell, and others. Alluding to this division between acute observation and theoretical explanation, the philosophical school or movement known as Phenomenology (with a capital P) grew up early in the twentieth century around the work of Edmund Husserl. Its aim was to find a new foundation for all philosophy (indeed, for all knowledge) based on a special technique of introspection, in which the outer world and all its implications and presuppositions were supposed to be “bracketed” in a particular act of mind known as the epoché. The net result was an investigative state of mind in which the Phenomenologist was supposed to become acquainted with the pure objects of conscious experience, called noemata, untainted by the usual distortions and amendments of theory and practice. Like other attempts to strip away interpretation and reveal the basic facts of consciousness to rigorous observation, such as the Impressionist movement in the arts and the Introspectionist psychologies of Wundt, Titchener, and others, Phenomenology has failed to find a single, settled method that everyone could agree upon.


So while there are zoologists, there really are no phenomenologists: uncontroversial experts on the nature of the things that swim in the stream of consciousness. But we can follow recent practice and adopt the term (with a lower-case p) as the generic term for the various items in conscious experience that have to be explained.


I once published an article titled “On the Absence of Phenomenology” (1979), which was an attempt to argue for the second sort of craziness: the things that consciousness is composed of are so different from what people have thought, that they really shouldn’t use the old terms. But this was such an outrageous suggestion to some people (“How on earth could we be wrong about our own inner lives!”) that they tended to dismiss it as an instance of the first sort of craziness (“Dennett doesn’t think there are any pains or aromas or daydreams!”). That was a caricature, of course, but a tempting one. My trouble was that I didn’t have a handy phenomenological garden—a phenom, for short—to use in my explanations. I wanted to say, “It turns out that the things that swim by in the stream of consciousness—you know: the pains and aromas and daydreams and mental images and flashes of anger and lust, the standard denizens of the phenom—those things are not what we once thought they were. They are really so different, in fact, that we have to find some new words for them.”


So let’s take a brief tour of the phenomenological garden, just to satisfy ourselves that we know what we are talking about (even if we don’t yet know the ultimate nature of these things). It will be a deliberately superficial introductory tour, a matter of pointing and saying a few informative words, and raising a few questions, before we get down to serious theorizing in the rest of the book. Since I will soon be mounting radical challenges to everyday thinking, I wouldn’t want anyone to think I was simply ignorant of all the wonderful things that inhabit other people’s minds.


Our phenom is divided into three parts: (1) experiences of the “external” world, such as sights, sounds, smells, slippery and scratchy feelings, feelings of heat and cold, and of the positions of our limbs; (2) experiences of the purely “internal” world, such as fantasy images, the inner sights and sounds of daydreaming and talking to yourself, recollections, bright ideas, and sudden hunches; and (3) experiences of emotion or “affect” (to use the awkward term favored by psychologists), ranging from bodily pains, tickles, and “sensations” of hunger and thirst, through intermediate emotional storms of anger, joy, hatred, embarrassment, lust, astonishment, to the least corporeal visitations of pride, anxiety, regret, ironic detachment, rue, awe, icy calm.


I make no claims for this tripartite division into outer, inner, and affect. Like a menagerie that puts the bats with the birds and the dolphins with the fish, this taxonomy owes more to superficial similarity and dubious tradition than to any deep kinship among the phenomena, but we have to start somewhere, and any taxonomy that gives us some bearings will tend to keep us from overlooking species altogether.


2. OUR EXPERIENCE OF THE EXTERNAL WORLD


Let’s begin with the crudest of our outer senses, taste and smell. As most people know, our taste buds are actually sensitive only to sweet, sour, salty, and bitter, and for the most part we “taste with our noses,” which is why food loses its savor when we have head colds. The nasal epithelium is to olfaction, the sense of smell, what the retina of the eye is to vision. The individual epithelial cells come in a wide variety, each sensitive to a different kind of airborne molecule. It is ultimately the shape of the molecules that matters. Molecules float into the nose, like so many microscopic keys, turning on particular sensory cells in the epithelium. Molecules can often be readily detected in astonishingly low concentrations of a few parts per billion. Other animals have vastly superior olfaction to ours, not only in being able to discriminate more odors, in fainter traces (the bloodhound is the familiar example), but also in having better temporal and spatial resolution of smells. We may be able to sense the presence in a room of a thin trail of formaldehyde molecules, but if we do, we don’t smell that there is a threadlike trail, or a region with some smellably individual and particular molecules floating in it; the whole room, or at least the whole corner of the room, will seem suffused by the smell. There is no mystery about why this should be so: molecules wander more or less at random into our nasal passages, and their arrival at specific points on the epithelium provides scant information about where they came from in the world, unlike the photons that stream in optically straight lines through the pinhole iris, landing at a retinal address that maps geometrically onto an external source or source path. If the resolution of our vision were as poor as the resolution of our olfaction, when a bird flew overhead the sky would go all birdish for us for a while. (Some species do have vision that poor—that is, the resolution and discrimination is no better than that—but what, if anything, it is like for the animal to see things that poorly is another matter, to which we will turn in a later chapter.)


Our senses of taste and smell are yoked together phenomenologically, and so are our senses of touch and kinesthesia, the sense of the position and motion of our limbs and other body parts. We “feel” things by touching them, grabbing them, pushing against them in many ways, but the resulting conscious sensations, while they seem to naïve reflection to be straightforward “translations” of the stimulation of the touch receptors under the skin, are once again the products of an elaborate process of integration of information from a variety of sources. Blindfold yourself and take a stick (or a pen or pencil) in your hand. Touch various things around you with this wand, and notice that you can tell their textures effortlessly—as if your nervous system had sensors out at the tip of the wand. It takes a special, and largely ineffectual, effort to attend to the way the stick feels at your fingertips, the way it vibrates or resists being moved when in contact with the various surfaces. Those transactions between stick and touch receptors under the skin (aided in most instances by scarcely noticed sounds) provide the information your brain integrates into a conscious recognition of the texture of paper, cardboard, wool, or glass, but these complicated processes of integration are all but transparent to consciousness. That is, we don’t—and can’t—notice how “we” do it. For an even more indirect case, think of how you can feel the slipperiness of an oil spot on the highway under the wheels of your car as you turn a corner. The phenomenological focal point of contact is the point where the rubber meets the road, not any point on your innervated body, seated, clothed, on the car seat, or on your gloved hands on the steering wheel.


Now, while still blindfolded put down your wand and have someone hand you a piece of china, a piece of plastic, and pieces of polished wood and metal. They are all extremely smooth and slippery, and yet you will have little difficulty telling their particular smoothnesses apart—and not because you have specialized china receptors and plastic receptors in your fingertips. The difference in heat conductivity of the substances is apparently the most important factor, but it is not essential: You may surprise yourself by the readiness with which you can sometimes tell these surfaces apart by “feel” using just the wand. These successes must depend on felt vibrations set up in the wand, or on indescribable—but detectable—differences in the clicks and scraping noises heard. But it seems as if some of your nerve endings were in the wand, for you feel the differences of the surfaces at the tip of the wand.


Next, let’s consider hearing. The phenomenology of hearing consists of all the sorts of sounds we can hear: music, spoken words, bangs and whistles and sirens and twitters and clicks. Theorists thinking about hearing are often tempted to “strike up the little band in the head.” This is a mistake, and to make sure we identify and avoid it, I want to make it vivid with the aid of a fable.


Once upon a time, in about the middle of the nineteenth century, a wild-eyed inventor engaged in a debate with a tough-minded philosopher, Phil. The inventor had announced that his goal was to construct a device that could automatically “record” and then later “replay” with lifelike “fidelity” an orchestra and chorus performing Beethoven’s Ninth Symphony. Nonsense, said Phil. It’s strictly impossible. I can readily imagine a mechanical device which records the striking of piano keys in sequence, and then controls the reproduction of that sequence on a prepared piano—it might be done with a roll of perforated paper, for example—but think of the huge variety of sounds and their modes of production in a rendition of Beethoven’s Ninth! There are a hundred different human voices of different ranges and timbres, dozens of bowed strings, brass, woodwind, percussion. The device that could play back such a variety of sounds together would be an unwieldy monstrosity that dwarfed the mightiest church organ—and if it performed with the “high fidelity” you propose, it would no doubt have to incorporate quite literally a team of human slaves to handle the vocal parts, and what you call the “record” of the particular performance with all its nuances would have to be hundreds of part scores—one for each musician—with thousands or even millions of annotations.


Phil’s argument is still strangely compelling; it is astonishing that all those sounds can be faithfully superimposed via a Fourier transform into a single wavy line chiseled into a long-playing disk or magnetically represented on a tape or optically on the sound track of a film. It is even more astonishing that a single paper cone, wobbled back and forth by an electromagnet driven by that single wavy line, can do about equal justice to trumpet blare, banjo strum, human speech, and the sound of a full bottle of wine shattering on the sidewalk. Phil could not imagine anything so powerful, and mistook his failure of imagination for an insight into necessity.


The “magic” of Fourier transforms opens up a new range of possibilities to think about, but we should note that it does not in itself eliminate the problem that befuddled Phil; it merely postpones it. For while we sophisticates can laugh at Phil for failing to understand how the pattern of compression and rarefaction of the air that stimulates the ear could be recorded and reproduced, the smirks will be wiped from our faces when we contemplate the next question: What happens to the signal once the ear has properly received it?


From the ear a further encoded barrage of modulated signal trains (but now somewhat analyzed and broken up into parallel streams, ominously reminiscent of Phil’s hundreds of part scores) march inward, into the dark center of the brain. These signal trains are no more heard sounds than are the wavy lines on the disk; they are sequences of electrochemical pulses streaming up the axons of neurons. Must there not be some still more central place in the brain where these signal trains control the performance of the mighty theater organ of the mind? When, after all, do these toneless signals get their final translation into subjectively heard sound?


We don’t want to look for places in the brain that vibrate like guitar strings, any more than we want to find places in the brain that turn purple when we imagine a purple cow. Those are manifest dead ends, what Gilbert Ryle (1949) would call category mistakes. But then what could we find in the brain that would satisfy us that we had reached the end of the story of auditory experience?2 How could any complex of physical properties of events in the brain amount to—or even just account for—the thrilling properties of the sounds we hear?


At first these properties seem unanalyzable—or, to use a favorite adjective among phenomenologists, ineffable. But at least some of these apparently atomic and homogeneous properties can be made to become noticeably compound and describable. Take a guitar and pluck the bass or low E string open (without pressing down on any fret). Listen carefully to the sound. Does it have describable components or is it one and whole and ineffably guitarish? Many will opt for the latter way of describing their phenomenology. Now pluck the open string again and carefully bring a finger down lightly over the octave fret to create a high “harmonic.” Suddenly you hear a new sound: “purer” somehow and of course an octave higher. Some people insist that this is an entirely novel sound, while others describe the experience by saying “the bottom fell out of the note”—leaving just the top. Then pluck the open string a third time. This time you can hear, with surprising distinctness, the harmonic overtone that was isolated in the second plucking. The homogeneity and ineffability of the first experience is gone, replaced by a duality as directly apprehensible and clearly describable as that of any chord.


The difference in experience is striking, but the complexity newly apprehended on the third plucking was there all along (being responded to or discriminated). Research has shown that it was only by the complex pattern of overtones that you are able to recognize the sound as that of a guitar rather than a lute or harpsichord. Such research may help us account for the different properties of auditory experiences, by analyzing the informational components and the processes that integrate them, permitting us to predict and even synthetically provoke particular auditory experiences, but it still seems to leave untouched the question of what such properties amount to. Why should the guitar-caused pattern of harmonic overtones sound like this and the lute-caused pattern like that? We have not yet answered this residual question, even if we have softened it up by showing that at least some initially ineffable properties yield to a certain amount of analysis and description after all.3


Research into the processes of auditory perception suggests that there are specialized mechanisms for deciphering different sorts of sounds, somewhat like the imagined components of Phil’s fantasy playback machine. Speech sounds in particular seem to be handled by what an engineer would call dedicated mechanisms. The phenomenology of speech perception suggests that a wholesale restructuring of the input occurs in a brain facility somewhat analogous to a recording engineer’s sound studio where multiple channels of recordings are mixed, enhanced, and variously adjusted to create the stereo “master” from which subsequent recordings in different media are copied.


For instance, we hear speech in our native tongue as a sequence of distinct words separated by tiny gaps of silence. That is, we have a clear sense of boundaries between words, which cannot be composed of color edges or lines, and do not seem to be marked by beeps or clicks, so what could the boundaries be but silent gaps of various duration—like the gaps that separate the letters and words in Morse code? If asked in various ways by experimenters to note and assess the gaps between words, subjects have little difficulty complying. There seem to be gaps. But if one looks at the acoustic energy profile of the input signal, the regions of lowest energy (the moments closest to silence) do not line up at all well with the word boundaries. The segmentation of speech sounds is a process that imposes boundaries based on the grammatical structure of the language, not on the physical structure of the acoustic wave (Liberman and Studdert-Kennedy, 1977). This helps to explain why we hear speech in foreign languages as a jumbled, unsegmented rush of sounds: the dedicated mechanisms in the brain’s “sound studio” lack the necessary grammatical framework to outline the proper segments, so the best they can do is to pass on a version of the incoming signal, largely unretouched.


When we perceive speech we are aware of more than just the identities and grammatical categories of the words. (If that were all we were aware of, we wouldn’t be able to tell if we were hearing or reading the words.) The words are clearly demarcated, ordered, and identified, but they also come clothed in sensuous properties. For instance, I just now heard the distinctive British voice of my friend Nick Humphrey, gently challenging, not quite mocking. I hear his smile, it seems, and included in my experience is a sense that laughter was there behind the words, waiting to break out like the sun from behind some racing clouds. The properties we are aware of are not only the rise and fall of intonation, but also the rasps and wheezes and lisps, to say nothing of the whine of peevishness, the tremolo of fear, the flatness of depression. And as we just observed in the case of the guitar, what at first seem entirely atomic and homogeneous properties often yield to analysis with a little experimentation and isolation. We all effortlessly recognize the questiony sound of a question—and the difference between a British questiony sound and an American questiony sound—but it takes some experimenting with theme-and-variation before we can describe with any confidence or accuracy the differences in intonation contours that yield those different auditory flavors.


“Flavors” does seem to be the right metaphor here, no doubt because our capacity to analyze flavors is so limited. The familiar but still surprising demonstrations that we taste with our noses show that our powers of taste and olfaction are so crude that we have difficulty identifying even the route by which we are being informed. This obliviousness is not restricted to taste and smell; our hearing of very low frequency tones—such as the deepest bass notes played by a church organ—is apparently caused more by our feeling the vibrations in our bodies than by picking up the vibrations in our ears. It is surprising to learn that the particular “F#-ness, exactly two octaves below the lowest F# I can sing” can be heard with the seat of my pants, in effect, rather than my ears.


Finally, let’s turn briefly to sight. When our eyes are open we have the sense of a broad field—often called the phenomenal field or visual field—in which things appear, colored and at various depths or distances from us, moving or at rest. We naïvely view almost all the features experienced as objective properties of the external things, observed “directly” by us, but even as children we soon recognize an intermediate category of items—dazzles, glints, shimmers, blurry edges—that we know are somehow products of an interaction between the objects, the light, and our visual apparatus. We still see these items as “out there” rather than in us, with a few exceptions: the pain of looking at the sun or at a sudden bright light when our eyes are dark-adapted, or the nauseating swim of the phenomenal field when we are dizzy. These can seem to be better described as “sensations in the eyes,” more akin to the pressures and itches we feel when we rub our eyes than to normal, out-there properties of things seen.


Among the things to be seen out there in the physical world are pictures. Pictures are so pre-eminently things-to-be-seen that we tend to forget that they are a recent addition to the visible environment, only a few tens of thousands of years old. Thanks to recent human art and artifice, we are now surrounded by pictures, maps, diagrams, both still and moving. These physical images, which are but one sort of “raw material” for the processes of visual perception, have become an almost irresistible model of the “end product” of visual perception: “pictures in the head.” We are inclined to say, “Of course the outcome of vision is a picture in the head (or in the mind). What else could it be? Certainly not a tune or a flavor!” We’ll treat this curious but ubiquitous malady of the imagination in many ways before we are through, but we may begin with a reminder: picture galleries for the blind are a waste of resources, so pictures in the head will require eyes in the head to appreciate them (to say nothing of good lighting). And suppose there are mind’s eyes in the head to appreciate the pictures in the head. What of the pictures in the head’s head produced by these internal eyes in turn? How are we to avoid an infinite regress of pictures and viewers? We can break the regress only by discovering some viewer whose perception avoids creating yet another picture in need of a viewer. Perhaps the place to break the regress is the very first step?


Fortunately, there are independent reasons for being skeptical of the picture-in-the-head view of vision. If vision involved pictures in the head with which we (our inner selves) were particularly intimately acquainted, shouldn’t drawing pictures be easier? Recall how difficult it is to draw a realistic picture of, say, a rose in a vase. There is the rose as big as life a few feet in front of you—to the left, let us suppose, of your pad of paper. (I really want you to imagine this carefully.) All the visible details of the real rose are vivid and sharp and intimately accessible to you, it seems, and yet the presumably simple process of just relocating a black-and-white, two-dimensional copy of all that detail to the right a few degrees is so challenging that most people soon give up and decide that they just cannot draw. The translation of three dimensions into two is particularly difficult for people, which is somewhat surprising, since what seems at first to be the reverse translation—seeing a realistic two-dimensional picture as of a three-dimensional situation or object—is effortless and involuntary. In fact, it is the very difficulty we have in suppressing this reverse interpretation that makes even the process of copying a simple line drawing a demanding task.


This is not just a matter of “hand-eye coordination,” for people who can do embroidery or assemble pocket watches with effortless dexterity may still be hopelessly inept at copying drawings. One might say it is more a matter of eye-brain coordination. Those who master the art know that it requires special habits of attention, tricks such as slightly defocusing the eyes to permit one somehow to suppress the contribution of what one knows (the penny is circular, the table top is rectangular) so that one can observe the actual angles subtended by the lines in the drawing (the penny shape is elliptical, the table top trapezoidal). It often helps to superimpose an imaginary vertical and horizontal grid or pair of cross hairs, to help judge the actual angles of the lines seen. Learning to draw is largely a matter of learning to override the normal processes of vision in order to make one’s experience of the item in the world more like looking at a picture. It can never be just like looking at a picture, but once it has been adulterated in that direction, one can, with further tricks of the trade, more or less “copy” what one experiences onto the paper.


The visual field seems to naïve reflection to be uniformly detailed and focused from the center out to the boundaries, but a simple experiment shows that this is not so. Take a deck of playing cards and remove a card face down, so that you do not yet know which it is. Hold it out at the left or right periphery of your visual field and turn its face to you, being careful to keep looking straight ahead (pick a target spot and keep looking right at it). You will find that you cannot tell even if it is red or black or a face card. Notice, though, that you are distinctly aware of any flicker of motion of the card. You are seeing motion without being able to see the shape or color of the thing that is moving. Now start moving the card toward the center of your visual field, again being careful not to shift your gaze. At what point can you identify the color? At what point the suit and number? Notice that you can tell if it is a face card long before you can tell if it is a jack, queen, or king. You will probably be surprised at how close to center you can move the card and still be unable to identify it.


This shocking deficiency in our peripheral vision (all vision except two or three degrees around dead center) is normally concealed from us by the fact that our eyes, unlike television cameras, are not steadily trained on the world but dart about in an incessant and largely unnoticed game of visual tag with the items of potential interest happening in our field of view. Either smoothly tracking or jumping in saccades, our eyes provide our brains with high-resolution information about whatever is momentarily occupying the central foveal area of the retinal field. (The fovea of the eye is about ten times more discriminating than the surrounding areas of the retina.)


Our visual phenomenology, the contents of visual experience, are in a format unlike that of any other mode of representation, neither pictures nor movies nor sentences nor maps nor scale models nor diagrams. Consider what is present in your experience when you look across a sports stadium at the jostling crowd of thousands of spectators. The individuals are too far away for you to identify, unless some large-scale and vivid property helps you out (the president—yes, you can tell it is really he, himself; he is the one you can just make out in the center of the red, white, and blue bunting). You can tell, visually, that the crowd is composed of human beings because of the visibly peoplish way they move. There is something global about your visual experience of the crowd (it looks all crowdy over there, the same way a patch of tree seen through a window can look distinctly elmy or a floor can look dusty), but you don’t just see a large blob somehow marked “crowd”; you see—all at once—thousands of particular details: bobbing red hats and glinting eyeglasses, bits of blue coat, programs waved in the air, and upraised fists. If we attempted to paint an “impressionistic” rendering of your experience, the jangling riot of color blobs would not capture the content; you do not have the experience of a jangling riot of color blobs, any more than you have the experience of an ellipse when you look at a penny obliquely. Paintings—colored pictures in two dimensions—may roughly approximate the retinal input from a three-dimensional scene, and hence create in you an impression that is similar to what your visual impression would be were you looking at the scene, but then the painting is not a painting of the resulting impression, but rather something that can provoke or stimulate such an impression.


One can no more paint a realistic picture of visual phenomenology than of justice or melody or happiness. Still it often seems apt, even irresistible, to speak of one’s visual experiences as pictures in the head. That is part of how our visual phenomenology goes, and hence it is part of what must be explained in subsequent chapters.


3. OUR EXPERIENCE OF THE INTERNAL WORLD


What are the “raw materials” of our inner lives, and what do we do with them? The answers shouldn’t be hard to find; presumably we just “look and see” and then write down the results.


According to the still robust tradition of the British Empiricists, Locke, Berkeley, and Hume, the senses are the entry portals for the mind’s furnishings; once safely inside, these materials may be manipulated and combined ad lib to create an inner world of imagined objects. The way you imagine a purple flying cow is by taking the purple you got from seeing a grape, the wings you got from seeing an eagle, and attaching them to the cow you got from seeing a cow. This cannot be quite right. What enters the eye is electromagnetic radiation, and it does not thereupon become usable as various hues with which to paint imaginary cows. Our sense organs are bombarded with physical energy in various forms, where it is “transduced” at the point of contact into nerve impulses that then travel inward to the brain. Nothing but information passes from outside to inside, and while the receipt of information might provoke the creation of some phenomenological item (to speak as neutrally as possible), it is hard to believe that the information itself—which is just an abstraction made concrete in some modulated physical medium—could be the phenomenological item. There is still good reason, however, for acknowledging with the British Empiricists that in some way the inner world is dependent on sensory sources.


Vision is the sense modality that we human thinkers almost always single out as our major source of perceptual knowledge, though we readily resort to touch and hearing to confirm what our eyes have told us. This habit of ours of seeing everything in the mind through the metaphor of vision (a habit succumbed to twice in this very sentence) is a major source of distortion and confusion, as we shall see. Sight so dominates our intellectual practices that we have great difficulty conceiving of an alternative. In order to achieve understanding, we make visible diagrams and charts, so that we can “see what is happening” and if we want to “see if something is possible,” we try to imagine it “in our mind’s eye.” Would a race of blind thinkers who relied on hearing be capable of comprehending with the aid of tunes, jingles, and squawks in the mind’s ear everything we comprehend thanks to mental “images”?


Even the congenitally blind use the visual vocabulary to describe their own thought processes, though it is not yet clear the extent to which this results from their bending to the prevailing winds of the language they learn from sighted people, or from an aptness of metaphor they can recognize in spite of differences in their own thought processes, or even to their making approximately the same use as sighted people do of the visual machinery in their brains—in spite of their lacking the normal ports of entry. Answers to these questions would shed valuable light on the nature of normal human consciousness, since its mainly visual decor is one of its hallmarks.


When somebody explains something to us, we often announce our newfound comprehension by saying “I see,” and this is not merely a dead metaphor. The quasivisual nature of the phenomenology of comprehension has been almost entirely ignored by researchers in cognitive science, particularly in Artificial Intelligence, who have attempted to create language-understanding computer systems. Why have they turned their back on the phenomenology? Probably largely because of their conviction that the phenomenology, however real and fascinating, is nonfunctional—a wheel that turns but engages none of the important machinery of comprehension.


Different listeners’ phenomenology in response to the same utterance can vary almost ad infinitum without any apparent variation in comprehension or uptake. Consider the variation in mental imagery that might be provoked in two people who hear the sentence


Yesterday my uncle fired his lawyer.


Jim might begin by vividly recalling his ordeals of yesterday, interspersed with a fleeting glimpse of a diagram of the uncle-relation (brother of father or mother; or husband of sister of father or mother), followed by some courthouse steps and an angry old man. Meanwhile, perhaps, Sally passed imagelessly over “yesterday” and lavished attention on some variation of her uncle Bill’s visage, while picturing a slamming door and the scarcely “visible” departure of some smartly suited woman labeled “lawyer.” Quite independently of their mental imagery, Jim and Sally understood the sentence about equally well, as can be confirmed by a battery of subsequent paraphrases and answers to questions. Moreover, the more theoretically minded researchers will point out, imagery couldn’t be the key to comprehension, because you can’t draw a picture of an uncle, or of yesterday, or firing, or a lawyer. Uncles, unlike clowns and firemen, don’t look different in any characteristic way that can be visually represented, and yesterdays don’t look like anything at all. Understanding, then, cannot be accomplished by a process of converting everything to the currency of mental pictures, unless the pictured objects are identified by something like attached labels, but then the writing on these labels would be bits of verbiage in need of comprehension, putting us back at the beginning again.


My hearing what you say is dependent on your saying it within earshot while I am awake, which pretty much guarantees that I hear it. My understanding what you say is dependent on many things, but not, it seems, on any identifiable elements of internal phenomenology; no conscious experience will guarantee that I have understood you, or misunderstood you. Sally’s picturing Uncle Bill may not prevent her in the slightest from understanding that it is the speaker’s uncle, not her uncle, who fired his lawyer; she knows what the speaker meant; she is just incidentally entertaining herself with an image of Uncle Bill, with scant risk of confusion, since her comprehension of the speaker in no way depends on her imagery.4


Comprehension, then, cannot be accounted for by the citation of accompanying phenomenology, but that does not mean that the phenomenology is not really there. It particularly does not mean that a model of comprehension that is silent about the phenomenology will appeal to our everyday intuitions about comprehension. Surely a major source of the widespread skepticism about “machine understanding” of natural language is that such systems almost never avail themselves of anything like a “visual” workspace in which to parse or analyze the input. If they did, the sense that they were actually understanding what they processed would be greatly heightened (whether or not it would still be, as some insist, an illusion). As it is, if a computer says, “I see what you mean” in response to input, there is a strong temptation to dismiss the assertion as an obvious fraud.


The temptation is certainly appealing. For instance, it’s hard to imagine how anyone could get some jokes without the help of mental imagery. Two friends are sitting in a bar drinking; one turns to the other and says, “Bud, I think you’ve had enough—your face is getting all blurry!” Now didn’t you use an image or fleeting diagram of some sort to picture the mistake the speaker was making? This experience gives us an example, it seems, of what it feels like to come to understand something: there you are, encountering something somewhat perplexing or indecipherable or at least as yet unknown—something that in one way or another creates the epistemic itch, when finally Aha! I’ve got it! Understanding dawns, and the item is transformed; it becomes useful, comprehended, within your control. Before time t the thing was not understood; after time t, it was understood—a clearly marked shift of state that can often be accurately timed, even though it is, emphatically, a subjectively accessible, introspectively discovered transition. It is a mistake, as we shall see, to make this the model of all comprehension, but it is certainly true that when the onset of comprehension has any phenomenology at all (when we are conscious of coming to understand something), this is the phenomenology it has.


There must be something right about the idea of mental imagery, and if “pictures in the head” is the wrong way to think about it, we will have to find some better way of thinking about it. Mental imagery comes in all modalities, not just vision. Imagine “Silent Night,” being careful not to hum or sing as you do. Did you nevertheless “hear” the tune in your mind’s ear in a particular key? If you are like me, you did. I don’t have perfect pitch, so I can’t tell you “from the inside” which key I just imagined it in, but if someone were to play “Silent Night” on the piano right now, I would be able to say, with great confidence, either “Yes, that’s in tune with what I was imagining” or something to the effect of “No, I was imagining it about a minor third higher.”5


Not only do we talk to ourselves silently, but sometimes we do this in a particular “tone of voice.” Other times, it seems as if there are words, but not heard words, and at still other times, only the faintest shadows or hints of words are somehow “there” to clothe our thoughts. In the heyday of Introspectionist psychology, debates raged over whether there was such a thing as entirely “imageless” thought. We may leave this issue open for the time being, noting that many people confidently assert that there is, and others confidently assert that there is not. In the next chapter, we will set up a method for dealing with such conflicts. In any event, the phenomenology of vivid thought is not restricted to talking to oneself; we can draw pictures to ourselves in our mind’s eyes, drive a stick-shift car to ourselves, touch silk to ourselves, or savor an imaginary peanut-butter sandwich.


Whether or not the British Empiricists were right to think that these merely imagined (or recollected) sensations were simply faint copies of the original sensations that “came in from outside,” they can bring pleasure and suffering just like “real” sensations. As every daydreamer knows, erotic fantasies may not be an entirely satisfactory substitute for the real thing, but they are nevertheless something one would definitely miss, if somehow prevented from having them. They not only bring pleasure; they can arouse real sensations and other well-known bodily effects. We may cry when reading a sad novel, and so may the novelist while writing it.


We are all connoisseurs of the pains and pleasures of imagination, and many of us consider ourselves experts in the preparation of these episodes we enjoy so much, but we may still be surprised to learn just how powerful this faculty can become under serious training. I find it breathtaking, for instance, that when musical composition competitions are held, the contestants often do not submit tapes or records (or live performances) of their works; they submit written scores, and the judges confidently make their aesthetic judgments on the basis of just reading the scores and hearing the music in their minds. How good are the best musical imaginations? Can a trained musician, swiftly reading a score, tell just how that voicing of dissonant oboes and flutes over the massed strings will sound? There are anecdotes aplenty, but so far as I know this is relatively unexplored territory, just waiting for clever experimenters to move in.


Imagined sensations (if we may call these phenomenological items that) are suitable objects for aesthetic appreciation and judgment, but why, then, do the real sensations matter so much more? Why shouldn’t one be willing to settle for recollected sunsets, merely anticipated spaghetti al pesto? Much of the pleasure and pain we associate with events in our lives is, after all, tied up in anticipation and recollection. The bare moments of sensation are a tiny part of what matters to us. Why—and how—things matter to us will be a topic of later chapters, but the fact that imagined, anticipated, recollected sensations are quite different from faint sensations can be easily brought out with another little self-experiment, which brings us to the gate of the third section of the phenom.


4. AFFECT


Close your eyes now and imagine that someone has just kicked you, very hard, in the left shin (about a foot above your foot) with a steel-toed boot. Imagine the excruciating pain in as much detail as you can; imagine it bringing tears to your eyes, imagine you almost faint, so nauseatingly sharp and overpowering is the jolt of pain you feel. You just imagined it vividly; did you feel any pain? Might you justly complain to me that following my directions has caused you some pain? I find that people have quite different responses to this exercise, but no one yet has reported that the exercise caused any actual pain. Some find it somewhat disturbing, and others find it a rather enjoyable exercise of the mind, certainly not as unpleasant as the gentlest pinch on the arm that you would call a pain.


Now suppose that you dreamed the same shin-kicking scene. Such a dream can be so shocking that it wakes you up; you might even find you were hugging your shin and whimpering, with real tears in the corners of your eyes. But there would be no inflammation, no welt, no bruise, and as soon as you were sufficiently awake and well oriented to make a confident judgment, you would say that there was no trace of pain left over in your shin—if there ever was any in the first place. Are dreamed pains real pains, or a sort of imagined pains? Or something in between? What about the pains induced by hypnotic suggestion?


At least the dreamed pains, and the pains induced by hypnosis, are states of mind that we really mind having. Compare them, however, to the states (of mind?) that arise in you while you sleep, when you roll over and inadvertently twist your arms into an awkward position, and then, without waking up, without noticing it at all, roll back into a more comfortable position. Are these pains? If you were awake, the states caused in you by such contortions would be pains. There are people, fortunately quite rare, who are congenitally insensitive to pain. Before you start to envy them, you should know that since they don’t make these postural corrections during sleep (or while they are awake!), they soon become cripples, their joints ruined by continual abuse which no alarm bells curtail. They also burn themselves, cut themselves, and in other ways shorten their unhappy lives by inappropriately deferred maintenance (Cohen et al., 1955; Kirman et al., 1968).


There can be no doubt that having the alarm system of pain fibers and the associated tracts in the brain is an evolutionary boon, even if it means paying the price of having some alarms ring that we can’t do anything about.6 But why do pains have to hurt so much? Why couldn’t it just be a loud bell in the mind’s ear, for instance?
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