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PREFACE














ABOUT THIS BOOK







When revising a textbook, the authors always seek to build on the strengths of the prior editions, introducing new material reflecting developments in the field and changes in our larger society, while maintaining thorough coverage of the subject covered by the book. As in past editions, we seek to cover the full range of phenomena of interest to social psychologists. Not only do we address intrapsychic processes in detail, but cover social interaction and group processes, as well as larger-scale phenomena, such as intergroup conflict and social movements. Our goal in writing this book is, as it has always been, to describe contemporary social psychology and to present the theoretical concepts and research findings that make up this broad and fascinating field. We have drawn on work by a wide array of social psychologists, including those with sociological and psychological perspectives, drawing on both classic works and more recent studies. Throughout the book we have used the results of empirical research—surveys, experiments, observational and qualitative studies, and meta-analyses—to illustrate this wide range of social psychological ideas.
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NEW TO THIS EDITION







The last edition of the text, the seventh, was a radically consolidated and streamlined text that we hoped would better fit the introductory social psychology courses taught by the many users. However, in soliciting feedback for the most recent edition, we found that many users longed for the extended text and wanted us to move back to a format closer to that of earlier editions. In response to reviewer concerns, we moved the “Research Methods” appendix back to the core of the text (now Chapter 2), split the chapter on altruism and aggression into two chapters again (Chapters 10 and 11), and reintroduced a chapter on “Emotions” (Chapter 5).


The eighth edition also contains updated research, data, and examples throughout the book, new boxes providing research updates and “test yourself” opportunities, and an increased emphasis on diverse populations and their experiences. As in the past, we have made a special effort to incorporate research that reports differences among participants who vary on race, gender, and sexual orientation, but of course are limited by what is available, and point out these limitations.







CONTENT AND ORGANIZATION







Instructors who have used previous editions of the text will notice the most radical change in the first chapter of the book. Although the theories outlined in the previous edition were classics, they did not reflect the dominant perspectives in social psychology today. The revised introduction includes cognitive and evolutionary perspectives, as well as dual-process theories and evolutionary perspectives from psychology, as well as symbolic interaction, group processes, and social structure and personality from sociology. This introduction to the theoretical perspectives in social psychology and the subsequent chapter’s overview of research methods provide the groundwork for all that follows.


The remainder of the book is divided into four substantive sections. Section 1 focuses on individual social behavior. It includes chapters on socialization, self and self-presentation, emotions, social perception and cognition, and attitudes. Section 2 is concerned with social interaction, the core of social psychology. Each of the chapters in this section discusses how persons interact with others and how they are affected by this interaction. These chapters cover such topics as communication, social influence and persuasion, altruism and prosocial behavior, aggression, and interpersonal attraction. Section 3 provides extensive coverage of groups. It includes chapters on group cohesion, conformity, and intergroup conflict, as well as an overview of the dominant research focuses in the social psychological student of groups today, including status characteristics and expectation states theory, decision-making in groups, social exchange, and distributive and procedural justice. Section 4 considers the relations between individuals and the wider society. These chapters examine the impact of social structure on the individual, especially on physical and mental health; deviant behavior; and collective behavior and social movements.







EASE OF USE







Although we have attempted to present the material in this book in a logical sequence that will appeal to many instructors, there are, of course, many different ways in which an instructor can organize an introductory course in social psychology. Therefore, we have written each chapter as a self-contained unit. Later chapters do not presume that the student has read earlier ones (although we insert appropriate cross-references to allow students to easily find related material in other chapters). This compartmentalization enables instructors to assign chapters in any sequence.


Chapters share a standard format. To make the material interesting and accessible to students, each chapter’s introductory section poses four to six focal questions. These questions establish the issues discussed in the chapter. The remainder of the chapter consists of four to six major sections, each addressing one of these issues. A summary at the end of each chapter reviews the key points. Thus, each chapter poses several key questions about a topic and then considers these questions in a framework that enables students to easily learn the major ideas.


In addition, the text includes several learning aids. Tables emphasize the results of important studies. Figures illustrate important social psychological processes. Photographs dramatize essential ideas from the text. Boxes in each chapter highlight interesting or controversial issues and studies and also discuss the applications of social psychological concepts in daily life. Some boxes are identified as “Research Update”; these boxes have been updated by including the latest research. Other boxes are identified as “Test Yourself”; these contain a questionnaire that the student can complete to find out his or her standing on the measure of interest. Key terms appear in bold and are listed alphabetically at the end of each chapter. A glossary of key terms appears at the end of the book.


A major new feature in the eighth edition is an emphasis on developing critical thinking skills. Critical thinking is an important goal of a quality education; it refers to the ability to use cognitive skills and strategies to increase the probability of a desirable outcome. Diane Halpern is an expert on critical thinking and developing these skills, and we drew heavily on her writings. Critical thinking is logical, rational, and free of self-deception. As the student learns about social psychology, they will learn that there are a number of important ways in which our everyday thinking is biased, and ways in which we engage in self-deception. Developing critical thinking skills and using them in daily life should lead the student to make better decisions and therefore lead a better life.


At the end of each chapter there is a section called Critical Thinking Skill. Each teaches a particular skill with an application to social psychology, and will have applications throughout the student’s life. Let’s get going!
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INTRODUCTION







•   Why are some people more effective leaders than others?


•   What makes people fall in and out of love?


•   Why can people cooperate so easily in some situations but not in others?


•   What effects do major life events like graduating from college, getting married, or losing a job have on physical or mental health?


•   Why do some people conform to norms and laws while others do not?


•   What causes conflict between groups? Why do some conflicts subside and others progress until there is no chance of reconciliation?


•   Why do people present different images of themselves in various social situations, both in person and online?


•   What causes harmful or aggressive behavior? What motivates helpful or altruistic behavior?


•   Why are some people more persuasive and influential than others?


•   Why do stereotypes persist even in the face of contradictory evidence?


Perhaps questions such as these have puzzled you, just as they have perplexed others through the ages. You might wonder about these issues simply because you want to better understand the social world around you. Or you might want answers for practical reasons, such as increasing your effectiveness in day-to-day relations with others.


Answers to questions such as these come from various sources. One such source is personal experience—things we learn from everyday interaction. Answers obtained by this means are often insightful, but they are usually limited in scope and generality, and occasionally they are even misleading. Another source is informal knowledge or advice from others who describe their own experiences to us. Answers obtained by this means are sometimes reliable, sometimes not. A third source is the conclusions reached by philosophers, novelists, poets, and men and women of practical affairs who, over the centuries, have written about these issues. Often their answers have filtered down and become commonsense knowledge. We are told, for instance, that joint effort is an effective way to accomplish large jobs (“Many hands make light work”) and that bonds among family tend to be stronger than those among friends (“Blood is thicker than water”). These principles reflect certain truths and may sometimes provide guidelines for action.


Although commonsense knowledge may have merit, it also has drawbacks, not the least of which is that it often contradicts itself. For example, we hear that people who are similar will like one another (“Birds of a feather flock together”) but also that persons who are dissimilar will like each other (“Opposites attract”). We are told that groups are wiser and smarter than individuals (“Two heads are better than one”) but also that group work inevitably produces poor results (“Too many cooks spoil the broth”). Each of these contradictory statements may hold true under particular conditions, but without a clear statement of when they apply and when they do not, aphorisms provide little insight into relations among people. They provide even less guidance in situations in which we must make decisions. For example, when facing a choice that entails risk, which guideline should we use—“Nothing ventured, nothing gained” or “Better safe than sorry”?


If sources such as personal experience and commonsense knowledge have only limited value, how are we to attain an understanding of social interactions and relations among people? One solution to this problem—the one pursued by social psychologists—is to obtain accurate knowledge about social behavior by applying the methods of science. That is, by making systematic observations of behavior and formulating theories that are subject to testing, we can attain a valid and comprehensive understanding of human social relations.


One goal of this book is to present some of social psychologists’ major findings from systematic research. In this chapter, we lay the foundation for this effort by addressing the following questions:


       1.   What exactly is social psychology? What are the core concerns of the field of social psychology?


       2.   What are the broad theoretical perspectives that prevail in social psychology today? What are the strengths and weaknesses of each perspective? How do these perspectives relate to one another?







WHAT IS SOCIAL PSYCHOLOGY?







A Formal Definition


We define social psychology as the systematic study of the nature and causes of human social behavior. This definition has three main components. First, social psychology’s primary concern is human social behavior. This includes many things—individuals’ activities in the presence of others and in particular situations, the processes of social interaction between two or more persons, and the relationships among individuals and the groups to which they belong. Importantly, in this definition, behavior moves beyond action to also include affect (emotion) and cognition (thoughts). In other words, social psychologists are not only interested in what people do, but also what individuals feel and think (Fine, 1995).


Second, social psychologists are not satisfied to simply document the nature of social behavior; instead, they want to explore the causes of such behavior. This differentiates social psychology from a field like journalism. Journalists describe what people do. Social psychologists are not only interested in what people do but also want to understand why they do it. In social psychology, causal relations among variables are important building blocks of theory, and in turn, theory is crucial for the prediction and control of social behavior.


Third, social psychologists study social behavior in a systematic fashion. Social psychology is a social science that employs the scientific method and relies on formal research methodologies, including experimentation, structured observation, and sample surveys. These research methods are described in detail in Chapter 2.


Core Concerns of Social Psychology


Another way to answer the question “What is social psychology?” is to describe the topics that social psychologists actually study. Social psychologists investigate human behavior, of course, but their primary concern is human behavior in a social context. There are five core concerns, or major themes, within social psychology: (1) the impact that one individual has on another; (2) the impact that a group has on its individual members; (3) the impact that individual members have on the groups to which they belong; (4) the impact that one group has on another group; (5) the impact of social context and social structure on groups and individuals. The five core concerns are shown schematically in Figure 1.1.













BOX 1.1  Test Yourself: Is Social Psychology Simply Common Sense?


Because social psychologists are interested in a wide range of phenomena from our everyday lives, students sometimes claim that social psychology is common sense. Is it? Eight of the following common sense statements are true. The other eight are not. Can you tell the difference?


1.    T  F  When faced with natural disasters such as floods and earthquakes, people panic and social organization disintegrates.


2.    T  F  Physically attractive individuals are usually seen as less intelligent than physically unattractive individuals.


3.    T  F  The reason people discriminate against minorities is prejudice; unprejudiced people don’t discriminate.


4.    T  F  Individuals who attended an Ivy League school end up earning more money than those who declined an offer of admission from an Ivy League school and chose to attend a less selective school.


5.    T  F  Attractive people are more likely to have prestigious jobs and happier marriages than are less attractive people.


6.    T  F  People tend to overestimate the extent to which other people share their opinions, attitudes, and behavior.


7.    T  F  Rather than “opposites attract,” people are generally attracted to those similar to themselves.


8.    T  F  “Putting on a happy face” (that is, smiling when you are really not happy) will not make you feel any different on the inside.


9.    T  F  People with few friends tend to live shorter, less healthy lives than do people with lots of friends.


10.  T  F  We tend to view people in the groups and social categories that we belong to as more diverse and different from each other than we believe people in other groups are.


11.  T  F  Parental disapproval for a relationship (for example, Romeo and Juliet) increases the chance that the partners will stay together.


12.  T  F  If people tell a lie for a reward, they are more likely to come to believe the lie if they are given a small reward rather than a large reward.


13.  T  F  Women with children are seen as the least desirable job candidates in most fields, while men with children are seen as the most desirable.


14.  T  F  Most people would disobey an authority who orders them to hurt a stranger.


15.  T  F  The more often we see something—even if we don’t like it at first—the more we grow to like it.


16.  T  F  The more certain a crime victim is about their account of events, the more accurate the report they provide to the police.


True: 5, 6, 7, 9, 10, 12, 13, & 15.














Impact of Individuals on Individuals. Individuals are affected by others in many ways. In everyday life, interactions with others may significantly influence a person’s understanding of the social world. Much of this happens simply by observation. Through listening to others and watching them, an individual learns how she should act, what she should think, and how she should feel.
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FIGURE 1.1  The core concerns of social Psychology


Sometimes this influence is more direct. A person might persuade another to change his beliefs about the world and his attitudes toward persons, groups, or other objects. Suppose, for example, that Mia tries to persuade Ashley that all nuclear power plants are dangerous and undesirable and, therefore, should be closed. If successful, Mia’s persuasion attempt could change Ashley’s beliefs and perhaps affect her future actions (picketing nuclear power plants, advocating non-nuclear sources of power, and the like).


Beyond influence and persuasion, the actions of others often affect the outcomes individuals obtain in everyday life. A person caught in an emergency situation, for instance, may be helped by an altruistic bystander. In another situation, one person may be wounded by another’s aggressive acts. Social psychologists have investigated the nature and origins of both altruism and aggression as well as other interpersonal activity such as cooperation and competition.


Also relevant here are various interpersonal sentiments. One individual may develop strong attitudes toward another (liking, disliking, loving, hating) based on who the other is and what he or she does. Social psychologists investigate these issues to discover why individuals develop positive attitudes toward some but negative attitudes toward others.


Impact of Groups on Individuals. Social psychology is also interested in the influence groups have on the behavior of their individual members. Because people belong to many different groups—families, work groups, seminars, and clubs—they spend many hours each week interacting with group members. Groups influence and regulate the behavior of their members, typically by establishing norms or rules. Group influence often results in conformity, as group members adjust their behavior to bring it into line with group norms. For example, college fraternities and sororities have norms—some formal and some informal—that stipulate how members should dress, what meetings they should attend, whom they can date and whom they should avoid, and how they should behave at parties. As a result of these norms, members behave quite similarly to one another.


Groups also exert substantial long-term influence on their members through socialization, a process through which individuals acquire the knowledge, values, and skills required of group members. Socialization processes are meant to ensure that group members will be adequately trained to play roles in the group and in the larger society. Although we are socialized to be members of discrete groups (sororities and fraternities, families, postal workers), we are also socialized to be members of social categories (woman, Latino, working class, American). Outcomes of socialization vary, from language skills to political and religious beliefs to our conception of self.


Impact of Individuals on Group. A third concern of social psychology is the impact of individuals on group processes and products. Just as any group influences the behavior of its members, these members, in turn, may influence the group itself. For instance, individuals contribute to group productivity and group decision making. Moreover, some members may provide leadership, performing functions such as planning, organizing, and controlling, necessary for successful group performance. Without effective leadership, coordination among members will falter and the group will drift or fail. Furthermore, individuals and minority coalitions often innovate change in group structure and procedures. Both leadership and innovation depend on individuals’ initiative, insight, and risk-taking ability.


Impact of Groups on Groups. Social psychologists also explore how one group might affect the activities and structure of another group. Relations between two groups may be friendly or hostile, cooperative or competitive. These relationships, which are based in part on members’ identities and may entail group stereotypes, can affect the structure and activities of each group. Of special interest is intergroup conflict, with its accompanying tension and hostility. Violence may flare up, for instance, between two street gangs disputing territorial rights or between racial groups competing for scarce jobs. Conflicts of this type affect the interpersonal relations between groups and within each group. Social psychologists have long studied the emergence, persistence, and resolution of intergroup conflict.


Impact of Social Context on Individuals and Groups. Social psychologists realize that individuals’ behavior is profoundly shaped by the situations in which they find themselves. If you are listening to the radio in your car and your favorite song comes on, you might turn the volume up and sing along loudly. If you hear the same song at a dance club, you are less inclined to sing along but instead might head out to the dance floor. If your social psychology professor kicks off the first day of class by playing the song, chances are you won’t sing or dance. In fact, you might give your fellow students a quizzical look. Your love for the song has not changed, but the social situation shapes your role in the situation (club-goer, student) along with the expected behaviors based on that role. These contextual factors influence your reaction to the music.


These reactions are based, in part, on what you have learned through your interactions with others and through socialization in groups, the social influences discussed in the previous sections. However, as we grow and develop, the rules, belief systems, and categorical distinctions that have profound influence on our everyday lives seem to separate from these interactions. We forget that these things that appear natural were actually socially constructed (Berger & Luckmann, 1966).


Sociology, Psychology, or Both?


Social psychology bears a close relationship to several other fields, especially sociology and psychology.


Sociology is the scientific study of human society. It examines social institutions (family, religion, politics), stratification within society (class structure, race and ethnicity, gender roles), basic social processes (socialization, deviance, social control), and the structure of social units (groups, networks, formal organizations, bureaucracies).


In contrast, psychology is the scientific study of the individual and of individual behavior. Although this behavior may be social in character, it need not be. Psychology addresses such topics as human learning, perception, memory, intelligence, emotion, motivation, and personality.


Social psychology bridges sociology and psychology. In the mid-twentieth century, early in the history of social psychology, sociologists and psychologists worked closely together in departments and on research. In fact, top programs offered degrees in “Social Relations” or “Social Psychology” rather than Sociology or Psychology. However, over time, the interests of sociological social psychologists and psychological social psychologists have diverged somewhat. There is less collaboration today than there was early on, and most students get degrees in one of the two disciplines with a specialization or concentration in social psychology. That said, many still see the two areas as interdisciplinary.


Both sociologists and psychologists have contributed to social psychological knowledge. Sociological social psychologists use surveys, experiments, and observational techniques to gather data. These investigators are most interested in the relationship between individuals and the groups to which they belong. They emphasize such processes as socialization, conformity and deviance, social interaction, self-presentation, within-group processes, leadership, and cooperation and competition. Social psychologists working in the psychological tradition rely heavily on laboratory experimental methodology but increasingly use surveys and questionnaires. They are much less likely than sociological social psychologists to use observational methods outside the laboratory. Their primary concern is how social stimuli (often other persons) affects an individual’s behavior and internal states. They emphasize such topics as the self, person perception and attribution, attitudes and attitude change, personality differences in social behavior, social learning and modeling, altruism and aggression, and interpersonal attraction.


Thus, sociologically oriented and psychologically oriented social psychologists differ in their outlook and emphasis. As we might expect, this leads them to formulate different theories and to conduct different programs of research. Yet these differences are best viewed as complementary rather than as conflicting. Social psychology as a field is richer for the differing contributions of both approaches.







THEORETICAL PERSPECTIVES IN SOCIAL PSYCHOLOGY







Yesterday at work, Warren reported to his boss that he would not be able to complete an important project on schedule. To Warren’s surprise, the boss became enraged and told him to complete the task by the following Monday—or else! Warren was not entirely sure what to make of this behavior, but he decided to take the threat seriously.


That evening, talking with his girlfriend, Madison, Warren announced that he would have to work overtime at the office, so he could not go with her to a party on Friday evening as originally planned. Madison immediately got mad at Warren—she definitely wanted to go, she did not want to go alone, and he had promised several times to come along—and threw a paperweight at him. By now, Warren was distressed and a little perplexed.


Reflecting on these two events, Warren noticed they had some characteristics in common. To explain the behavior of his boss and his girlfriend, he formed a general proposition: “If you fail to deliver on promises made to another, he or she will get mad at you.” He was happy with this simple formulation until the next day, when the car behind him at the stoplight started honking. He looked up and realized the light had turned green. As he moved forward, the car behind him passed him and the driver gave him an angry look. Warren thought about this event and concluded that his original theory needed some revision. Although he had not promised the driver behind him anything, the driver had become angry and aggressive because of Warren’s actions. His new theory included a chain of propositions: “If someone’s goals are blocked, he or she will become frustrated. If someone is frustrated, he or she will become aggressive. If someone is aggressive, he or she will lash out at either the source of the frustration or a convenient surrogate.”


In his own way, Warren had started to do informally the same thing social psychologists do more elaborately and systematically. Starting from some observations regarding social behavior, Warren attempted to formulate a theory to explain the observed facts. As the term is used here, a theory is a set of interrelated propositions that organizes and explains a set of observed phenomena. Theories usually pertain not just to some particular event but rather to whole classes of events. Moreover, as Warren’s example indicates, a theory goes beyond mere observable facts by postulating causal relations among variables. In other words, it describes not only what people do but also why they do it. If a theory is valid, it enables its user to explain the phenomena under consideration and to make predictions about events not yet observed.


In social psychology, no single theory explains all phenomena of interest; rather, the field includes many different theories. Many of these theories are discussed in this book. Middle-range theories identify the conditions that produce specific social behavior. One such theory is the frustration-aggression hypothesis, not unlike Warren’s theory above, which describes the connection between blocked goals, frustration, and aggression. However, social psychology also includes theoretical perspectives. Broader in scope than middle-range theories, theoretical perspectives offer general explanations for a wide array of social behaviors in a variety of situations. These general explanations are rooted in explicit assumptions about human nature. Theoretical perspectives serve an important function for the field of social psychology. By making certain assumptions regarding human nature, a theoretical perspective establishes a vantage point from which we can examine a range of social behaviors. Because any perspective highlights certain features and downplays others, it enables us to “see” more clearly certain aspects or features of social behavior. The fundamental value of any theoretical perspective lies in its applicability across many situations; it provides a frame of reference for interpreting and comparing a wide range of social situations and behaviors.


Social psychology can be organized into a number of distinct theoretical perspectives. For sociologists who study social psychology, these theoretical perspectives are situated in three traditions—symbolic interactionism, group processes, and social structure and personality. James House (1977) referred to these as the three “faces” of social psychology, each with a unique perspective and emphasis. These faces as well as related theoretical perspectives are explained below. Also below is an introduction to theoretical perspectives that have dominated psychological social psychology over the last twenty years: cognitive theories (including both the dual-process model of information processing and social identity theory) and evolutionary theory.


Symbolic Interactionism


The theoretical perspective that guided much of the early work of sociological social psychologists—and that is still important today—is symbolic interactionism (Charon, 1995; Stryker, 1980, 1987). Although it is sometimes called symbolic interaction theory, symbolic interactionism is actually a perspective that guides the development of more specific theories. The basic premise of symbolic interactionism is that human nature and social order are products of symbolic communication among people. Society (from cultures to institutions to ourselves) is produced and reproduced through our interactions with others by means of language and our interpretation of that language. There are three main premises of symbolic interaction (Blumer, 1969):


       1.   We act toward things on the basis of their meanings.


       2.   Meanings are not inherent but are negotiated in interaction with others.


       3.   Meanings can be modified and changed through interaction.


People can communicate successfully with one another only to the extent that they ascribe similar meanings to objects. An object’s meaning for a person depends not so much on the properties of the object itself but on what the person might do with the object. In other words, an object takes on meaning only in relation to a person’s plans. Consider an empty glass bottle. Standing alone, a bottle has no meaning. The meaning of the bottle comes from how you plan to use it. If there is liquid in it, it becomes a vessel for a beverage. Placed in the recycling bin, it becomes waste. But if someone pulls it out of the recycling and puts flowers in it, it becomes a vase. Use it in a bar fight, it might be a weapon. Placed on its side at the center of a table filled with people, it becomes a game-piece for Spin the Bottle. We learn the meanings of things—whether bottles or smiles or pieces of linen and cotton printed with black and green ink—through interaction with others. These meanings can change and shift over time based on social interaction.


[image: According to symbolic interactionism, we derive the meaning...]


According to symbolic interactionism, we derive the meaning of objects from how we (or others) plan to use those objects. The same bottle can be a vessel for liquid, waste, a vase, a weapon, or a game piece. Depending on how people intend to use the table the bottle is on, its meaning can also vary—from a table, to a desk, to a seat, to a place to lie down for a nap. © Tamas Panczel, Eross/Shutterstock


Negotiating Meanings. Symbolic interaction theory views humans as proactive and goal seeking. People formulate plans of action to achieve their goals. Many plans, of course, can be accomplished only through cooperation with other people. To establish cooperation with others, the meanings of things must be shared and consensual. If the meaning of something is unclear or contested, an agreement must be developed through give-and-take before cooperative action is possible. For example, if a man and a woman have begun to meet after work for drinks and, one night, as they are leaving the bar, she invites him to her apartment, exactly what meaning does this proposal have? One way or another, they will have to achieve some agreement about the purpose of the visit before joint action is possible. In symbolic interaction terms, they would need to develop a consensual definition of the situation. The coworkers might achieve this through explicit negotiation or through tacit, nonverbal communication. She might explain that she wants to show him her new guitar or to make him a cup of coffee before he drives home, or she might give him a wink and a smile along with the invitation. But without some agreement regarding the definition of the situation, the man may have difficulty deciding whether to accept the invitation; the woman, sensing the man’s discomfort, may find herself behaving in an atypically awkward manner. Either way, cooperative action will be difficult.


[image: This comic strip illustrates the negotiation of meaning between...]


This comic strip illustrates the negotiation of meaning between Calvin and his imaginary friend, Hobbes. They each have different labels for the same physiological reactions. Through interaction, Calvin learns that he had mistaken for cooties a feeling that Hobbes explains to him is actually love. CALVIN AND HOBBES © 1986 Watterson. Used by permission of Universal Uclick. All rights reserved.


Symbolic interactionism portrays social interaction as having a tentative, developing quality. Meanings can change over time or across situations. On the way home from his first day of kindergarten, a young boy was describing a little girl from his class—Maeve—to his mother. It was clear the boy was fond of Maeve as he spoke of her big brown eyes, long straight hair, pink lips, and chubby cheeks. But when he proceeded to tell his mother that Maeve looked like a dog, his mother was taken aback. To her, calling a woman a dog was an insult. The reverence in her son’s voice suggested he would never insult Maeve, so the mother was confused. Thinking more about it, the mother realized that to her son, calling Maeve a dog was a compliment rather than an insult. There was nothing the young boy loved more than to cuddle up with the family dog. To him, a dog was something to love and cherish. He had not yet learned that dog was an insult. To fit their actions together and achieve consensus, people interacting with one another must continually negotiate new meanings or reaffirm old meanings. In the same way that the mother had to work to determine the boy’s meaning to have interaction proceed smoothly, the coworkers will have to negotiate a working consensus to effectively communicate and interact. In this process, each person formulates plans for action, tries them out, and then adjusts them in light of others’ responses. Thus, social interaction always has some degree of unpredictability and indeterminacy.


For an interaction among persons to proceed smoothly, there must be some consensus with respect to the situated identity—who one is in relation to the others in the situation—of each person. In other words, every person involved in the interaction must know who they are in the situation and who the other people are. In the example of the coworkers: are they friends, could she want more, or are they simply coworkers? Only by answering this question in some detail can each person understand the implications (meanings) that others have for his or her plan of action.


The Self in Relationship to Others. As we grow, we learn that the self is also a social object and its meaning is also developed and negotiated in interaction. As we interact with people, we try to imagine how they see us so we can come to understand how they see us and how we should see ourselves (Cooley, 1902). To do this, we engage in a process of role taking: we imagine ourselves in another person’s role, including how we look from the other person’s viewpoint. This serves two purposes. First, role taking can make cooperative action possible. Based on previous experience, we can imagine how another would react in any given situation. Consider a teenager whose mother has just asked him whether he completed his homework. Before answering, he will try to imagine the situation from his mother’s perspective. If he tells her he played video games instead, she will be disappointed or even angry. If he lies and says it is all done, she will be satisfied—at least until she finds out the truth, and then she will be even angrier. By role taking, he can effectively guide subsequent interaction. However, there is a second important purpose of role taking. In imagining how he appears to his mother, the teenager is acquiring self-meanings. If he failed to do the homework, opting instead to play video games, he may see himself as lazy or unmotivated because that is how he imagines someone else (like his mother) would see him. If he lied about it, he might see himself as a liar. The self occupies a central place in symbolic interaction theory because social order is hypothesized to rest in part on self-control. Individuals strive to maintain self-respect in their own eyes, but because they are continually engaging in role taking, they see themselves from the viewpoint of the others with whom they interact. To maintain self-respect, they thus must meet the standards of others, at least to some degree.


Of course, an individual will care more about the opinions and standards of some persons than about those of others. The persons about whose opinions he or she cares most are called significant others. Typically, these are people who control important rewards or who occupy central positions in groups to which the individual belongs. Because their positive opinions are highly valued, significant others have relatively more influence over the individual’s behavior.


Inherent in the above discussion is symbolic interactionism’s assertion that a person can act not only toward others but also toward his or her self. That is, an individual can engage in self-perception, self-evaluation, and self-control just as he or she might perceive, evaluate, and control others. The ability to act toward oneself, taking the role of both subject an object, is a uniquely human trait. George Herbert Mead, a forefather of symbolic interactionism, referred to this ability as the reflexive self (1934).


In sum, the symbolic interactionist perspective has several strong points. It recognizes the importance of the self in social interaction. It stresses the central role of symbolic communication and language in personality and society. It addresses the processes involved in achieving consensus and cooperation in interaction. It illuminates why people try to maintain a positive image of self and avoid embarrassment. Many of these topics are discussed in detail in later chapters. The self, self-presentation, and impression management are discussed in Chapter 4, embarrassment and other social emotions in Chapter 5, symbolic communication and language are taken up in Chapter 8, and Chapter 16 addresses the importance of labeling on self and others.


Limitations of Symbolic Interaction Theory. Critics of symbolic interactionism have pointed to various shortcomings. One criticism concerns the balance between rationality and emotion. Some critics argue that this perspective overemphasizes rational, self-conscious thought and deemphasizes unconscious or emotional states. A second criticism concerns the model of the individual implicit in symbolic interaction theory. The individual is depicted as a specific personality type—an other-directed person who is concerned primarily with maintaining self-respect by meeting others’ standards. A third criticism of symbolic interactionism is that it places too much emphasis on consensus and cooperation and, therefore, neglects or downplays the importance of conflict. The perspective does recognize, however, that interacting people may fail to reach consensus despite their efforts to achieve it. The symbolic interactionist perspective is at its best when analyzing fluid, developing encounters with significant others; it is less useful when analyzing self-interested behavior or principled action.


Group Processes


Social psychologists have long been interested in the ways individuals interact in groups. Throughout this text you will learn about ground-breaking social psychological experiments that explored the role of groups on individual behavior. Some of the most notable are the work of John Darley and Bibb Latané on helping in emergencies (Chapter 10) and Solomon Asch’s research on majority influence in groups (Chapter 13). Like much of this early research, contemporary work on group processes tends to favor the experimental method over surveys or observational methods. Today’s group processes researchers tend to work in sociological social psychology and draw on a number of theoretical perspectives and theories. These are described in detail in Chapter 14, but two of the main orienting frameworks—social exchange and status—are introduced below.













BOX 1.2  Symbolic Interaction in Action: Roles and Identities


We do not infer who we are based solely on our actions—as the teenager might when he opts for video games instead of homework or lies to his mother; our definitions of self—as captured in roles and identities—also guide our actions. Roles consist of a set of rules (that is, expectations held by others) that function as plans or blueprints for behavior. Identities are categories—sometimes based on roles, other times based on group membership or personal characteristics—that specify the positions we hold in society and groups. Both of these concepts are tied to contemporary social psychological theories rooted in symbolic interactionism.


According to role theory (Biddle, 1979, 1986; Heiss, 1981; Turner, 1990):


1.   People spend much of their lives participating as members of groups and organizations.


2.   Within these groups, people occupy distinct positions (fullback, advertising executive, police sergeant, and the like).


3.   Each of these positions entails a role, which is a set of functions performed by the person for the group. A person’s role is defined by expectations (held by other group members) that specify how he or she should perform.


4.   Groups often formalize these expectations as norms, which are rules specifying how a person should behave, what rewards will result for performance, and what punishments will result for nonperformance.


5.   Individuals usually carry out their roles and perform in accordance with the prevailing norms. In other words, people are primarily conformists—they try to meet others’ expectations.


6.   Group members check each individual’s performance to determine whether it conforms to the group’s norms. If an individual meets others’ role expectations, he or she will receive rewards in some form (acceptance, approval, money, and so on). If he or she fails to perform as expected, however, group members may embarrass, punish, or even expel that individual from the group. The anticipation that others will apply sanctions ensures performance as expected.


Role theory implies that if we (as analysts) have information about the role expectations for a specified position, we can then predict a significant portion of the behavior (as well as the beliefs and attitudes) of the person occupying that position. If we want to change a person’s behavior, role theory argues that it is first necessary to change or redefine his or her role (Allen & Van de Vliert, 1982).


Identity theory (Burke & Stets, 2009; Stryker, 1980; Stryker & Burke, 2000) also emphasizes the importance of self-meanings in guiding behavior. However, identity theorists extend beyond role identities to include three additional types of self-designations—person, social, and group identities. Olevia might be a student (role identity), but she is also a sister (another role identity), moral (person identity), a member of the Black Student Association (a group identity), and a woman (social identity). All five of these influence her behavior. Although our identities are often consistent, sometimes they come in conflict. Identity theory understands that because individuals occupy more than one identity at a time, their influence on our behavior is not as clear-cut as role theory might suggest. Therefore, much of the research in identity theory works to predict which identity we will enact in a given situation. Identity theory postulates that we are more likely to enact identities that we see as central to who we are; this centrality or salience is based in part on how much we have invested in the identity, the quality and quantity of social ties that we have through that identity, our need for identity support, and the situational opportunities (Stryker & Serpe, 1994).














Social Exchange. Like with symbolic interaction, there are many who refer to the exchange perspective as a theory. However, that is technically incorrect. Social exchange is a framework, within which a number of middle-range theories are situated (power-dependence theory, affect theory, reciprocity theory). The social exchange perspective (Cook, 1987; Homans, 1974; Kelley & Thibaut, 1978) has a unique set of concepts and assumptions that connect the various theories subsumed under the framework. In social exchange there are (1) actors who exchange (2) resources using an (3) exchange process while situated in an (4) exchange structure (Molm, 2006). These resources can be tangible goods or behaviors (an individual might give money, a smile, or a simple “thank you” in exchange for a cookie) and can be exchanged through different processes—a student might receive a cookie as a gift from a professor or she might purchase it in a negotiated transaction, by exchanging money for the cookie, at a bakery. These exchanges occur in relations that are structured by the size and shape of the exchange network and the types of relations between actors. According to this perspective, social relationships are primarily based on the exchanges of goods and services among persons.


The social exchange perspective assumes that individuals have freedom of choice and often face social situations in which they must choose among alternative actions. Any action provides some rewards and entails some costs. There are many kinds of socially mediated rewards—money, goods, services, prestige or status, approval by others, and the like. The theory posits that individuals are hedonistic—they try to maximize rewards and minimize costs. Consequently, they choose actions that produce good profits and avoid actions that produce poor profits. This view might seem overly rational and calculated, but social exchange theory suggest that these choices are actually often unconscious and are the result of conditioning—learning as the result of positive or negative responses to behavior (Mazur, 1998; Skinner, 1953).


People will be more likely to perform a specific behavior if it is followed directly by the occurrence of something pleasurable or by the removal of something aversive; likewise, people will more likely refrain from performing a particular behavior if it is followed by the occurrence of something aversive or by the removal of something pleasant. Individuals become embedded in ongoing exchange relationships because they experience these positive outcomes. They stop exchanging with particular others when the exchanges stop providing these positive reinforcements and there are alternative relations available that might provide comparable benefits.


Exchange theory also predicts the conditions under which people try to change or restructure their relationships. A central concept involved is equity (Adams, 1963). A state of equity exists in a relationship when participants feel that the rewards they receive are proportional to the costs they bear. For example, a chef may earn more money than a line cook and receive better benefits on the job. But the line cook may nevertheless feel the relationship is equitable because the chef bears more responsibility and has a higher level of education and training.


If, for some reason, a participant feels that the allocation of rewards and costs in a relationship is inequitable, the relationship is potentially unstable. People find inequity difficult to tolerate—they may feel cheated or exploited and become angry. Social exchange theory predicts that people will try to modify an inequitable relationship. Most likely, they will attempt to reallocate costs and rewards so that equity is established. However, they may also leave the relationship in search of one with a more equitable arrangement.


Status. Social psychologists are also interested in status differences. The chef has more than just a higher salary and better benefits compared to the line cook; she also has higher status—levels of esteem and perceived competence (Ridgeway, 2006). Sociological social psychology has explored how social differences in society—based on categories like gender, race, and education—become status differences. Why is it that men, across a range of domains, are held in greater esteem and thought to be more competent than women? Why is it that Whites are assumed, often unconsciously, to be more effective leaders and more skilled at any number of tasks than Blacks? Understanding the process through which status differences originate and are sustained in society and how they might decline (for example, how Irishness has lost its significance in the United States) offers important insight into inequality not only between groups but also within them (Ridgeway, 2011).


Early social psychological work on status focused on the emergence of status differences within groups. To illustrate, imagine you are assigned to work with a group of students from your social psychology class on a project. If you all were strangers but varied on status dimensions like gender, race, or year in school, how would that affect your behavior in groups? Over time, differences in contribution are likely to emerge. Some of the group members would talk more. Among those who contributed more, some have more influence. If they made suggestions, these ideas would be more likely to be accepted by the group. Group members would also be less likely to interrupt these members while speaking. Based on status research, these integral members are more likely to possess attributes that are high status (white, male, juniors and seniors). They are afforded more influence in groups because we tend to hold higher performance expectations of high-status individuals. We assume they will perform better on any number of tasks unless we have explicit information that suggests otherwise or the task was explicitly seen as a domain of a lower-status group. For example, if we knew that Rich—the senior, white man in our group—was flunking social psychology, we would have lower expectations of his competence on the group task. Likewise, if the class was home economics rather than social psychology and the group task was related to sewing, the group would draw on the cultural belief that women would perform better on such tasks and defer to Monica.


In sum, the group processes tradition focuses on a number of interesting topics that are integral aspects of social life. Both social exchange and status, for example, are ubiquitous in our daily interactions, and the usefulness of theorizing on these processes is clear. The tradition recognizes the importance of the groups and relationships in shaping individuals’ experiences. It explores processes both within and between groups. It also addresses inequality, a core sociological concern. Many topics of interest to this tradition are discussed in detail in later chapters. The role of groups in socialization processes is covered in Chapter 3, and the importance of social categories as shaping individual experiences are discussed in Chapter 6. Processes within and between groups, including group conflict and cohesion, are discussed in Chapters 13 and 14. Groups’ potential to engage in collective efforts for social change is covered in Chapter 17.


Limitations of Group Processes. The main criticism of the group processes tradition and related theories is that they are based, in large part, on research that was conducted in laboratories, with North American college students as participants. There are concerns that any results from WEIRD—Western, Educated, and from Industrialized, Rich, Democratic countries—research participants are not generalizable to people from other social groups or cultures (Henrich, Heine, & Norenzayan, 2010) and that the way people behave in the artificial situations presented in the laboratory are not indicative of how individuals would respond in everyday situations. Although these concerns are certainly important to keep in mind, as you will see in this book, the theories tested and developed in the laboratory are often based on “real world” events. Furthermore, a growing number of social psychologists are incorporating non-laboratory-based methods to diversify their research participants and settings (Collett & Avelis, 2011; Correll, Benard, & Paik, 2007). Chapter 2 discusses the value of various research methods in social psychology.


Social Structure and Personality


The third tradition in social psychology argues that we are each situated in unique positions in the social structure. For example, Professor Collett is a white woman who is married with a teenage son. She grew up outside of Seattle, graduating high school in the early 1990s. Neither of her parents graduated college. They opened a small restaurant when Professor Collett was in elementary school, and she spent a lot of time hanging out—and later working—in the family business. Social psychologists who adopt a social structure and personality approach believe these attributes and experiences that situate Professor Collett in the social structure influence her personality—her attitudes, values, and goals, among other things. You might assume, for example, that Professor Collett cares about education, because she teaches college and has a school-aged son. You might think of Seattle as a liberal place or assume that someone from the Seattle area likes coffee, Microsoft computers, or the rain. As a product of the early ’90s, you might imagine her to be more fond of Nirvana or Pearl Jam than Macklemore. You might assume that her parents’ education level and exposure to a family business might have influenced her orientation toward college and work. Although social psychologists are interested in describing general trends rather than individuals’ personalities, sociological social psychologists who work in this tradition are exploring similar topics. How does someone’s position in the social structure influence their personality?


The seminal work in social structure and personality (SSP) was conducted by Melvin Kohn and Carmi Schooler (Kohn, 1969; Kohn & Schooler, 1973). Described in more detail in Chapters 3 and 15, this research found important social class differences in childrearing—with middle- and upper-class parents valuing self-direction and curiosity over conformity, for example—and argued that these differences were rooted in the parents’ work conditions. Working-class parents were more likely to be employed in manufacturing jobs that rewarded conformity. Middle- and upper-class parents were more likely to be employed in sectors and positions that rewarded self-direction, creativity, and curiosity. The rewards at work reinforced these values in the parents, and through their child-rearing styles at home, the parents subsequently passed these values on to their children. These values likely influenced their children’s work orientations as well, which would ultimately affect the types of work they would be drawn to and recreate the connection between class, work, values, and parenting (Kohn & Schooler, 1982).


Social class is only one of many aspects of social structure of interest to social psychologists. Others include occupation, gender, marital and parental status, and education. Additionally, personality—as conceived by those who work in this tradition—extends beyond values and beliefs to behavior and both physical and mental health. Many of these topics are covered in the chapters to follow. Chapter 3 discusses socialization as the process through which we come to acquire values. Chapters 6 and 7 describe how our positions in social structure can influence the way we perceive events and the attitudes we hold. The connection between social structure and both prosocial (altruism and helping) and antisocial (aggression) behavior is covered in Chapters 10 and 11. Finally, Chapter 15 takes the social structure and personality approach as its focus, introducing a wide array of research in the tradition.


Limitations of Social Structure and Personality. Although some assert that the social structure and personality tradition is the most sociological of the social psychological approaches because of its consideration of macrosociological structures (Kohn, 1989), SSP does have its critics. The main criticism launched is that much of the research only describes a relationship—attractive people are happier than unattractive people, married people live longer than single people, groups with members who are similar tend to be more cohesive—and falls short of providing a mechanism, an explanation of why one thing leads to another. As you will see as you progress through this book, however, this is a somewhat unfair criticism. There are a number of causal mechanisms suggested throughout social psychology. However, the SSP tradition’s reliance on survey methods makes causal inferences difficult. The social structure and personality approach is also criticized because it fails to account for individuals who deviate from trends and averages. Not everyone from Seattle is liberal or appreciates musicians from the Pacific Northwest.


Cognitive Perspectives


Social psychologists who work in psychology tend to emphasize cognitive perspectives. The basic premise of cognitive theory is that the mental activities of the individual are important determinants of social behavior (Operario & Fiske, 1999). These mental activities, called cognitive processes, include perception, memory, judgment, problem solving, and decision making. Cognitive theory does not deny the importance of external stimuli, but it maintains that the link between stimulus and response is not direct; rather, the individual’s cognitive processes intervene between external stimuli and behavioral responses. Individuals not only actively interpret the meaning of stimuli but also select the actions to be made in response.


Historically, the cognitive approach to social psychology has been influenced by the ideas of Koffka, Kohler, and other theorists in the Gestalt movement of psychology. Central to Gestalt psychology is the principle that people respond to configurations of stimuli rather than to a single, discrete stimulus. In other words, people understand the meaning of a stimulus only by viewing it in the context of an entire system of elements (the gestalt) in which it is embedded. A chess master, for example, would not assess the importance of a chess piece on the board without considering its location and strategic capabilities vis-à-vis all the other pieces currently on the board. To comprehend the meaning of any element, we must look at the whole of which it is a part.


Cognitive theorists depict humans as active in selecting and interpreting stimuli (Fiske & Taylor, 1991; Moskowitz, Skurnik, & Galinksy, 1999). According to this view, people do more than react to their environment; they actively structure their world cognitively. First, humans are cognitive misers. Because individuals cannot possibly attend to all the complex stimuli that surround them, they select only those stimuli that are important or useful to them and ignore the others. Second, they actively control which categories or concepts they use to interpret the stimuli in the environment. There are a wide range of cognitive tactics available for people to draw from, and they choose the approach they take (Operario & Fiske, 1999). Humans are “motivated tacticians” (Fiske & Taylor, 1991). This means, of course, that various individuals can form dramatically different impressions of the same complex stimulus in the environment.


Consider, for example, what happens when several people view a vacant house displaying a bright “for rent” sign. When a building contractor passes the house, she pays primary attention to the quality of the house’s construction. She sees lumber, bricks, shingles, glass, and some repairs that need to be made. Another person, a potential renter, sees the house very differently. He notes that it is located close to his job and wonders whether the neighborhood is safe and whether the house is expensive to heat in winter. The real estate agent trying to rent the house construes it in still different terms—cash flow, occupancy rate, depreciation, mortgage, and amortization. One of the young children living in the neighborhood has yet another view; observing that no person has lived in the house for several months, he is convinced the house is haunted.


Cognitive Structure and Schemas. Central to the cognitive perspective is the concept of cognitive structure, which refers broadly to any form of organization among cognitions (concepts and beliefs). Because a person’s cognitions are interrelated, cognitive theory gives special emphasis to exactly how they are structured and organized in memory and how they affect a person’s judgments.


Social psychologists have proposed that individuals use specific cognitive structures called schemas to make sense of complex information about other persons, groups, and situations. The term schema is derived from the Greek word for “form,” and it refers to the form or basic sketch of what we know about people and things. For example, our schema for “law student” might be a set of traits thought to be characteristic of such persons: intelligent, analytic and logical, argumentative (perhaps even combative), and thorough with an eagle eye for details, strategically skillful in interpersonal relations, and (occasionally) committed to seeing justice done. This schema, no doubt, reflects our own experience with lawyers and law students as well as our conception of which traits are necessary for success in the legal profession. That we hold this schema does not mean we believe that everyone with this set of characteristics is a law student or that every law student will have all of these characteristics. We might be surprised, however, if we met someone who impressed us as unmethodical, illogical, withdrawn, inarticulate, inattentive, sloppy, and not very intelligent and then later discovered he was a law student.


Schemas are important in social relations because they help us interpret the environment efficiently. Whenever we encounter a person for the first time, we usually form an impression of what he or she is like. In doing this, we not only observe the person’s behavior but also rely on our knowledge of similar persons we have met in the past; that is, we use our schema regarding this type of person. Schemas help us process information by enabling us to recognize which personal characteristics are important in the interaction and which are not. They structure and organize information about the person, and they help us remember information better and process it more quickly. Sometimes they fill gaps in knowledge and enable us to make inferences and judgments about others.


[image: Many comedies make use of schemas. In order to find humor...]


Many comedies make use of schemas. In order to find humor in Elle Woods pursuing a law degree at Harvard in the movie Legally Blonde, you must first understand that she does not fit the schema for a law student. Throughout the movie, Woods’s interactions with those who do fit the law school student schema provide stark contrast and set the stage for humorous situations. © Bureau L.A. Collection/Sygma/Corbis


To illustrate further, consider a law school admissions officer who faces the task of deciding which candidates to admit as students. To assist in processing applications, she uses a schema for “strong law student candidate” that is based on traits believed to predict success in law school and beyond. The admissions officer doubtless pays close attention to information regarding candidates that is relevant to her schema for law students, and she most likely ignores or downplays other information. LSAT scores do matter, whereas eye color does not; undergraduate GPA does matter, whereas ability to throw a football does not; and so on.


Schemas are rarely perfect as predictive devices, and the admissions officer probably will make mistakes, admitting some candidates who fail to complete law school and turning down some candidates who would have succeeded. Moreover, another admissions officer with a different schema might admit a different set of students to law school. Schemas also figure centrally in our stereotypes and discriminatory attitudes. If, for example, an admissions officer includes only the race “White” in her schema for successful law students, she will be less likely to admit African Americans. Despite their drawbacks, schemas are more efficient ways to process social information than having no systematic framework at all. Thus, they persist as important cognitive mechanisms even when less than perfect. Schemas will be discussed in more detail in Chapter 6.


Dual-Process Theory of Information Processing. Much of the recent work in psychological social psychology incorporates dual-process models. Like the sociological approaches outlined earlier, the dual-process theory is a theoretical perspective that subsumes a number of specific theories. Theories associated with this theoretical perspective are all based on the notion that we process information two ways—automatically and deliberately—and this influences perception, impression formation, and attributions (Chapter 6), attitudes (Chapter 7), persuasion (Chapter 9), attraction (Chapter 12), and stereotyping (Chapters 6 and 13), among other social psychological processes.


The automatic process of perception occurs so quickly that individuals fail to even notice it. This automaticity relies on the use of heuristics—cognitive shortcuts using readily accessible information based on experience—that aid in information processing. Schemas, as outlined above, are a good example. Individuals have learned, over time, the content of a variety of schemas. We have ideas about women and men, law students and sorority sisters, Blacks and Whites. When we encounter someone new, we use heuristics to classify them into a category using salient physical features, behaviors, or labels provided to us through means of an introduction or setting. Once classified, heuristics also help us determine what to expect from them and how to treat them—without giving any conscious thought to the categorization or these expectations. These processes are automatic and require little effort.


However, if we decide to keep processing, a more conscious and deliberate process occurs. This high-effort systematic processing as it relates to forming impressions of people we encounter is shown in Figure 1.2. This process takes place if the person is of even minimal relevance to us. If you are walking down the street late at night, for example, you want to know whether you can trust the person who is walking toward you. Are they a threat? Are they benevolent? Additional processing takes place because you are seeking out a more accurate judgment than what is provided through unconscious processing alone. It can also occur because the information presented to us is so inconsistent with our heuristics (Elle Woods does not fit our schema for a law student, the person walking toward us is a Black man whistling a concerto by Vivaldi [Steele, 2011]). Based on this dual-processing view, we are not doomed to be cognitive misers who act on autopilot throughout our lives. We are capable of more elaborate processing, but we must have reason to set that high-effort processing in motion (Moskowitz, Skurnik, & Galinksy, 1999).


Social Identity Theory. Social identity theory grew out of a concern that psychology had become too reductionist and was only concerned about the individual. This perspective argues that while we sometimes think, feel, and act as individuals, most of our behavior stems from the social groups that we belong to (Operario & Fiske, 1999). The most sociological of the psychological perspectives, social identity argues that individuals’ identification with societal structures—groups, organizations, cultures—guides cognitive processes (Markus, Kitayama, & Heiman, 1996). Identification is central here. If someone does not identify with a group, it is not psychologically real (Hogg, 2006). This is why social identity theory is a cognitive theory. Self-categorization—a cognitive process—is instrumental in social identity processes (Turner 1987).


We categorize ourselves and others into groups using a type of schema called a prototype. We decide that we are a member of a group because we fit a schema of typical group members. This categorization affects our self-concept, of course, but it also influences our perceptions of others. We view ourselves and those who we classify as fellow group members more positively. Because of this, we feel a sense of camaraderie and cohesion with our social groups. However, the same processes lead us to feel distinct from those who are not in our social group, and the cognitive shortcuts we take in classification tend to exaggerate the differences between us and them.
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FIGURE 1.2  The continuum Model of impression Formation


This model illustrates the dual processes at work when we form impressions of people we encounter. The initial categorization is low effort and occurs immediately upon perception of the person. If the person we encounter is relevant to us, this sets in motion a high-effort process in which we allocate additional attention to the person to try to confirm our original categorization or to recategorize the person. These categorizations guide our responses (affect, cognition, and behavior) to the person. However, if we are unable to categorize (or recategorize) the person we encounter, we will conduct an attribute-by-attribute analysis of the person to determine how to respond to him or her and whether additional attention is needed. Adapted from Figure 11.1 in Fiske, Lin, and Neuberg (1999), The Continuum Model: Ten Years Later.


Social identity processes appear throughout the text. Chapter 4 describes the importance of social identities in self-concepts. Chapter 6 covers prototypes and stereotypes. Chapter 13 discusses both inter- and intragroup dynamics like cohesion and conformity, ethnocentrism, and discrimination.


In sum, cognitive theory is an incredibly active area in psychological social psychology, and it continues to produce many insights and striking predictions regarding individual and social behavior. It is among the more popular and productive approaches in social psychology.


Limitations of Cognitive Perspectives. One drawback of cognitive theories is that they simplify—and sometimes oversimplify—the way in which people process information, an inherently complex phenomenon. Another drawback is that cognitive phenomena are not directly observable; they must be inferred from what people say and do. This means that compelling and definitive tests of theoretical predictions from cognitive theory are sometimes difficult to conduct. However, methodological advances—including the ability to subliminally prime subjects, to measure millisecond reaction times, and to use fMRI scans—are making such research increasingly possible (Operario & Fiske, 1999).


Evolutionary Theory


The last theoretical perspective of this chapter is evolutionary theory. Although it is not one of the main perspectives in contemporary social psychology, it is found throughout the topics in this book and, therefore, is still an important perspective to understand moving forward. When we think of Charles Darwin and evolution, we most often think of the development of physical characteristics. How, for example, did humans develop binocular vision or the ability to walk upright? How did some animals develop an acute sense of smell, whereas others depend for survival on their ability to see at low levels of light? Evolutionary psychologists—and sociobiologists—do not stop with strictly physical characteristics, however. They extend evolutionary ideas to explain a great deal of social behavior, including altruism, aggression, mate selection, sexual behavior, and even such seemingly arcane topics as why presidents of the United States are taller than the average man (Buss & Kenrick, 1998).


Evolutionary Foundations of Behavior. Evolutionary psychology locates the roots of social behavior in our genes and, therefore, intimately links the psychological and social to the biological (Buss, 1999; Symons, 1992; Wilson, 1975). In effect, social behavior, or the predisposition toward certain behaviors, is encoded in our genetic material and is passed on through reproduction. In physical evolution, those characteristics that enable the individual to survive and pass on its genetic code are ones that will eventually occur more frequently in the population. For instance, animals whose camouflage coloring allows them to escape predators will be more likely to survive and produce offspring—who will then receive the advantageous coloring from their parents. Animals of the same species whose camouflage coloring is less efficient will be more likely to be caught and killed before they can reproduce. Thus, over time, the camouflaged animals increase in number relative to the others, who will fade from the population over the generations.













BOX 1.3  Research Update: Evolutionary Theory and Mate Poaching


When people are searching for mates—either for long-term relationships or for short-term sexual interactions—they must select targets for their advances. One set of individuals who might seem off-limits are those who are already involved in another relationship. When seduction is aimed at someone who is already attached to another, researchers call it “mate poaching,” and although we may frown on the idea, in practice, around half of us attempt to poach (Schmitt et al., 2004). But some of us are more likely to poach than others: About 60 percent of men use this mating strategy, whereas only 40 percent of women try it, and those looking for short-term engagements are more likely to use it than are those looking for long-term relationships. Can evolutionary theory help us understand these social patterns?


Recent studies suggest that evolutionary principles are important in explaining mate poaching attempts. First, in a very broad study conducted across 53 different nations, Schmitt and colleagues found that mate poaching occurred commonly in every one of these countries. The fact that poaching exists in such a large variety of starkly different social contexts suggests strongly that it is a universal, genetically encoded behavior. Second, men consistently have different mating strategies than women do. Their preferences for mate characteristics are more focused on physical attractiveness and youth, whereas women are more focused on their potential mate’s resources. Evolutionary psychologists believe that men have these preferences because their genetic code will be more successful if they target healthy women who can successfully bear children. Because these women are in high demand, they tend to be in relationships and, thus, become targets for poaching. In addition, men will be more successful replicating themselves genetically if they broadcast their genetic code broadly. Thus, they are more likely than women are to pursue short-term relationships, including short-term attempts to poach desirable women. Because men are more focused on short-term sexual engagement, women who would like to be poached are more successful if they send signals that they are sexually accessible. Conversely, men who display or devote resources are more likely to be targeted by women poachers who have more limited ability to pass on their genetic code and, thus, wish to ensure the successful birth and development of their offspring.


For more on mate poaching and evolutionary theory, see Schmitt et al. (2004).


Adapted from Schmitt et al., 2004; Schmitt & Buss, 2001; Schmitt & Shackelford, 2003.














The same process, argue evolutionary psychologists, occurs with respect to social behaviors. Predispositions for certain behaviors are coded in genes, and these preprogrammed mental modules affect the behavior of our genetically similar offspring (Donald, 1991). Consider one area of research that has received a great deal of attention by evolutionary psychologists: mate selection. Psychologists have observed that men strongly value physical attractiveness and youthful appearance in a potential mate, whereas women focus more on the mate’s ability to provide resources for herself and their offspring (Buss, 1994). Why does this difference occur? From an evolutionary perspective, it must be that the different strategies differentially enable men and women to produce successful offspring. The source of the difference lies in the span of fertility—men can continue to reproduce nearly their entire lives, whereas women have a much more constricted period in which they can have children. Therefore, men who prefer to mate with women past their childbearing years will not produce offspring. Over time, then, a genetic preference for older women will be eliminated from the population because these men will not reproduce. Men who prefer younger women will reproduce at a much higher rate, and thus this social behavior will dominate men’s approach to mating.


Conversely, women are less concerned about a mate’s age because even much older men can produce offspring. Women’s concerns about successful reproduction are focused on the resources necessary for a successful pregnancy and for ensuring the proper development of the child. According to Buss and Kenrick (1998), women’s solution to this problem has been to select mates who have the resources and willingness to assist during the pregnancy and after. Women who do not prefer such men or do not have the ability to identify them will be less likely to have successful pregnancies and child-rearing experiences. Therefore, women’s preference for resource-providing men will eventually dominate in the population.


Using this basic notion of evolutionary selection, evolutionary psychologists have developed explanations for an extremely wide variety of social behaviors. For example, altruistic or prosocial behaviors initially seem to provide a paradox for evolutionary theory. Why would an individual reduce its chances of survival and reproduction by helping others? One answer, as demonstrated in a number of studies, is that individuals are most likely to assist those to whom they are genetically related (Dawkins, 1982). Because individuals share genetic material with those they assist, they help pass on their own genetic code even if their own chances of survival are compromised.
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Today many argue that human behavior stems from an interaction between genes and environment. However, early evolutionary psychology—including sociobiology in the 1970s—made general, far-reaching claims about the influence of genes, arguing that they exerted significant control over a wide range of human behaviors. © Bettyphoto/shutterstock


Evolution also helps to explain parenting practices. For example, men tend to be somewhat less invested in parenting than women because they invest less in producing offspring—a single sexual act versus nine months of gestation and giving birth. Adults are also more likely to abuse their stepchildren than their biological children (Lennington, 1981). Again, evolutionary psychologists would argue that this difference can be traced to the fact that parents share genetic material with their biological children but not with their stepchildren (Piliavin & LePore, 1995). These and many other topics will be examined using evolutionary ideas throughout the book, particularly in Chapters 3 (Socialization Through the Life Course), 6 (Social Perception and Cognition), 10 (Altruism and Prosocial Behavior), 11 (Aggression) and 12 (Interpersonal Attraction and Relationships).


Limitations of Evolutionary Theory. Although the perspective continues to guide some social psychological work, the evolutionary perspective never eclipsed other theoretical approaches to social psychology and has been subject to a fair amount of criticism (Caporeal, 2001; Rose & Rose, 2000). The most persistent critique accuses evolutionary psychologists of circular reasoning (Kenrick, 1995). Typically, the evolutionary psychologist observes some characteristic of the social world and then constructs an explanation for it based on its supposed contribution to genetic fitness. The logic of the argument then becomes: Why does this behavior occur? Because it improves the odds of passing on one’s genes. But how do we know it improves those odds? Because it occurs. This logical trap is, in some sense, unavoidable because we cannot travel back in time to observe the actual evolution of social behavior.


The problem appears most clearly when we consider the possibility of alternative outcomes. For example, we may observe that men are more accepting of casual sex than women. The evolutionary explanation for this difference between men and women is that men can maximize the survival of their genetic material by spreading it as widely as possible. Women, however, need to know who the father of their children is and extract support from him to ensure the successful transmission of their own genes. Suppose, however, that women were actually more accepting of casual sex than men. This could also easily be explained by the evolutionary perspective. A man cannot be certain that a child is his, so a strong commitment to a monogamous relationship would help ensure that it is actually his genes that are being passed to a child. Women, however, are always 100 percent sure that their own genes are passed down to their children, so in terms of genetic fitness, it should not matter to them who is the father. Because these after-the-fact explanations are always easy to construct and difficult to prove, it can be very difficult to judge them against competing arguments. Therefore, although the evolutionary perspective has a number of supporters, it still has major obstacles to overcome before achieving widespread acceptance as a useful explanation for social behavior.


The five theoretical perspectives discussed here—symbolic interaction, group processes, social structure and personality, cognitive perspectives, and evolutionary theory—differ with respect to the issues they address, the concepts they draw on, and the behavior they attend to. The three sociological perspectives begin with society and consider how social forces influence the individual, favoring external—structural and interactional—processes. The two psychological perspectives, however, tend to privilege internal, cognitive processes because they start with the individual (Stryker, 2001). However, these perspectives should be seen as complementary rather than competing. For example, cognitive theories stress the importance of schemas and cognitive structure in determining judgments and behavior but connect with symbolic interaction in arguing that the content of these schemas and cognitive structures are learned in social interaction and with social structure and personality in that these schemas and cognitive structures are based on positions and roles individuals hold in social structures.


Because of the overlap, in the chapters that follow, insight from these perspectives is most often presented without explicit mention of the guiding theoretical perspective. Social psychology is a collective enterprise, with sociologists and psychologists routinely drawing on each other’s work (Thoits, 1995). This textbook is unique in the way it bridges these two disciplines—giving voice to both sociological social psychology and the more psychological approaches—and presents social psychology to a new generation of students as a collective enterprise with much of interest to people regardless of their disciplinary orientation.







SUMMARY







This chapter considered the fundamental characteristics of social psychology and important theoretical perspectives in the field.


What Is Social Psychology? There are several ways to characterize social psychology. (1) By definition, social psychology is the systematic study of the nature and causes of human social behavior. When thinking about behavior, social psychologists are not only interested in what people do but also what they feel and think. (2) Social psychology has several core concerns, including the impact of one individual on another individual’s behavior and beliefs, the impact of a group on a member’s behavior and beliefs, the impact of a member on the group’s activities and structure, the impact of one group on another group’s activities and structure, and the impact of social context on individuals and groups. (3) Social psychology has a close relationship with other social sciences, especially sociology and psychology. Although they emphasize different issues and often use different research methods, both psychologists and sociologists have contributed significantly to social psychology, and it can be an interdisciplinary enterprise.


Theoretical Perspectives in Social Psychology. A theoretical perspective is a broad theory based on particular assumptions about human nature that offers explanations for a wide range of social behaviors. This chapter discussed five theoretical perspectives: symbolic interaction, group processes, social structure and personality, a cognitive perspective, and evolutionary theory. (1) Symbolic interaction theory holds that human nature and social order are products of communication among people. It stresses the importance of the self, of role taking, and of consensus in social interaction. It is most useful in explaining fluid, contingent encounters among people. (2) The group processes perspective focuses its attention on interaction in social groups or networks. It mainly draws on experimental research to demonstrate how the structure of groups can influence individual behavior within groups. (3) Social structure and personality argues that individuals’ positions in the social structure influence their thoughts, feelings, and behaviors. Some argue that it is the most sociological of the approaches because it considers how macrosociological structures influence individuals. (4) Cognitive theories hold that such processes as perception, memory, and judgment are significant determinants of social behavior. Differences in cognitions, including the use of low-effort or high-effort cognitive processing, help to illuminate why individuals may behave differently from one another in any given situation. (5) Evolutionary theory posits that social behavior is a product of long-term evolutionary adaptation. Behavioral tendencies exist in human beings because these behaviors aided our ancestors in their attempts to survive and reproduce.
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Critical Thinking Skill: An Introduction to Critical Thinking


[image: ]


A variety of stakeholders, including employers and graduate and professional program faculty and administrators, are interested in college graduates with well-developed critical thinking skills. To help students develop these skills, this chapter and all that follow will include sections labeled Critical Thinking Skill. These exercises will not only improve your critical thinking skills as applied to Social Psychology but will also give you the tools to engage critical thinking in other classes and in other areas of your life.


According to Diane Halpern, an expert in critical thinking:


Critical thinking is the use of those cognitive skills and strategies that increases the probability of a desirable outcome. It is purposeful, reasoned, and goal directed. It is the kind of thinking involved in solving problems, formulating inferences, calculating likelihoods, and making decisions. . . . Critical thinking also involves evaluating the thinking process—the reasoning that went into the conclusions we have arrived at or the kinds of factors considered in making a decision. (Halpern, 2002, p. 93)


Critical thinking is logical and fact based. Critical thinkers work to overcome bias and avoid self-deception. Most importantly, critical thinking is a skill set that we can acquire and can use throughout our lives. Once we acquire the ability, we can think critically in a range of situations to make better decisions and experience positive outcomes (Halpern, 1998).


Because of the benefits of critical thinking, colleges and universities are increasingly working to improve students’ critical thinking skills to help graduates navigate a world with growing access to information. To help students be competitive in today’s knowledge-based economy and to flourish in a world where individuals are inundated with information from a variety of sources, it is increasingly important that citizens are adept at evaluating information in a rational, deliberate manner.


Each Critical Thinking Skill exercise will engage a particular critical thinking skill as applied to social psychology. However, you will find that these skills will have applications throughout your life and that becoming a critical thinker will have benefits far beyond this course.


Understand Diverse Causal Forces. Most of us pay little attention to our everyday behaviors, feelings, and thoughts. Consider a trip to the movies. In American culture, we tend to sit quietly in a theater, laugh during comedies and cry during dramas, and think popcorn, candy, and soda are appropriate movie-viewing foods. We like to believe that we choose all of these actions freely, but do we?


As the theoretical perspectives covered in this chapter suggest, very little of what we do in our everyday life is based on individual actors making truly unique decisions. One of the best ways to see the social nature of our psychology—to learn social psychology—is to begin to question the motivation behind actions we often take for granted, “to recognize the social significance in mundane behaviors” (Fine, 1995, p. 6). Being attuned to the sources of our thoughts, feelings, and behavior is also important to critical thinking because understanding ourselves helps us understand our biases and reasoning.


Let’s begin by thinking about a mundane behavior we all engage in: eating. I would bet that you gave little thought to what you ate for breakfast today (or if you decided to eat breakfast at all). However, the choice was actually socially significant. According to Gary Alan Fine, there are four dimensions at play in human action: body, mind, others, and culture.


I will use myself as an example. Today I had a cup of coffee and a bowl of cereal with milk for breakfast. I ate because my body signaled it was hungry, with a growling in my stomach. My mind interpreted this growling as a sign that I should eat. I learned to interpret sensations like the growling stomach in interaction with others. My mother always told me to eat breakfast, and she and others taught me, whether explicitly or implicitly, what an appropriate breakfast is and that the caffeine in coffee would wake me up. In this way, others influenced the way my mind processes information by teaching me to categorize foods as appropriate or inappropriate for breakfast. Culture also influences what we see as breakfast foods. Even though I know that soup would satiate my hunger, I was less likely to choose it or to crave it because of my cultural background. Whereas someone from an Asian culture might eat soup for breakfast, Americans traditionally do not. Cultural beliefs also shift over time. My grandparents would never have eaten cold cereal for breakfast. They would have eaten their cereal piping hot.


By stopping to think not only about why I ate breakfast (although that, too, is worth considering similarly) but also about why I chose what I did for breakfast, I can see how little physiological processes, innate cognition, or my own unique thoughts and desires had to do with my action. Instead, I recognize the social influences in shaping what I think, feel, and do. What did you eat for breakfast? How did these four dimensions or a subset of them influence that action? Similarly, what did you decide to wear today? Where are you reading this chapter? Are you doing anything else while studying? What other mundane behaviors can you see as socially significant by using this same framework?


When we stop to evaluate the sources of our mundane behaviors, we are not only recognizing the importance of social psychological processes and interaction; we are also training ourselves to evaluate all actions—whether mundane or not—to better interpret and understand them and those who engage in them.
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INTRODUCTION







The field of social psychology relies on empirical research, which is the systematic investigation of observable phenomena (behavior, events) in the world. Researchers try to collect information about behavior and events in an accurate and unbiased form. This information, which may be either quantitative or qualitative, enables social psychologists to describe reality in detail and to develop theories about social behavior.


When conducting empirical research, investigators usually employ a methodology, which is a set of systematic procedures that guide the collection and analysis of data. In a typical study, investigators begin with a question or hypothesis amenable to investigation. Next they develop a research design. Then, they go into a research setting and collect the data. Next, they code and analyze the data to test hypotheses and arrive at various conclusions about the behaviors or events under investigation. Throughout this process, investigators follow specific procedures to ensure the validity of the findings.


When investigators report their research to the wider community of social psychologists, they describe not only the results but also the methodology used to obtain the results. By reporting their methods, they make it possible for other investigators to independently verify their findings.


Independent verification of research findings is one of the hallmarks of any science. Suppose, for instance, that an investigator were to report some unanticipated empirical findings that ran contrary to established theory. Other investigators might wish to replicate the study to see whether they can obtain the same findings in other settings with different participants. Through this process, investigators with differing perspectives can identify and eliminate biases in the original study. If the results are replicable, they are more likely to be accepted by other social psychologists as reliable, general findings.


Questions about Research Methods


In this chapter, we will discuss the research methods used in contemporary social psychology. This discussion will provide a foundation for understanding and evaluating the empirical studies discussed throughout this book. We address the following questions:


       1.   What are the basic goals that underlie social psychological research? What form do research hypotheses assume? What steps can researchers take to ensure the validity of their findings?


       2.   What are the defining characteristics of research methods, such as surveys, naturalistic observation, archival research, and laboratory and field experiments? What are the strengths and weaknesses of each? What is a meta-analysis?


       3.   What issues are raised when we undertake research on diverse groups within a society or on members of other cultures?


       4.   What ethical issues are important in the conduct of social psychological research? Which safeguards are available to protect the rights of participants? Are there potential benefits to the participants?







CHARACTERISTICS OF EMPIRICAL RESEARCH







In this chapter, we discuss the major research methods used by social psychologists. These methods include surveys, field observation, archival studies, and experiments. Before looking at these in detail, however, we will review some issues common to all forms of empirical research. Specifically, we will consider the objectives that typically underlie empirical research, the nature of the hypotheses that guide research, and the factors that affect the validity of research findings.


Objectives of Research


Investigators conduct social psychological studies for a variety of reasons. Their objectives usually include one or more of the following: describing reality, identifying correlations between variables, testing causal hypotheses, and developing and testing theories.


In some studies, the central objective is simply to describe reality in accurate and precise terms. An investigator may wish to characterize some behavior or describe the features of a social process. Description is often the paramount goal when a researcher investigates a phenomenon about which little or nothing is known. Even when investigating more familiar phenomena, a researcher may wish to ascertain the frequency with which a particular attitude or behavior occurs in a specified group or population. For instance, during election years, researchers routinely conduct public opinion polls to learn how Americans feel about political candidates, issues, and parties. Their goal is to describe public sentiment with great accuracy and precision.


A second objective of research is to ascertain whether a correlation exists between two or more behaviors or attributes. Researchers might conduct a survey, for example, to find out whether growing older is associated with changes in a person’s sexual behavior (Karraker & DeLamater, 2013) or whether how children spend their time is related to their scores on standard achievement tests (Hofferth & Sandberg, 2001). Although a correlation between variables may reflect an underlying causal relation, two variables can be correlated without one causing the other; this will happen, for instance, if both are caused by a third variable. Correlation alone is not sufficient evidence for causation.


A third objective of research, then, is to discover the causes of some behavior or event. When pursuing this goal, the researcher first develops a causal hypothesis, which is a statement that differences or changes in one behavior or event produce a difference or change in another behavior or event. For instance, an investigator might hypothesize that studying for an exam in groups will produce higher grades than studying for the exam individually. After specifying the hypothesis, the investigator collects data to test the hypothesis. To support the hypothesis of causality, this test must show that differences or changes in one variable produce differences or changes in the other. Moreover, the design of the test must preclude or eliminate plausible alternative (noncausal) interpretations of the data. Frequently, the best way to test a causal hypothesis is by an experiment, a topic discussed in greater detail further on.


A fourth objective of social psychological research is to test existing theories and to develop new ones. A theory is a set of interrelated hypotheses that explains some observable behavior(s) or event(s). Frequently, a theory will serve as a basis for predicting future events. Tests of theories resemble tests of hypotheses, except that several interrelated hypotheses are assessed at once. In some cases, investigators juxtapose theories that make different predictions, and the results of the test may enable them to reject one theory in favor of another.


Research Hypotheses


In broad terms, a hypothesis is a conjectural statement of the relation between two or more variables. Many social psychological studies begin with one or more hypotheses. To test whether a hypothesis is correct, an investigator will first ask what observations would be expected if the hypothesis is true; then, he or she will take some observations or measures of reality and compare these with what is expected under the hypothesis. If a discrepancy is noted, it constitutes evidence against the hypothesis and may lead to its rejection.


There are various types of hypotheses. Some hypotheses are noncausal in nature; for example, “Variables X and Y are correlated, such that high levels of X occur with low levels of Y” (negative correlation). Noncausal hypotheses make statements about observed relations between variables.


Other hypotheses are explicitly causal in nature. For instance, a causal hypothesis relating two variables might take the form “X causes Y” or “Higher levels of X produce lower levels of Y” or “An increase in X will produce a decrease in Y.” Sometimes, of course, causal hypotheses are more explicit and qualified in scope; for example, “If conditions A and B are present, then an increase of 1 unit in X will cause a decrease of 6 units in Y.”


Causal hypotheses always include at least two variables—an independent variable and a dependent variable. An independent variable is any variable considered to cause or have an effect on some other variable(s). A dependent variable is any variable caused by some other variable. The dependent variable changes in response to changes in the independent variable. In the preceding example where X causes Y, X is the independent variable and Y is the dependent variable.


Another important type—the extraneous variable—is any variable that is not expressly included in the hypothesis but that nevertheless has a causal impact on the dependent variable. Extraneous variables are widespread in social psychology because most dependent variables of interest have more than one cause.


Validity of Findings


One cannot take for granted that the findings of any given study will have validity. Consider a situation where an investigator is studying deviant behavior. In particular, she is investigating the extent to which cheating by college students occurs on exams. Reasoning that it is more difficult for people monitoring an exam to keep students under surveillance in large classes than in smaller ones, she hypothesizes that a higher rate of cheating will occur on exams in large classes than in small. To test this hypothesis, she collects data on cheating in both large classes and small ones and then analyzes the data. Her results show that more cheating per student occurs in the larger classes. Thus, the data apparently support the investigator’s research hypothesis.


A few days later, however, a colleague points out that all the large classes in her study used multiple-choice exams, whereas all the small classes used short answer and essay exams. The investigator immediately realizes that an extraneous variable (exam format) is confounded with the independent variable (class size) and may be operating as a cause in her data. The apparent support for her research hypothesis (more cheating in large classes) may be nothing more than an artifact. Perhaps the true effect is that more cheating occurs on multiple-choice exams than on essay exams, irrespective of class size.


We say that the findings of a study have internal validity if they are free from contamination by extraneous variables. Internal validity is a matter of degree; findings may have high or low internal validity. Obviously, the investigator’s findings about the effect of class size on cheating have low internal validity due to the possibly confounding effect of exam format. Internal validity is very important. Without internal validity, a study cannot provide clear, interpretable results.


To achieve results with higher internal validity, the investigator might repeat the study with an improved design. For instance, our investigator might repeat her study with only one exam format (say, multiple choice) in both large and small classes. Then she could test whether class size affects the rate of cheating on multiple-choice exams. By holding constant the extraneous variable (exam format), her new design will have greater internal validity. Better still, she might use a more complex design that includes all four logical possibilities (that is, small class/multiple choice; small class/essay; large class/multiple choice; large class/essay). She could analyze the data from this design to estimate separately the relative impacts of class size and exam format on cheating. In effect, this design converts an extraneous variable (exam format) into a second independent variable. Although better, it is not a perfect design, because other extraneous variables could still be operating as causes of cheating—and they may be confounded with class size and exam format.


As important as internal validity is, it is not the only concern of the investigator. Another concern is external validity. External validity is the extent to which a causal relationship, once identified in a particular setting with a particular population, can be generalized to other populations, settings, or time periods. Even if an investigator’s results have internal validity, they may lack external validity; that is, they may hold only for the specific group and setting studied and not generalize to others. For instance, if the investigator studying cheating and class size conducted her study in a 2-year college, there is no assurance that the findings (whatever they turn out to be) would also apply to students in other settings, such as high schools or 4-year colleges or universities. In general, external validity is important and desirable, because the results of a study often have general importance only if they generalize beyond the particular setting in which they appeared.







RESEARCH METHODS







Although there are many ways of collecting data about social behavior, most social psychological studies use one or another of four main methods. These methods are surveys, naturalistic observation, archival research based on content analysis, and experiments. We discuss each of these methods in turn.


Surveys


A survey is a procedure for collecting information by asking members of some population a set of questions and recording their responses. The survey technique is very useful for identifying the average or typical response to a question, as well as the distribution of responses within the population. It is also useful for identifying how groups of respondents differ from one another. For instance, Prince-Gibson and Schwartz (1998) used a survey to test a set of hypotheses about gender differences in values. They predicted that men would more strongly value power, achievement, hedonism, and stimulation, whereas women would value benevolence, conformity, tradition, and security. The hypotheses were tested using data from a probability sample of the Israeli Jewish population. Contrary to predictions, there were no significant differences in the mean ratings of the importance of these values given by men and women. Because some research conducted in the 1970s and 1980s did report such differences, the authors concluded that their results suggest that men’s and women’s values are converging.
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Working from a schedule of questions, the survey interviewer carefully records the answers given by a respondent. © wdstock/iStock


Purpose of a Survey. Investigators often conduct surveys to obtain self-reports from individuals about their own attributes—that is, their attitudes, behavior, and experiences. Information of this type enables investigators to discover the distribution of attributes in the population and to determine whether a relationship exists between two or more attributes of interest.


One form of survey—the public opinion poll—has become very common in the United States. Several organizations specialize in conducting surveys that measure the frequency and strength of favorable or unfavorable attitudes toward public issues, political figures and institutions, and candidates for office. These polls play a significant role in American politics, for their findings increasingly influence public policy and the positions taken by political figures (Halberstam, 1979; Ratzan, 1989). Presidential candidates used the results of such polls to guide their decisions during the 2012 election campaign, and they will do so again in 2016.


Investigators also often use surveys to obtain data about various social problems. For instance, government agencies and individual researchers have conducted surveys on sexual activity and pregnancy risk among single women (Lindberg & Singh, 2008) and on alcohol and drug use by teenagers (Substance Abuse and Mental Health Services Administration, 2012). Information about the extent of such activities and the people involved in them is requisite to developing effective social policies.


Finally, investigators often conduct surveys with the primary objective of making basic theoretical contributions to social psychology. For instance, many studies of socialization processes and outcomes, psychological well-being, discrimination and prejudice, attitude-behavior relationships, and collective behavior have used survey methods.


Types of Surveys. There are two basic types of surveys—those based on interviews and those based on questionnaires. In an interview survey, a person serves as an interviewer and records the answers from the respondents. To ensure that each respondent in the study receives the same questions, the interviewer usually works from an interview schedule. This schedule indicates the exact order and wording of questions. In certain studies, however, the interviewer has flexibility in determining the exact order and wording of questions, but he or she is expected to make sure that certain topics are covered. One advantage of using an interview is that the interviewer can adjust the questioning to the respondent. That is, he or she can look for verbal or nonverbal signs that the respondent does not understand a question and repeat or clarify the question as needed (Moore, 2004).


In a questionnaire survey, the questions appear on paper or a computer screen, and the respondents read and answer them at their own pace. No interviewer is present. One advantage of questionnaires over interviews is that questionnaires cost less to administer. The cost of a national survey using trained personnel to conduct face-to-face interviews is rather large; it can run as much as $250 to $300 or more per completed interview, although this varies with the length of the interview and other factors. In contrast, the same survey using questionnaires mailed to respondents would cost considerably less—maybe as little as $15 per completed form. The same survey posted online may cost only two or three dollars per completed survey. The major disadvantage of questionnaires lies in the response rate—the percentage of people contacted who complete the survey. Whereas an interview study can obtain response rates of 75 to 80 percent or more, mailed questionnaires rarely attain more than a 50 percent response rate. Online surveys may have only a 20 percent response rate. Because a high response rate is very desirable, this is a significant disadvantage for mailed questionnaires and online surveys.


A compromise between interviews and questionnaires is the telephone interview. This is the standard method used by public opinion polling organizations, such as Gallup and Roper. Investigators are using it in basic research as well. The telephone interview uses a trained interviewer to ask the questions, but it sacrifices the visual feedback available in a face-to-face interview. It is cheaper (about $60 per completed interview, depending on length) than the face-to-face interview, although it typically involves a somewhat lower response rate (about 65 percent). Many surveys now use computer-assisted telephone interviewing (CATI). With CATI, the computer randomly selects and dials telephone numbers. Once a potential respondent is on the line, the interviewer takes over and conducts the interview. He or she reads some questions and enters the answers directly into the computer when the respondent gives them. In listing questions to ask, the computer may alter later questions in light of earlier answers by the respondent.


The latest innovation is the web survey, using the Internet to collect survey data. Researchers prepare a questionnaire using specially designed software and post it on the web. Potential participants are recruited either directly through targeted e-mail, or by banners on relevant webpages. The software may allow some tailoring of the later questions to the person’s earlier answers, an advantage over the printed survey.


Potential advantages include the opportunity to recruit people with specific characteristics, or unique populations (Wright, 2005). Thus, a researcher in a racially homogenous community can recruit members of other racial/ethnic groups from around the United States (or indeed the world) for a study of prejudice. A researcher on a college campus can move beyond the study of students and recruit a more representative sample of adults of all ages. Further, one can recruit a large sample with a minimum of effort. For example, one web survey of gays, lesbians, and bisexuals yielded 2,800 completed surveys in just 2 months (Mustanski, 2001). Another advantage is that data are recorded in digital form, eliminating the need for coding handwritten material, facilitating a shortened analysis phase.


Disadvantages include sampling issues. Respondents to online surveys self-select and may not represent the spectrum of people in the group/population of interest. E-mail lists may include duplicates and inactive addresses, inflating the apparent size of the group. Also, there is no guarantee that the person completing the survey is the person who was invited.


As we will discuss below, the quality of data depends on the percentage of the sample members who complete the research. Completion rates for printed/mailed surveys are low, sometimes less than 30 percent. Researchers believe that participants are more likely to complete a web survey because it is readily accessible and uses a technology that is now widely used, especially by younger people. Web surveys of undergraduate students at one university may achieve a completion rate of 60 percent. At the same time, Internet users are not a random sample of the population, and so the sample may be biased by age, income, or education. In 2011, persons over 65, persons earning less than $50,000 per year, and Blacks and Hispanics were less likely to have Internet access (File, 2013).


Measurement Reliability and Validity. In any form of research, the quality of measurement is an important consideration. Of primary concern are the reliability and the validity of the instruments. Reliability is the extent to which an instrument produces the same results each time it is employed to measure a particular construct under given conditions. A reliable instrument produces consistent results across independent measurements of the same phenomenon. Reliability is a matter of degree; some instruments are highly reliable, whereas others are less so. Obviously, investigators prefer instruments with high reliability and try to avoid those with low reliability.


There are several ways to assess the reliability of an instrument. The first is to see if people’s responses to an instrument are consistent across time. In this approach, called the test-retest method, an investigator applies the measuring instrument to the same respondents on two different occasions, and then he or she compares the first responses with the second responses. If the correlation between the first and second responses is high, the instrument has high reliability; if the correlation is low, the instrument has only low reliability.


A second way to assess the reliability of an instrument is to see if people’s responses are consistent across items. This approach is called the split-half method. To illustrate, suppose we have a scale of 20 questions measuring psychological well-being. These questions ask the respondent about psychological states, such as how often he or she is sad, nervous, depressed, tense, or irritable, and how often he or she has trouble concentrating, working, or sleeping. Assume that we administer all the questions to 300 male respondents. To use the split-half method, we would randomly divide the 20 questions into two groups of 10, calculate a score for each respondent on each group of 10, and compute a correlation between the two scores. A high correlation (if it occurs) provides confirmation that the scale is reliable.


Just as findings must be valid, as discussed above, so must our measures. Does the instrument actually measure the theoretical concept we intend to measure? There are several types of validity, including face validity, criterion validity, and construct validity. First, an instrument has face validity if its content is manifestly similar to the behavior or process of interest. If a researcher wishes to measure the frequency of sexual intercourse, for example, the question “How often do you engage in sexual intercourse?” has face validity. The question “How often do you have sex?” has lower face validity, since “sex” includes behaviors other than intercourse.


Second, an instrument has criterion validity if we can use it to predict respondents’ standing on some other variable of theoretical or practical interest. Suppose, for example, that an investigator is concerned with traffic safety on the roads and that she develops an instrument to distinguish good drivers from bad drivers. To establish the instrument’s predictive validity, she first administers the instrument to young people getting their driver’s license and then, several years later, checks their driving records for moving violations. If the drivers’ scores on the instrument correlate highly with their level of subsequent violations, the instrument has criterion validity.


Third, an instrument has construct validity if it provides a good measure of the theoretical concept being investigated by the research. In general, an instrument will have construct validity if it measures what people understand the concept to mean and if it relates to other variables as predicted by the theory under consideration. Establishing the construct validity of an instrument can be difficult, especially if the underlying theoretical construct is highly abstract in nature. Suppose, for example, that an investigator’s theory includes an abstraction like “intellectual development.” The measurement of this concept is somewhat problematic, for there is no readily observable referent, no single behavior or occurrence that the investigator can point to as indicative of intellectual development. The usual method of establishing the construct validity of an instrument is to show that the pattern of correlations between respondents’ scores on the instrument and their scores on other variables is what would be expected if the underlying theory holds true.


The Questions. The phrasing of questions used in surveys requires close attention by investigators. Subtle differences in the form, wording, and context of survey questions can produce differences in responses (Schwarz, Groves, & Schuman, 1998). Creating good survey questions is as much art as science, but there are certain guidelines that help. First, the more precise and focused a question, the greater will be its reliability and validity. If a question is expressed in vague, ambiguous, abstract, or global terms, respondents may interpret it in different ways, and this in turn will produce uncontrolled variation in responses. A second consideration in formulating survey questions is the exact choice of words used. It is best to avoid jargon or specialized terminology unless one is interviewing a sample of specialists. Likewise, it is important to adjust questions to the educational and reading level of the respondents. A third consideration is the length of questions. Several studies have shown that questions of moderate length elicit more complete answers than very short ones (Anderson & Silver, 1987; Sudman & Bradburn, 1974). A fourth consideration is whether the topic under investigation is potentially a threatening or embarrassing one (sex, alcohol, drugs, money, and so on). In general, threatening questions requiring quantified answers are better asked by presenting a range of alternative answers (say, 0, 1–5, 6–10) than by asking a question requiring an exact number (Rea & Parker, 1997).


Measuring Attitudes. Perhaps the most common purpose of surveys is to measure people’s attitudes toward some event, person, or object. Because attitudes are mental states, they cannot be directly observed. Therefore, to find out someone’s attitude, we usually ask them.


The most direct way of finding out someone’s attitude is to ask a direct question and record the person’s answer. This is the way most of us study the attitudes of the people with whom we interact. It is also the technique used by newspaper and television reporters. To make the process more systematic, social psychologists use several methods, including the single-item measure, Likert scales, and semantic differential techniques.


Single Items. The use of single questions to assess attitudes is very common. The single-item scale usually consists of a direct positive or negative statement, and the respondent indicates whether he or she agrees, disagrees, or is unsure. Such a measure is economical; it takes a minimum of time and space to present. It is also easy to score. The major drawback of the single item is that it is not very precise. Of necessity, it must be general and detects only gross differences in attitude. Using the single-item measure in Box 2.1, we could separate people into only two groups: those who favor premarital abstinence and everybody else.


Likert Scales. Often, we want to know not only how each person feels about the object of interest but also how each respondent’s attitude compares with the attitudes of others. The Likert scale, a technique based on summated ratings, provides such information (Likert, 1932).


Box 2.1 includes a two-item Likert scale. Each possible response is given a numerical score, indicated in parentheses. We would assess the respondent’s attitude by adding his or her scores for both items. For example, suppose you strongly agree with item 1 (+2) and strongly disagree with item 2 (+2). Your score would be 4, indicating strong opposition to premarital intercourse. Your roommate might strongly disagree with the statement that people should wait until they marry (–2) and might also disagree that premarital sex strengthens a marriage (+1). The resulting score of –1 indicates a slightly positive view of premarital intercourse. Finally, someone who strongly disagrees with item 1 (–2) and agrees with item 2 (–1) would get a score of –3 and could be differentiated from a person who received a score of –4.


Typically, a Likert scale includes at least four items. The items should be counter-balanced—that is, some should be positive statements, and others should be negative ones. Our two-item scale in Box 2.1 has this property; one item is positive, and the other is negative. The Likert scale allows us to order respondents fairly precisely; items of this type are commonly used in public opinion polls. Such a scale takes more time to administer, however, and involves a scoring stage as well.


Semantic Differential Scales. Like most attitude scales, the single-item and Likert scales measure the denotative or dictionary meanings of the object to the respondent. However, objects also have a connotative meaning, a set of psychological meanings that vary from one respondent to another. For instance, one person may have had very positive experiences with sexual intercourse, whereas another person’s experiences may have been very frustrating.













BOX 2.1  The Measurement of Attitudes


Suppose you want to assess attitudes toward premarital sexual behavior. Here are three techniques you could employ.


Single Item


The single item is probably the most common measure of attitudes. An example of this type is:


      I think people should wait until they are married to have sex.


      _______ Yes


      _______ No


      _______ Not sure


Likert Scale


The Likert scale consists of a series of statements about the object of interest. The statements may be positive or negative. The respondent indicates how much he or she agrees with each statement. For example:


1.   I think people should wait until they are married to have sex.


      _____ Strongly agree (+2)


      _____ Agree (+1)


      _____ Undecided (0)


      _____ Disagree (–1)


      _____ Strongly disagree (–2)


2.   I think having sex before marriage strengthens the marriage.


      _____ Strongly agree (–2)


      _____ Agree (–1)


      _____ Undecided (0)


      _____ Disagree (+1)


      _____ Strongly disagree (+2)


Semantic Differential Scale


The semantic differential scale consists of a number of dimensions on which the respondent rates the attitude object. For example:


Using the table below, rate how you feel about premarital sexual intercourse on each of the following dimensions.


Semantic Differential Scale
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The semantic differential scale (Osgood, Suci, & Tannenbaum, 1957) is a technique for measuring connotative meaning. In using it, an investigator presents the respondents with a series of bipolar adjective scales. Each of these is a scale whose ends are two adjectives having opposite meanings. The respondent rates the attitude object on each scale. After the data are collected, the researcher can analyze them by various statistical techniques. Analyses of such ratings frequently identify three aspects of connotative meaning: evaluation, potency, and activity. Evaluation is measured by adjective pairs such as good-bad and positive-negative; potency, by weak-strong and light-heavy; and activity, by fast-slow and exciting-boring.


The example in Box 2.1 includes two bipolar scales measuring each of the three dimensions. Scores are assigned to each scale from +3 to –3; they are then summed across scales of each type to arrive at evaluation, potency, and activity scores. In the example shown, scores on each dimension could range from –6 (bad, weak, and slow) to +6 (good, strong, and fast).


One advantage of the semantic differential technique is that researchers can compare an individual’s attitudes on three dimensions, allowing more complex differentiation among respondents. Another advantage is that because the meaning it measures is connotative, it can be used with any object, from a specific person to an entire nation. This technique is also used to assess the meaning of role identities (mother, doctor) and role behaviors (hug, cure) (Heiss, 1979; Smith-Lovin, 1990). Its disadvantages include the fact that it requires more time to administer and to score.


The Sample. Suppose a survey researcher wants to ascertain the extent of prejudice toward Blacks among White adults in the United States. These White adults constitute the population of interest—that is, the set of all people whose attitudes are of interest to the researcher. It would be virtually impossible—and enormously expensive—to interview all people in the population of White adults, so the researcher instead selects a sample, or representative subset, from that population to interview.


Sample selection is one of the most important aspects of any survey. In some cases, investigators may use a particular sample simply because it is readily available; samples of this type are known as convenience samples. A sample consisting of students taking a class, occasionally used in social science research, is a convenience sample. Convenience samples have a major drawback—they usually lack external validity and do not enable the investigator to generalize the findings to any larger population. For this reason, it is better research practice to select some other type of sample—one that is representative of the underlying population. Only when the sample is representative can the results obtained from it (for example, information regarding racial prejudice obtained from survey respondents) be generalized to the entire population. The nature of the sample, therefore, has a major impact on the external validity of the survey.


Two types of systematic samples are commonly used in social psychological surveys. One is the simple random sample, wherein the researcher selects units—usually individuals—from the population such that every unit has an equal probability of being included. To use this technique, the researcher needs a complete list of members of the population. At a university, for example, she might obtain a list of all students from the registrar. At the city or county level, she might use voter registration lists. A frequent problem, especially when the population being studied is large, is the absence of a complete list. Under these circumstances, researchers usually fall back on some substitute, such as a telephone directory. Of course, this will limit the population to which one can generalize, because people who are poor or who move frequently may not have telephones, others may choose not to list their numbers in the directory, and others only have cell phones. In 2012, only 66 percent of adults in the United States had a landline phone. Persons under 25 and Hispanics were least likely to have such phones (Blumberg & Luke, 2012).


Working from a complete list of the population, the researcher draws a random sample. A common way to do this is to number the people on the list consecutively and then use a table of random numbers to choose people for the sample. Once the researcher has drawn a random sample, she must take steps to ensure that all the members of the sample are interviewed; in other words, the researcher must strive for a high response rate. Without a high response rate, the results of the survey will not be generalizable to the whole population. Bias may result if the people who participate in the study differ in some significant way from those who refuse to participate.


If the population is very large, the investigator may not be able to list all its members and draw a random sample. Under these conditions, researchers frequently employ a stratified sample. That is, they divide the population into groups according to important characteristics, select a random sample of groups, and then draw a sample of individuals within each selected group. For example, public opinion polls designed to represent the entire adult population of the United States often use stratified samples. The population is first stratified on the basis of region (Northeast, Midwest, South, Southwest, and West). Next, the population within each region is stratified into urban versus rural areas. Within urban areas, there may be still further stratification by size of urban area. The result will be numerous sampling units—population subgroups of known regional and residential type. Some units are then selected for study in proportion to their frequency in the entire population. Thus, one would sample more urban units from the Northeast than from the South or Midwest; conversely, one would select more rural units in the latter regions. Finally, within each sampling unit, people are selected randomly to serve as respondents. Using this technique, one can represent the adult population of the United States with a sample of 1,500 people and obtain responses accurate within plus or minus 3 percent.


Causal Analysis of Survey Data. Social psychologists have long used computers to aid in the descriptive analysis of survey data. In recent years, however, some social psychologists have begun to use more sophisticated techniques to aid in the causal interpretation of survey data. Analysis techniques of this type (such as LISREL and path analysis) require the investigator to postulate a pattern of cause-and-effect relations among a set of variables (Bollen, 1989; Jöreskög & Sörbom, 1979). The computer then estimates coefficients of effect from the data. These coefficients indicate the strength of the relationships among the variables, and they provide a test of whether the causal linkages postulated by the theory are indeed present in the data. Using this approach, an analyst can test many alternative hypotheses. Typically, some hypotheses will turn out to be inconsistent with the data, and the analyst can reject these in favor of alternative hypotheses that survive the test. One difficulty with this approach is that for problems involving many variables (say, a dozen or more), there often exist numerous alternative hypotheses that are plausible. Although this process will eliminate many hypotheses, more than one may survive as tenable.


Panel Studies. One useful extension of the survey technique is the longitudinal survey or panel study, in which a given sample of respondents is surveyed at one point in time and then resurveyed at a later point. For instance, in a panel study, a sample of respondents would be surveyed by telephone interview or questionnaire (this is called the first wave of the panel). Then, at some future time (say, 1 year later), the same respondents would be surveyed again (the second wave); the questionnaire items in the second wave will be similar to—or an extension of—those used in the first wave. If desired, the same respondents could be surveyed again at a still later point in time (the third wave), and so on. In principle, there is no upper limit on the number of waves that might be included in a panel study, although there are practical constraints, such as the dollar cost of running the panel and the difficulties in tracking down members of the sample at various times. The waves in a panel study can be spaced either closely together or far apart in time, depending on the study’s purpose.


The usual objective of a panel study is to determine whether various outcomes experienced by respondents at later points in time are related to or determined by their experiences, attitudes, and relationships at the earlier points in time. For instance, Orbuch, Veroff, Hassan, and Horrocks (2002) used a panel study with four waves to investigate the risk of divorce over a 14-year period. Initially, both members of 199 White couples and 174 Black couples who had recently married were interviewed. Couples were contacted and re-interviewed in years 3 and 7, and brief follow-up data were collected in year 14. The purpose of the research was to assess the role of social conditions (race, income) and interpersonal processes (positive interaction, frequency and type of conflicts). The results indicated that race and education were related to the risk of divorce. Blacks were twice as likely to be divorced in year 14, and couples in which the wife had more education (12 years or more) were less likely to be divorced. Reports of destructive conflict by husband and wife in earlier waves were related to subsequent risk of divorce. Thus, both social conditions, such as the disadvantaged conditions of some Blacks, and interactional style are related to divorce.


In general, data from a panel study lend themselves somewhat more readily to causal interpretation than data from a simple cross-sectional survey. The waves in the panel study provide a natural temporal ordering among the variables, which usually provides increased clarity when interpreting the results causally.


Strengths of Surveys. Surveys can provide, at moderate cost, an accurate and precise description of the characteristics of a specific population. When a social psychological researcher uses measures that are reliable and valid, employs a sampling design that guarantees representativeness, and takes steps to ensure a high response rate, the survey can produce a clear portrait of the attitudes and social characteristics of a population.


Surveys also provide an effective means to study the incidence of various social behaviors. A survey asking people to report their behavior is usually more efficient and cost-effective than observational studies of actual behavior. This is especially true for behavior that occurs only infrequently or in private settings.


Surveys are frequently used to test predictions based on symbolic interaction theory, such as predictions about influences on personal identity and self-esteem. These methods are also used to test hypotheses about attitude structure and function based on cognitive theory.


Weaknesses of Surveys. As with any methodology, there are certain drawbacks to the survey technique. Both questionnaires and interviews rely on self-reports by respondents. Under certain conditions, however, self-reports can be invalid sources of information. First, some people may not respond truthfully to questions about themselves. This is not usually a major problem, but it can become troublesome if the survey deals with activities that are highly personal, illegal, or otherwise embarrassing to reveal. Second, even when respondents want to report honestly, they may give wrong information due to imperfect recall or poor memory. This can be a nettlesome problem, especially in surveys investigating the past (for example, historical events or childhood). As an illustration, consider the question “When were you last vaccinated?” This may seem simple and straightforward, but it often produces incorrect responses because many people cannot remember the relevant dates. Third, some respondents answering self-report questions have a tendency to fall into a response set. That is, they answer all questions the same way (for example, always agree or disagree) or they give extreme answers too frequently. If many respondents adopt a response set, this will introduce bias into the survey’s results.


Field Studies and Naturalistic Observation


Observational research—often termed a field study—involves making systematic observations about behavior as it occurs naturally in everyday settings. Typically, the data are collected by one or more researchers who directly observe the activity of people and record information about it. Field studies have been used to investigate many forms of social behavior in their natural settings. For instance, researchers have observed and recorded data about social interaction between judges and attorneys in the courtroom (Maynard, 1983), between teachers and students in the classroom (Galton, 1987), between couples in informal settings (Zimmerman & West, 1975), between working-class boys and girls in grade school (Thorne, 1993), and between street vendors and passersby in Greenwich Village (Duneier, 2001). Other studies have focused on socialization. Lois (2003) spent 3½ years observing a volunteer search and rescue group, studying the process by which individuals became willing to routinely risk their lives—often in dangerous situations such as blizzards—to save others.


Because field studies investigate social behavior in its natural setting, researchers usually make efforts to minimize or limit the extent to which they intrude on that behavior. In fact, field studies are usually less intrusive than surveys or experiments. Whereas a survey often intrudes on people by asking for self-reports and an experiment involves manipulation of the independent variable(s) and random assignment to treatment, a field study involves nothing more intrusive than recording an observation about the behavior of interest.


Field studies differ in how the observers collect and record information. In some studies, observers watch carefully while the phenomenon of interest is occurring and then make notes about their observations from memory at a later time. The advantage of recording afterward is that the observer is less likely to arouse curiosity, suspicion, or antagonism in the participants. In other studies, the observers may record field notes or make audiotapes at the same time that they observe the behavior. In still other field studies, researchers make audio or video recordings of interactions, and then analyze the tapes later (Whalen & Zimmerman, 1987). Tape recordings may seem a superior alternative to the use of human observers (who may have selective perception), but this is not always the case. The use of recordings maximizes the information obtained, but it can also inadvertently influence behavior if the participants discover that they are being taped.


Participant Observation. When the behavior of interest occurs in public settings, such as restaurants, courtrooms, or retail stores, researchers can simply go to the setting and observe the action directly. The researchers do not need to interact with the people being observed or reveal their identities. However, when the behavior of interest is private or restricted in nature (such as intimate sexual activity, use of illegal drugs, or recruiting new members for a cult), observation is usually more difficult. To investigate activities of this type, researchers occasionally use the technique of participant observation. In participant observation, members of the research team not only make systematic observations of others’ behavior but also interact with them and play an active role in the ongoing events. Frequently, the fact of being an active participant enables the investigators to approach and observe behavior that otherwise would be inaccessible. In participant observation, researchers usually do not engage in overt coding or any other activity that would disrupt the normal flow of interaction. In some instances, they may even need to use an assumed identity, lest their true identity as investigators disrupt the interaction.


One study (Eder, 1995) used observational techniques combined with participation to investigate adolescent school culture in a Midwestern community. To observe interaction patterns and topics of conversation among junior high school students, the investigators participated over an extended period of time in students’ lunchroom groups. They identified themselves (truthfully) as being from a nearby university, and they adopted the role of “quiet friend.” They did not affiliate with teachers and avoided appearing to be authority figures of any kind. This approach enabled them to establish sufficient rapport and trust with the students that they could ask questions about the students’ beliefs regarding gender differences and observe how students’ behavior patterns fostered gender inequality.


Unobtrusive Measures. Field studies sometimes use unobtrusive measures, which are measurement techniques that do not intrude on the behavior under study and that avoid causing a reaction from the people whose behavior is being studied (Webb, Campbell, Schwartz, & Sechrest, 1981). For example, some unobtrusive measures rely on the physical evidence left behind by people after they have exited from a situation. One illustration is the analysis of inventory records and bar bills to unobtrusively measure the alcohol consumption patterns at various nightclubs and bars (Lex, 1986). Another investigator discovered that the rate at which vinyl floor tiles needed replacement in the Chicago Museum of Science and Industry was a good indicator of the popularity of exhibits.


Strengths and Weaknesses of Field Studies. Like any research method, field studies have both strengths and weaknesses. A major strength is that observational techniques allow researchers to study social activity in real-world settings. Careful observation can provide a wealth of information about behavior as it actually occurs in natural settings. These data can be used to investigate ideas about social interaction drawn from role theory or symbolic interaction theory. Moreover, because these techniques are relatively unintrusive, investigators can use them to investigate sensitive or private behaviors—such as drug use or sexual activity—that would be difficult to address through intrusive methods like surveys or experiments.


Many field studies involve only one period of observation, however long that period may be. Burawoy (2003) suggests that a focused revisit to a site can serve several purposes, one of which is to study social change. A revisit to a factory 32 years after the original observational research identified significant changes in the interaction between supervisors and workers. The researchers were able to relate the changes observed in this factory to national trends in labor relations over the 32-year period.


Weaknesses of field studies include their sensitivity to the specific recording methods used. Observations recorded after the fact are often less reliable and valid than those recorded on the spot or those based on audio or videotaping. Furthermore, the validity of the observations may depend in part on the identities that the investigators publicly project while making their observations; validity may be destroyed if the researchers have been operating covertly and the subjects suddenly discover that they are under observation. Then, too, the external validity of field observation studies can be problematic, because research of this type frequently focuses on only one group or organization, or on a sample of interactions selected for convenience.


In some cases, field investigators do not get informed consent from the people being observed prior to the collection of data. Permission for using the data is sought only after the behavior has been observed or the conversations tape-recorded. Some people construe this as a serious drawback and object to participant observation on ethical grounds. Of course, this concern has to be weighed against the fact that if permission were sought in advance, the behavior under investigation might never occur or might take a different form.


Archival Research and Content Analysis


Although social psychological researchers often prefer to collect original data, it is sometimes possible to test hypotheses and theories by using data that already exist. The term archival research denotes the acquisition and analysis (or re-analysis) of information collected previously by others. When archival data of suitable quality exist, a researcher may decide that analyzing them is preferable to collecting and analyzing new data. Archival research usually costs less than alternative methods.


Sources. There are many sources of archival data. In the United States, one important source is government agencies. The Census Bureau makes available much of the data it has collected over the years. Census data are a rich source of information about the U.S. population; they often include repeated measures taken at different points in time, which allow an investigator to assess historical trends. The Bureau of Labor Statistics, the Federal Bureau of Investigation, and other agencies also release data to investigators. A second important source of archival data in the United States is the data banks maintained at various large universities. These archives serve as locations where researchers can deposit data they have collected so others can use them. They include, among others, the Interuniversity Consortium for Political and Social Research and the Data Archive on Adolescent Pregnancy and Pregnancy Prevention. There are also several archives of public opinion data, enabling researchers to track attitude change across time. Foremost among these is the General Social Survey-NORC archive. A third source of archival data—less used by social psychologists but still important—is formal organizations such as insurance companies and banks. These typically entail over-time data with respect to various measures of financial and economic performance. A fourth source of archival information for research is news media. Newspaper and news magazine articles are a rich source of information about past events. For instance, an investigator wishing to study the reactions of those affected by a natural disaster, such as the impact of Hurricane Ike (September 2008), the third costliest in U.S. history, might use newspapers as a data source. Unfortunately, between January 2007 and July 2010, 166 newspapers in the United States stopped publishing, reducing the availability of this source for recent events. Other types of printed material (for example, corporate annual reports) can also provide archival data usable in research.


Content Analysis. In some cases, an investigator relying on newspaper articles, government documents, or annual reports as archival sources can use the information directly as it appears. All the investigator has to do is extract the information and analyze it, usually by computer. In other cases, however, the investigator faces the problem of how to interpret and code the information from the source. Under these circumstances, he or she may use content analysis, which involves undertaking a systematic scrutiny of documents or messages to identify specific characteristics and then making inferences based on their occurrence. For example, if newspapers serve as the source, one could use content analysis to code the reportage from newspaper articles into a form suitable for systematic statistical analysis.


Researchers have used content analysis to investigate a wide variety of topics. Some studies, for instance, have analyzed the content of personal advertisements on the Internet placed by gay men, lesbians, and heterosexual men and women (Lever et al., 2008). Other studies have addressed such issues as whether the depiction of older people is distorted in American media (Dahmen & Cozma, 2009) and the relationship between the mortality rates associated with a disease, for example, AIDS, and newspaper coverage of that disease (Adelman & Verbrugge, 2000).


When a researcher conducts a content analysis, the first step is to identify the informational unit to be studied—is it the word, the sentence, the paragraph, or the article? The second step is to define the categories into which the units will be sorted. A third step is to code the units in each document into the categories, and the final step is to look for relations within the categorized data.


As an example of content analysis, consider a study of the relationship between rhetorical forms of speech and applause from the audience (Heritage & Greatbatch, 1986). The investigators hypothesized that political speakers will use certain rhetorical forms—for example, a three-element list—to signal the audience when to applaud. The raw data in this study were the texts of 476 speeches delivered by British political leaders at party meetings. The researchers carefully defined the rhetorical devices and identified their use in the speeches. Then they counted the number of times that the speakers used each device and noted whether the audience responded immediately to each use with applause. The results showed that applause was much more likely to occur immediately after the use of certain rhetorical devices (such as a three-element list) than at other points in the speech.


Strengths and Weaknesses of Archival Research. One significant advantage of archival research is its comparatively low cost. By reusing existing information, the investigator avoids the cost of collecting new data. A second advantage is that by using information already on hand, an investigator may complete a study more quickly than otherwise. A third advantage is that an investigator can test hypotheses about phenomena that occur over extended periods of time. In some cases, authorities have kept records (such as marriage licenses) for decades or even centuries, and these can serve as a basis for investigating various questions (such as who marries whom).


One major disadvantage of archival research is the lack of control over the type and quality of information. An investigator must work with whatever others have collected. This may or may not include data on all the variables the investigator wishes to study. Moreover, there may be doubts regarding the quality of the original research design or the procedures used for collecting data. A second disadvantage of archival research is that creating a reliable and valid content analysis scheme for use with records can be difficult, especially if the records are complex.


A third disadvantage is that some sets of records contain large amounts of inconsistent or missing information. Obviously, this will hinder the study and limit the validity of any findings.


Experiments


The experiment is the most highly controlled of the research methodologies available to social psychologists, and it is a powerful method for establishing causality between variables. For a study to be a true experiment, it must have two specific characteristics:


       1.   The researcher must manipulate one or more of the independent variables that are hypothesized to have a causal impact on the dependent variable(s) of concern.


       2.   The researcher must assign the participants randomly to the various treatments—that is, to the different levels of each of the independent variables.


The term random assignment denotes the placement of participants in experimental treatments on the basis of chance, as by flipping a coin or using a table of random numbers. Random assignment is desirable because it mitigates the effects of extraneous variables. By using random assignment, the researcher creates groups of participants that are equivalent in all respects except their exposure to different levels of the independent variables. This removes the possibility that these groups will differ systematically on extraneous variables such as intelligence, personality, or motivation. Thus, random assignment enables the investigator to infer that any observed differences between groups on the dependent variable are due only to the effects of the independent variable(s) (or chance), not to extraneous variables (Haslam & McCarty, 2004).


Whereas researchers manipulate the independent variables in an experiment, they simply measure the dependent variable(s). Experimenters can measure dependent variables in many ways. For example, they can monitor participants’ neural or physiological arousal, administer short questionnaires that assess participants’ attitudes, record the interactions that occur between participants, or score the participants’ performance on tasks. The exact type of measurement used in the experiment will depend on the nature of the dependent variable(s) of interest.


Laboratory and Field Experiments. It is useful to distinguish between laboratory experiments and field experiments. Laboratory experiments are those conducted in a laboratory setting, where the investigator can control much of the participants’ physical surroundings. In the laboratory, the investigator can determine which stimuli, tasks, information, or situations the participants will face. This control enables the experimenter to manipulate the independent variables, to measure the dependent variables, to hold constant some known extraneous variables, and to implement the random assignment of participants to treatments. For instance, if an investigator is studying the impact of verbal communication on group productivity in a laboratory setting, he may wish to restrict the interaction among participants. To do this, he might limit communication to written notes or verbal messages sent by electronic equipment. This practice not only would eliminate the possibly contaminating influence of nonverbal communication, but also would permit the content of any messages to be analyzed later by the experimenter.


Field experiments, in contrast with laboratory experiments, are studies where investigators manipulate variables in natural, nonlaboratory settings. Usually, these settings are already familiar to the participants. Investigators have used field experiments to study topics ranging from pay inequity in large bureaucratic organizations to altruistic behavior on street corners and in subway cars. Compared with laboratory experiments, field experiments have the advantage of high external validity. When conducted in natural and uncontrived settings, they usually have greater mundane realism than laboratory experiments. Moreover, participants in field experiments may not be particularly conscious of their status as experimental participants—a fact that reduces participants’ reactivity. The primary weakness of field experiments, of course, is that in natural settings, experimenters sometimes have difficulty manipulating independent variables exactly as they would wish and often have little control over extraneous variables. This means that the internal validity of field experiments is often lower than in comparable laboratory experiments.


Conduct of Experiments. To illustrate how investigators conduct experiments, consider the following laboratory study, which sought to determine the impact of certain independent variables on whether one person will help another in an emergency (Darley & Latané, 1968). The investigators conducted the study at a university in New York City. Male and female students serving as participants came to the laboratory to participate in a discussion of problems they had encountered in adjusting to the university. The experimenters placed each participant in a separate room in the laboratory and instructed them to communicate with other participants via an intercom. The rationale given was that this procedure would permit them to remain anonymous while discussing personal problems.


The independent variable was the number of other persons who the participant believed were participating in the discussion (and who would, therefore, later witness an emergency). Depending on experimental treatment, participants were told there were one, two, or five other participants. Participants were randomly assigned to the various levels of this independent variable.


The discussion proceeded with each participant speaking in turn over the intercom for 2 minutes. Thus, depending on the experimental treatment, the participant heard the voices of one, two, or five others. In reality, the participant was hearing a tape recording of other people, not the voices of actual participants. (This was the real reason for putting participants in separate rooms and having them communicate via intercom.) One of these recorded voices admitted somewhat hesitantly that he was subject to nervous seizures. In his second turn, he started to speak normally, but suddenly his speech became disorganized. Soon, he lapsed into gibberish and choking sounds and then into silence. Evidently, an emergency was occurring. The participant realized that all participants could hear it, although the intercom prevented them from talking to one another.


[image: Experiments enable the investigator...]


Experiments enable the investigator to manipulate independent variables and measure behavior in various ways. Many studies have replicated Darley and Latané’s pioneering bystander intervention research, discussed in the text. Some have been field experiments, where an emergency is staged in a public area. As the photo suggests, most find that the more witnesses, the less likely anyone is to help. © Shotshop GmbH/Alamy


The dependent variables were whether the participant would leave the room to offer help and how quickly he or she would do so. Participants who elected to help the victim typically came out of their room looking for the victim. The experimenter timed the speed of the participant’s response from the beginning of the victim’s speech. The results verified the research hypothesis that the greater the number of witnesses, the less likely a participant was to offer help to the victim.


This carefully controlled experiment allowed a straightforward test of the hypothesis. The manipulated independent variable (number of witnesses) and the measured dependent variable (speed of helping response) were unambiguous. Confounds from extraneous variables could be ruled out due to the random assignment of participants to treatments. From these results, we can conclude that the number of witnesses has a causal effect on the speed of helping response.


Note, however, that although the experiment showed the causal effect to hold, it did so only under the conditions prevailing in the laboratory. The causal effect may or may not hold under other conditions. This can be problematic if the conditions that existed in the laboratory setting are uncommon in daily life. (When, for instance, was the last time you discussed personal issues over an intercom with five strangers in other rooms?) Thus, from this study alone, it is not clear whether we can generalize the cause-and-effect findings from the laboratory to everyday, face-to-face situations. The relationship between the number of others present and a person’s reaction to an emergency might be different in other situations.


Although this experiment provides some answers regarding intervention in emergencies, it also raises further questions. Why, for instance, should the number of witnesses present affect a person’s willingness to help in an emergency? The researchers conducting this study were aware of this question and, based on data from a brief questionnaire administered after the experiment, they proposed that participants in larger groups were slower to help because the responsibility for helping was more diffuse and less focused than in smaller groups. Although this diffusion of responsibility hypothesis is interesting, we must note that this experiment did not demonstrate it to be either true or false. The experiment showed only that under the conditions in the laboratory, the number of witnesses present affected the participants’ helping behavior.


Strengths of Experiments. The strength of experimental studies lies in their high level of internal validity. This makes experiments especially well suited for testing causal hypotheses. Experiments excel over other methods (surveys, field observation, and so on) in this respect.


Experiments have high internal validity precisely because they control or offset all factors other than the independent variable that might affect the dependent variable. Techniques to accomplish this include (1) randomly assigning participants to treatments, (2) holding constant known extraneous variables, and (3) incorporating extraneous variables as factors in the research design—that is, manipulating them as independent variables, so that they are not confounded with the main independent variables of interest. Another technique is (4) measuring extraneous variables and including them in the data analysis as covariates of the independent variables.


In principle, investigators can design both laboratory experiments and field experiments to have high internal validity. In practice, however, laboratory experiments often have higher internal validity than comparable field experiments. This happens because researchers have more control over extraneous variables in the laboratory than in the field. Field experiments, however, often surpass laboratory experiments with respect to external validity.


Experiments have been used to test many causal hypotheses drawn from social exchange theory and cognitive theory. Hundreds of experiments have been conducted in an effort to identify the causes of racial and ethnic prejudice.


Weaknesses of Experiments. There are many social phenomena investigators cannot study by this method. Oftentimes, they lack the capacity to manipulate the independent variables of interest or to implement random assignment. Numerous ethical, financial, and practical considerations in everyday life restrict what investigators can manipulate experimentally. For example, we cannot randomly assign children to various types of parental socialization.


Even when the independent variable(s) can be manipulated, experiments face several threats to internal validity. First, there is the possibility that the experimental manipulation may fail. This might occur, for example, if the participants interpret the manipulation as meaning something other than what the researcher intended. The usual remedy for this problem is to use manipulation checks—measures taken after the manipulation that show whether the participants perceived the manipulation as intended. Use of manipulation checks is routine and widespread in social psychological experiments. Similar checks are used in surveys to ensure that participants understood directions or questions as intended.













BOX 2.2  Using Research to Answer Questions


•   What makes people fall in love? What makes them fall out of love?


•   What causes harmful or aggressive behavior?


In Chapter 1, we suggested that social psychology answers these questions by applying the methods of science. So how might we answer these questions, using the research methods discussed in this chapter?


Consider the questions about love. First, we need to define love. Since love is something people experience, we could begin with a survey. We could ask open-ended questions, such as:


•   Have you ever been in love?


•   How did you know you were in love?


•   What does it feel like to be in love?


We would want to ask these questions of an appropriate sample, so we might choose young adults (college students?). After gathering answers from many respondents, we would study the answers carefully, looking for common themes in the answers to each of the three questions. If we were able to identify certain themes, we could then construct a scale, such as the one in Box 12.3.


Now we can turn to the question of what makes people fall in love. Again, we want to study people’s experience. So we might use the method of collecting personal narratives or stories, and conducting a content analysis of the stories. We could request that people “Write a description of the most recent love relationship that you experienced. Describe how you met, what happened in the early days and weeks of the relationship, how you fell in love, and where your relationship is now.” Obviously, we would want these narratives from people who are or have recently been in love; we might recruit such people by newspaper ads or flyers on bulletin boards or posts on websites.


We would read a sample of the stories and try to develop a set of coding categories that capture the content of the stories. For example, categories for describing how people met could include school, work, party, bar, music concert, sports event, introduction by friends/relatives, and religious services. Then we would train at least two coders to use our categories and “score” each narrative. Suppose the results showed that one-half of the women and one-third of the men met through an introduction; what would that suggest about how people fall in love? What if 40 percent of the men and women met at a bar?














Another threat to the internal validity of experiments is the existence of demand characteristics (also called subject effects). This refers to the possibility that participants may interpret certain subtle cues in the experimental setting as requiring particular responses (Aronson et al., 1998). A subject effect occurs, for instance, when participants bring a stereotyped role expectation or mental set to the experiment and then something in the experimental situation activates that expectation, causing the participants to emit the role-defined behavior. To prevent this, some designs disguise the nature of the research and the research hypothesis by providing a cover story—a plausible, albeit false, description of its purpose.


Another threat to internal validity is experimenter effects. This refers to the possibility that an experimenter may expect participants to behave in a particular manner (aggressively, cooperatively, and so on) and may unwittingly telegraph these expectations to the participants (Rosenthal, 1966, 1980). The expectations communicated to participants will likely influence their behavior. This can be a serious problem, especially if the expectations conveyed by the experimenter change as a function of the experimental treatment. People designing an experiment can use several techniques to minimize or eliminate experimenter effects. First, they can restrict the experimenters’ contact with the participants and standardize their behavior in the experimental setting. This will limit the opportunities to transmit expectations. Second, they can keep the research personnel “blind” regarding the hypotheses under study and the treatment to which each participant is assigned. Third, they can use a research design with two or more groups of experimenters, each holding a different hypothesis concerning the study. Analysis of the data from such a design will show whether experimenter effects are present or absent.


Beyond internal validity, experiments also face problems with external validity. Some experiments take place in settings that seem artificial to participants and have low apparent realism. This is often true of laboratory experiments, although less true of field experiments. One useful distinction is that between mundane realism and experimental realism (Aronson, Ellsworth, Carlsmith, & Gonzales, 1990). Mundane realism is the extent to which the experimental setting appears similar to natural, everyday situations. Experimental realism, in contrast, is the impact the experimental situation creates—that is, the degree to which the participants feel involved in the situation.


Low mundane realism need not imply low experimental realism. A laboratory study can have low mundane realism but high experimental realism. Participants were highly involved, for example, in the previously discussed study where the experimenters staged an emergency in the laboratory. Many participants were nervous and expressed concern when they came out of their room looking for the supposed victim. Most expressed surprise when they later learned that the seizure was simulated, not genuine.


There is no single solution to the problem of establishing high experimental realism. Some investigators use a combination of laboratory experiments and field experiments when investigating a phenomenon. This approach is often successful, for the field experiments provide the mundane realism that the laboratory experiments lack. Other investigators simply note that they are more concerned with experimental realism than with mundane realism. If the situation is real and involving to the participants, they maintain, then the behavior of the participants is real and worthy of study.


Comparison of Research Methods


We have discussed a variety of research methods—surveys, naturalistic observation, archival research, and laboratory and field experiments. Table 2.1 summarizes the strengths and weaknesses of each research method. As this table indicates, no one method of empirical investigation is best for all purposes. A method’s appropriateness depends on the phenomenon under study and on the research characteristics most important to the investigator.


Surveys, which provide a useful way of obtaining an accurate description of the attributes of some population, usually have at least moderate internal and external validity, and they pose few ethical problems. Field studies relying on observational techniques will tend to have comparatively low internal validity and may confront a variety of ethical issues, but they may still be the best way to investigate previously unexplored social phenomena in their natural settings. Laboratory experiments, which can be especially useful in testing causal hypotheses, are generally high in internal validity, but they may pose some ethical problems (especially if deception is used).


TABLE 2.1  Strengths and Weaknesses of Research Methods
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Note: Entries in the table indicate the strength of the research methods with respect to the various concerns (validity, control, intrusiveness, and the like).


Meta-Analysis


Social psychologists have been conducting empirical research for more than a century. There have been dozens and sometimes hundreds of studies of some phenomena. Unfortunately, the results of different studies on a specific question do not always agree. For instance, some studies show that contact with members of a group produces more positive attitudes (reduces prejudice) toward that group; other studies find that contact has no effect on attitudes. Meta-analysis is a technique that allows an investigator to bring order out of this apparent chaos.


Meta-analysis is a statistical technique that allows the researcher to combine the quantitative results from all previous studies on a question to determine what, collectively, they say. In conducting a meta-analysis, the researcher performs three steps:


       1.   The researcher locates all previous studies on the question. Today, this is typically done using computerized searches of libraries and databases. It should also include a canvas of researchers known to have worked in the area to identify unpublished research.


       2.   For each study, the investigator computes a statistic that measures how big the difference was, say, between those who did and those who did not interact with members of the group, and what the direction of the difference was (whether those who had contact were more or less prejudiced). This statistic is called d. The formula for it is
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             where Mc is the mean or average score for the participants who had contact and Mnc is the average score for those who did not; s is the standard deviation of the scores of all participants. The standard deviation is a measure of how much variability there is in the scores. The d statistic tells us—for this one study—how big the difference between the two groups of participants was relative to the variability in scores.


       3.   The researcher averages all the values of d over all the studies that were located. This average d value tells what the direction of the difference is in attitudes between those who do and do not have contact with the group and how large the difference is for all the studies combined. A general guide is that a d of .20 is a small difference, a d of .50 is a moderate difference, and a d of .80 is a large difference.


We include the results of a number of meta-analyses throughout the book.







RESEARCH IN DIVERSE POPULATIONS







For much of the twentieth century, the participants in research by social psychologists were often White, often middle-class, and often college students. In the past 30 years, there has been increasing interest in studying racial and ethnic minority groups in the United States, and members of other cultures around the world. It is important that research in such groups meet the standards of internal and external validity discussed earlier. This requires that we give careful consideration to the methods we use and be willing to adapt or change them.


Much research is based on theory. The theories and assumptions on which we base studies of diverse groups should take into account the cultural history and present social and economic circumstances of the group(s) being studied. For example, Orbuch and colleagues (2002), in developing the longitudinal study discussed earlier, assumed that the risk of divorce for Black couples is influenced by past and present social and economic conditions faced by Blacks. The measures must be linguistically equivalent—that is, be worded so that they are understood in the same way by all participants; if the participants speak a different primary language from that of the instrument, a careful process of translation and independent back translation should be employed to produce equivalent instruments. Measures should be standardized or interpreted using data from the population(s) being studied; for example, researchers should not use score distributions obtained from majority samples to interpret the scores of minority populations unless they have been shown to be equivalent. In this example (Orbuch et al., 2002), the measures of positive interaction and of conflict had been used in the earlier waves of the research, and their applicability to both Blacks and Whites had been demonstrated.


If the researcher’s intent is to characterize groups or cultures, the samples studied must be representative. If they are not, it should be noted in any reports of the research, and the results should be interpreted accordingly. Whereas the samples in this study (Orbuch et al., 2002) were not representative of Blacks or Whites, they did appear to represent the population of couples marrying for the first time in both groups. Finally, the research team should include either researchers who are members of the group(s) or persons who are culturally competent based on supervised training and experience (CNPAAEMI, 2000).


Culture refers to an intersubjective (shared) set of schema, attitudes, and values that members use to perceive and understand the world. When we conduct research, it is important that the results reflect the culture of the group(s) being studied. Some suggest that this requires that quantitative research be supplemented with methods focused on the cultural meanings that group members attribute to the quantitative measures. For example, a study of differences in gender role used scores on the Bem Sex-Role Inventory to compare a sample of European-American women with a sample of Women of Color (Landrine, Klonoff, & Brown-Collins, 1995). There were no significant differences between the groups in self-rating on traits such as “feminine,” “assertive,” and “independent.” Following the self-rating items were questions designed to measure the meaning of these words to the respondent. Responses to these questions revealed differences in meaning between the groups. The most common meaning of “assertive” among European-American women was “standing up” for themselves, while among women of color it meant saying what was on their mind. Thus, understanding differences across groups requires research designs that will capture relevant aspects of the cultures of the groups.













BOX 2.3  Crowdsourcing Social Psychological Research


Crowdsourcing refers to “the practice of obtaining needed services, ideas, or content by soliciting contributions from a large group of people, and especially from an online community” (http://en.wikipedia.org/wiki/Crowdsourcing). Employers needing services, and so forth, post requests for workers to provide what they need, with or without compensation. Online solicitation of contributions can provide access to a large number of people who may complete the task very quickly. One widely used online platform is Amazon’s Mechanical Turk (AMT). Requesters can post various tasks using templates provided by the software, solicit workers to complete the tasks, and offer compensation to those who complete it. The task is referred to as a HIT (human intelligence task). Social psychologists have begun to employ AMT in conducting both online surveys and experiments.


A researcher can post a survey on AMT just as he or she would post it on a university server. The researcher creates a description of the HIT, which is posted on a list. Persons looking for work read the list and select the HITs they want to complete. The researcher can list prerequisites for completing the HIT, such as age, gender, and so on. AMT includes a payment mechanism. The researcher can deposit an amount of money in an online account, specify the compensation to be provided, and AMT will transfer the compensation to the worker’s account upon completion of the task. If s/he wants to, the requester can specify that the worker’s contribution be reviewed for quality/completeness before payment is transferred, giving the researcher some quality control.


It is also possible to conduct experiments on AMT. If the independent variable can be manipulated by exposing groups of participants to different information—different texts, images, decision-making problems—and measuring the DVs with questions or scales, it can be done online. In this case, each experimental condition is one HIT, and the researcher specifies how many “assignments” (participants) are allowed for each HIT. Again, the researcher can specify prerequisites, or even have potential workers complete a screening questionnaire or practice items. For example, one could conduct a bystander effect experiment on AMT by providing a story or video of a person suffering a seizure or being attacked; there could be four versions, varying the setting (university classroom, shopping mall) or gender of person needing help. The DV would be measured by a series of questions about whether the participant would intervene or help. Many laboratory experiments are now presented “live” to participants on laptop computers using digitized materials and recording the responses. It is easy to transfer such protocols to the AMT platform.


AMT has several advantages as a research site. It provides access to a very large participant pool (more than 100,000 people) and a streamlined recruitment procedure (Buhrmester et al., 2011). Research indicates that AMT participants are demographically diverse, certainly more diverse than an undergraduate subject pool. Also, the data obtained (personality scales) are as reliable as data obtained by traditional methods. Participation rates are affected by task length and compensation rate. A final advantage is fast cycles of developing theory, collecting data, revising theory, and collecting more data (Mason & Suri, 2012). Like other online data collection, the researcher has little control over the context in which the data is collected (classroom, bedroom, frat party), and must rely on the participant’s report of “who” she or he is.














ETHICAL ISSUES IN SOCIAL PSYCHOLOGICAL RESEARCH







As important as the methodological issues are the ethical issues involved in research on humans. There is a consensus among investigators and others affiliated with the scientific community that people who participate in research have certain rights that must be respected. In some cases, protecting those rights requires investigators to limit or modify their research practices.


In the following discussion of ethical issues, we focus first on potential sources of harm to participants. Then we discuss various safeguards, such as risk-benefit analysis and informed consent, to protect participants’ rights. Finally, we consider potential benefits to participants in research.


Potential Sources of Harm


Harm to participants in research can take a variety of forms, including physical harm, psychological harm, and harm from breach of confidentiality. We will discuss each of these.


Physical Harm. Exposure to physical harm in social psychological research is uncommon. Investigations to measure the effects of stress do sometimes employ an exercise treadmill or tasks where participants immerse one hand in ice water. As a precaution, investigators usually screen prospective participants to exclude those with relevant medical conditions. At the onset of a study, investigators are expected to inform the participants about any risks so that they can decide whether they might be harmed by participating. In studies involving physical stress, investigators typically monitor participants for adverse effects throughout the research.


Psychological Harm. A more common risk in social psychological research is psychological harm to participants. This risk is present in studies where participants receive negative information about themselves. For example, a not uncommon experimental manipulation is to give participants false feedback about their physical attractiveness, about others’ reactions to them, or about their performance on various tests or tasks. Investigators can use such feedback to raise or lower participants’ self-esteem, to induce feelings of acceptance or rejection by others, or to create perceptions of success or failure on important tasks. These manipulations are effective precisely because they do influence the participants’ self-perception.


Negative feedback may cause psychological stress or harm, at least temporarily. For this reason, some investigators believe that such techniques should not be employed in research. Others believe, however, that they are acceptable and may be used if alternative, less harmful manipulations are not available. When false feedback is used, an investigator can limit any long-term harmful effects by giving the participants a thorough debriefing after the study, providing the participants with a full description of the study, and emphasizing the falsity of the feedback. Debriefing should be done immediately after the study to minimize the time that participants labor under false impressions.


In 2003, a book was published by professor of psychology J. Michael Bailey with the provocative title The Man Who Would Be Queen. The book presents in lay language research and thinking about many aspects of sexual behavior. One of the topics discussed is transsexualism. Bailey presents the theory that some transsexuals are autogynephilic—that is, men who are erotically attracted to the image of themselves as a woman. The book included two “portraits” of transsexuals. The book generated a strong backlash (Dreger, 2008), leading to formal charges of misconduct by Bailey, including failure to inform transsexual people with whom he interacted that he was performing research. If true, this is a serious charge.


Breach of Confidentiality. Confidentiality is another important issue, especially in survey and observational research. Interviewers and observers are frequently able to identify participants, and they may recall details regarding the participants’ behavior or responses to questions. Were confidentiality to be breached, the effects might be damaging to the participants. This concern arises especially in surveys inquiring about sexual behaviors, past physical or psychiatric illnesses, or other sensitive personal matters. It also arises in observational studies of deviant or criminal activities.


One important precaution against breach of confidentiality is to avoid including on the research team any people who are apt to have social contacts with respondents in other settings. Furthermore, many investigators refuse to attach any identifying information such as names and addresses to data after they have been collected. Another approach is to keep any identifying information separate from questionnaires or behavioral records to prevent breaches of confidentiality.


Observational research often deals with a specific group or organization. During their investigation, researchers may gather information about the organization itself and about various members. When these findings are published, the investigators typically refer to the organization by a pseudonym and to members by role only. This practice usually suffices to prevent outsiders from identifying the organization and its members, although it may not prevent members from identifying each other. There are obvious risks to members’ positions, reputations, or jobs within the organization if compromising information becomes known to other members. Box 2.4 lists some of the major ethical questions that apply to many studies.


Institutional Safeguards


As noted earlier, researchers can take various steps to prevent harm to participants. Although many people feel that voluntary self-regulation by researchers suffices to protect the rights and interests of the participants, others feel that some agency other than the researcher should review proposed research designs. Accordingly, most institutions have developed and put into place safeguards against potentially harmful effects of research. The two most important safeguards are conducting a risk-benefit analysis and obtaining informed consent from all participants.













BOX 2.4  Ethical Considerations in Research Design


Before conducting a given study, investigators and members of review boards ask certain ethical questions about the proposed research design and its impact on participants. Among the most commonly asked ethical questions are the following:


1.   Is it possible that participants in the study might be harmed physically, for example, by strenuous exercise?


2.   Does the study give participants false information about themselves or use any other form of deception?


3.   Does the study induce participants to engage in behavior that might threaten their self-respect?


4.   If the investigators make audio or videotapes of the participants, will they obtain permission from the participants to use the tapes as a data source?


5.   What steps will the investigators take to preserve the confidentiality of information obtained about the participants?


6.   Will the investigators tell potential participants in advance about the foreseeable risks that their participation may entail?


7.   Will participants have a chance to ask questions about the study before they consent to participate?


8.   Will the investigators inform the participants that they have the right to terminate their participation at any time?


9.   At the end of the study, will the investigators fully debrief the participants and tell them about the real nature of the study and its procedures?














Risk-Benefit Analysis. The federal government is a major provider of funds for research in the social and biomedical sciences. Many federal departments and agencies have adopted common criteria for the review of research involving human participants (the Common Rule, 45 Code of Federal Regulations 46 A). Under these regulations, investigators and institutions are responsible for minimizing the risks, of whatever type, to participants in research. The rules encourage researchers to develop designs that expose participants to no more than “minimal risk”—meaning risk no greater than that ordinarily encountered in daily life or during the performance of routine physical or psychological examinations or tests (U.S. Department of Health and Human Services, 2010).


Furthermore, the regulations require each institution that receives funds from federal agencies to establish an institutional review board responsible for reviewing proposed research involving human participants. The IRB (sometimes called a human subjects committee or research ethics committee) assesses the extent to which participants in each proposed study will be placed at risk. As noted earlier, many social psychological studies involve no foreseeable risks to participants, but if the members of the board believe that participants might be harmed—physically, psychologically, or by breach of confidentiality—a detailed assessment must be made. That is, the review board conducts a risk-benefit analysis, which weighs potential risks to the participants against anticipated benefits to the participants and the importance of the knowledge that may result from the research. The review board will not approve research involving risk to participants unless it concludes that the risk is reasonable in relation to the benefits.


In the Bailey case, the IRB did not review his methods because his work did not fit the definition of research, “a systematic investigation designed to develop or contribute to generalizable knowledge” (U.S. Department of Health and Human Services, 2010, Sec. 42.102). His book from the outset was intended as a popularization, not a research report. Since it was not research, he was not required to obtain informed consent from those with whom he interacted. At the same time, the record suggests that he was quite candid about his intent to write a book from his first meetings with them. The case is a good example of the importance of lay people understanding the rules, and the researcher being clear about his/her purpose in interaction.


Informed Consent. The other major safeguard against risk is the requirement that investigators obtain informed consent from all individuals, groups, or organizations that participate in research studies. Informed consent exists when potential participants or respondents, on being informed by the investigators what their participation will involve, agree willingly to participate in the research. Specifically, six elements are essential to informed consent. (1) The researchers should give potential participants an explanation of the purposes of the research and a brief description of the procedures to be employed; however, they need not and usually do not tell the participants the hypothesis of the research. (2) The investigators should inform participants about any foreseeable risks of participation. (3) The researchers should provide a description of any benefits to the participant or others. (4) The investigators should provide information about which medical or psychological resources, if any, are available to participants who are adversely affected by participation. (5) The researchers should offer to answer questions about the study whenever possible. (6) The researchers should inform potential participants that they have the right to terminate their participation at any time.


In many survey and observational settings, investigators implement informed consent by giving this information to respondents orally. In experiments, especially those involving some risk to participants, investigators usually obtain written consent from each participant.


Potential Benefits


In the process of obtaining informed consent, participants are usually told that they will not benefit directly from the research. Although that is often true, there are exceptions. Field trials of new forms of treatment for physical or psychological problems may directly benefit participants if the new form of treatment proves to be effective. Similarly, participants in some studies may gain insight into themselves and others. For example, a longitudinal study of couples in premarital relationships included measures of how the men and women were affected. Many participants reported that they paid more attention to evaluating their relationship, and those who reported paying more attention reported more satisfaction with their relationship at the end of the yearlong study (Hughes & Surra, 2000).


Some people believe that being questioned about one’s sexual behavior is upsetting, especially to youth. In one study, 15- to 25-year-olds completed such a questionnaire. Later, they rated how distressing and positive the experience had been. Few reported being distressed, and 89 percent said surveys like this should be carried out. Persons who were distressed were those who reported experiencing sexual coercion in the past (Kuyper et al., 2012).







SUMMARY







This chapter discussed the research methods used by social psychologists to investigate social behavior, activity, and events.


Characteristics of Research. (1) Objectives of research include describing reality, identifying correlations between variables, testing causal hypotheses, and testing theories. (2) Research is usually guided by a hypothesis, which may specify a causal relationship between two or more variables. (3) Ideally, the findings of empirical research should be high in both internal validity and external validity.


Research Methods. Social psychologists rely heavily on four methods—surveys, naturalistic observation, archival research based on content analysis, and experiments. (1) A survey involves systematically asking questions and recording the answers from respondents. Investigators use surveys to gather self-reported information about attitudes and activities. The quality of the data obtained in a survey depends on the reliability and validity of the measures used. (2) Naturalistic observation involves collecting data about naturally occurring events. In a field study, observers view an event or activity as it occurs and then record their observations. (3) Archival research involves the analysis of existing information collected by others. Sources of archival data include the Census Bureau and other federal agencies, data archives, and newspapers. Investigators use content analysis to study textual material such as speeches or reports. (4) An experiment involves the manipulation of one or more independent variables and the random assignment of participants to experimental conditions or treatments. Some experiments are conducted in a laboratory, where the investigator has a high degree of control, whereas others are conducted in natural settings.


Ethical Issues in Research. (1) There are several potential sources of harm to participants in research. These include physical harm, psychological harm, and breach of confidentiality. There are various steps that individual investigators can take to prevent or minimize such harm. (2) There are also institutional safeguards against harm. These safeguards require investigators to minimize risks to participants and to obtain informed consent from participants. Institutional review boards monitor research designs to ensure that these conditions are met by investigators. (3) In some cases, participants in research may benefit directly from their participation.
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Critical Thinking Skill: Understanding the Importance of Sampling
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Every type of research in social psychology involves a sample. Surveys involve asking questions of a sample of persons drawn from some population (students, adult voters, visitors to an Internet website, and so on). Experiments involve participants recruited/sampled from some population, often students at a college or university. Ethnographic and observational studies involve a sample of settings (such as bars) or persons (for example, workers at McDonald’s). The character of the sample has a major impact on the conclusions one can make from the research.


A researcher was interested in studying the culture of alcohol consumption on the campus where he taught. In particular, he wanted to compare Black and White male students’ attitudes and consumption patterns. He decided to approach several Black student groups and several White student groups to recruit men to be interviewed. He contacted two Black and two White fraternities, two Black and two White eating clubs, and two Black and two White professional groups (business students and engineering students). He distributed fliers to members of each group describing the research, and asked interested men to call him. He interviewed five men from each of the six groups, for a total of 30 men. He found that about two-thirds of the men drank four or more drinks on one or more nights each week, and that drinking didn’t seem to vary by race/ethnicity.


What can we conclude from this study? Can we conclude that there is no difference in alcohol attitudes and behavior by race among college students generally? By race among students at this college? That business and engineering students are equally likely to drink? Think about these questions and then answer them. When you have finished, read on.


The sample in this study is a volunteer sample. The participants volunteered based on a flier that described the study as a study of drinking. It is likely that most of the volunteers were men who currently drank. A nondrinker would probably think the researcher wasn’t interested in talking to him. The men are all from the same college; we certainly can’t infer anything about men at other colleges and universities. And these men were all recruited from social groups on the campus, and so they probably aren’t representative of Black and White male students on the campus. In fact, it takes money to belong to a fraternity or eating club. The researcher may have found that college students who have money drink a lot; not an especially newsworthy result!


So whenever you read a report of the results of research, find out the nature of the sample before you draw any conclusions. A sample that is representative of some group or population is usually a prerequisite for valid research.
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INTRODUCTION







My daughter is the percussionist in her middle-school band. At the first session in September when the director asked for volunteers, six boys shouted “Me!” “I want to do it!” and so on. Then the director asked, “Who can play the piano?” Kimberly and two other girls raised their hands. The band director auditioned the three girls. He wanted a percussionist who could read music; a really good idea.


Kimberly got the position. She jumped right in, practicing on the bass drum, the snare drum, and the chimes after school; we had to pick her up when she finished because she missed the bus. She brought the drums home sometimes on weekends (I had to pick her up and transport the instruments on Friday, and return her and the instruments on Monday morning). I was amazed. I had no musical talent at all, and here she was improving every week.


I had gone to a small school. The administration wanted a big band. I knew I had no talent or even training. but everybody had to audition. The band director gave me a clarinet and said, “Just move your fingers in time to the music.” I lasted about two concerts, after which he grudgingly conceded that I couldn’t play at all and dismissed me from the band. Of course, the 95 percent of the students who were still in the band made my life hell for several weeks. So I was really pleased that Kimberly not only made the band, but was practicing and improving and getting good! I could hardly believe it. She wasn’t like me at all. But I was really proud!


In late October, the band gave their first public concert. I was in the second row. It was great! They played the “Star Spangled Banner,” then a couple of short pieces, a march by John Philip Souza, “The Tempest,” and finished with “The Pirates of the Caribbean theme.” It was awesome!! I was so proud of her. The audience, mostly parents of the band members, loved it. I waited outside the band room after the concert.


She was the last band member to come out. I saw her, smiled, and walked toward her with my arms out. I hugged her. She started crying. “Dad, I was awful.” I was stunned. I stuttered and said, “No, you were great.” She said, “I missed my cue once, and my timing was off in the Souza.” I said, “I didn’t notice, and I am sure no one else did.”


She is like me—a perfectionist. It is wonderful that she has musical talent. She also got my perfectionism.


One of the striking features of social life is that there is great continuity from one generation to the next—continuity both in physical characteristics and in behavior. Genetic inheritance is one source of continuity. But a major contributor to intergenerational similarity is socialization, the ways in which individuals learn and re-create skills, knowledge, values, motives, and roles appropriate to their positions in a group or society.


How does an infant become “human”—that is, an effective participant in society? The answer is, through socialization. As we grew from infancy, we interacted continually with others. We learned to speak a language—a prerequisite for participation in society. We learned basic interaction rituals, such as greeting a stranger with a handshake and a loved one with a kiss. We also learned the socially accepted ways to achieve various goals, both material (food, clothing, shelter) and social (respect, love, help of others). As we learned these, we used them; as we used them, we re-created them—adapted them to our particular circumstances.


It is obvious that socialization makes us like most other members of society in important ways. It is not so obvious that socialization also produces our individuality. The sense of self and the capacity to engage in self-oriented acts (discussed in Chap. 4) are a result of socialization.


The first part of this chapter will examine childhood socialization. By childhood, we mean the period from birth to adolescence. Childhood is a social concept, shaped by historical, cultural, and political influences (Elkin & Handel, 1989). In contemporary American society, we define children as immature—in need of training at home and of a formal education. The second part examines socialization beyond childhood.


The discussion focuses on the following five questions:


       1.   What are the basic perspectives in the study of socialization?


       2.   What are the socializing agents in contemporary American society?


       3.   What are the processes through which socialization occurs?


       4.   What are the outcomes of socialization in childhood?


       5.   What is the nature of socialization in adolescence and adulthood?







PERSPECTIVES ON SOCIALIZATION







Which is the more important influence on behavior—nature or nurture, heredity or environment? This question has been especially important to those who study children. Although both influences are important, one view emphasizes biological development (heredity), whereas another emphasizes social learning (environment).


The Developmental Perspective


The human child obviously undergoes a process of maturation. He or she grows physically, develops motor skills in a relatively uniform sequence, and begins to engage in various social behaviors at about the same age as most other children.


[image: Responsiveness to another person...]


Responsiveness to another person develops early in life. By 16 weeks of age, a child smiles in response to a human face. By 28 weeks, a child can distinguish caregivers from strangers. © video1/iStock


Some theorists view socialization as largely dependent on processes of physical and psychological maturation, which are biologically determined. Gesell and Ilg (1943) documented the sequence in which motor and social skills develop and the ages at which each new ability appears in the average child. They viewed the development of many social behaviors as primarily due to physical and neurological maturation, not social factors. For example, toilet training requires voluntary control over sphincter muscles and the ability to recognize cues of pressure on the bladder or lower intestine. According to developmental theory, when children around age 2½ develop these skills, they learn by themselves without environmental influences.


Table 3.1 lists the sequences of development of various abilities that have been identified by observational research. The ages shown are approximate; some children will exhibit the behavior at younger ages, whereas others will do so later.


As an example, consider the development of responsiveness to other persons. As early as 4 weeks, many infants respond to close physical contact by relaxing. At 16 weeks, babies can discriminate the human face and usually smile in response. They also show signs of recognizing the voice of their usual caregiver. By 28 weeks, the infant clearly differentiates faces and responds to variations in facial expression. At 1 year, the child shows a variety of emotions in response to others’ behavior. He or she will seek interaction with adults or with siblings by crawling or walking toward them and tugging on clothing. Thus, recognition of, responsiveness to, and orientation toward adults follow a uniform developmental pattern. The ability to interact with others depends in part on the development of visual and auditory discrimination.


TABLE 3.1  The Process of Development


[image: TABLE 3.1 The Process...]


Source: Adapted from Caplan, 1973; and The Infant and Child in the Culture of Today (1943) by Arnold Gesell and Frances L. Ilg. Used with permission of the Gesell Institute of Human Development.


Development continues throughout life. Important physical and hormonal changes occur during puberty, pregnancy, and menopause/later life and impact on motivation and behavior. Recognition of this lifelong process is one aspect of the life-course perspective, discussed later in this chapter.


The Social Learning Perspective


Whereas the developmental perspective focuses on the unfolding of the child’s own abilities, the social learning perspective emphasizes the child’s acquisition of cognitive and behavioral skills in interaction with the environment. Successful socialization requires that the child acquire considerable information about the world. The child must learn about many physical or natural realities, such as what animals are dangerous and which things are edible. Children also must learn about the social environment. They must learn the language used by people around them to communicate their needs to others. They also need to learn the meanings their caregivers associate with various actions. Children need to learn to identify the kinds of persons encountered in their immediate environment. They need to learn what behaviors they can expect of people, as well as others’ expectations for their own behavior.


According to the social learning perspective, socialization is primarily a process of children learning the shared meanings of the groups in which they are reared (Shibutani, 1961). Such variation in meanings gives groups, subcultures, and societies their distinctiveness. Although the content—what is learned—varies from group to group, the processes by which social learning takes place are universal. This viewpoint emphasizes the adaptive nature of socialization. The infant learns the verbal and interpersonal skills necessary to interact successfully with others. The processes by which this occurs are the concern of reinforcement theory. Having acquired these skills, children can perpetuate the meanings that distinguish their social groups and even add to or modify these meanings by introducing innovations of their own.


Recent research on socialization has considered both the importance of developmental processes and the influence of social learning. The developmental age of the child obviously determines which acts the child can perform. Infants less than 6 months old cannot walk. All cultures have adapted to these developmental limitations by coordinating the performance expectations placed on children with the maturation of their abilities. However, developmental processes alone are not sufficient for the emergence of complex social behavior. In addition to developmental readiness, social interaction—learning—is necessary for the development of language. This is illustrated by the case of Isabelle, who lived alone with her deaf-mute mother until the age of 6½. When she was discovered, she was unable to make any sound other than a croak. Yet within 2 years after she entered a systematic educational program, her vocabulary numbered more than 1,500 words and she had the linguistic skills of a 6-year-old (Davis, 1947).

OEBPS/images/f0021-01.jpg
paonct
i et
oy

NTALCATGORZATON

“oce ATTONION
peonatyees

st i presic of porie






OEBPS/images/title.jpg
SOCIAL

JOHN D. DELAMATER  DANIEL J. MYERS JESSICA L. COLLETT

WESTVIEW
PRESS.

I





OEBPS/images/f0041-01.jpg
ood [ [ [ [ I [
) [F] Tl © Tl 7] [E]

wek | | || _ . | suong
£l [E] a © il @ [E]

[ I _ e
£l [E] a © il @ [E]

[ A I [ [ [ — —
) [F] Tl © Tl 7] [E]

e | | _ I heavy
[E] @ il o il @ [E]

wang | | _ B borng
[E] 7] [ ) [ 7] [E)






OEBPS/images/f0009-01.jpg





OEBPS/images/f0068-01.jpg
VisualActvty  Followsobjects
ith eyes;eyes
adjustto objects
atvarying
distances

Interpersonal  Smiles at human

face respondsto

Voca Actvy  Vocalzes

ofsylable-like

By i G o
p: anroll ver

Manual Dexterty  Touches objects

Watchesactity
intently; hand-
eye coordination

Respondsto
varation

difeentiates
Pl s
stangars)

Vocaizes voves

and consonan:
tstoimiate
Ganstup;

Cangrsputh
one hand;
manipulates
objects

Enjoysvatching
moving obects
lkeTV picture)

Engages n
Tesponsie pay
shows ematicn,

scm persons.

Voadlzes

sylables;

practicestwo.

tosightknown
s

Canstand;can
dlmbupand
down sars

Maripuates
oblectssarally

periods
Prfers soltary
ply; rudimentary
conceptof
ounarship

Voadzes
consantly;

namesactons;
ropeatsvords.

Canrun;kes
largerscale moter
actity—push,
pul ol

oo controlof
hand andarm

Canplay

Motion lud,
smooth;good
conrdination

g
contro—
i,
wristwell





OEBPS/images/f0010-01.jpg
Calvin « HOL\:EJ

FEST R VBT TS
IS R SToMAC
SPUASHES YOUR NNARDS,

A

THIS CONDEISHTION SRS T |
CIRCOITS ToYOUR. BRAIN,
KD YO GET AL Wooz






OEBPS/images/line2.jpg





OEBPS/images/line1.jpg





OEBPS/images/f0051-01.jpg





OEBPS/images/f0024-01.jpg





OEBPS/images/f0055-02.jpg





OEBPS/images/f0055-01.jpg
IntemalValdny
Extermalvaldty
Investigtor
Contrl
Intnusiveness of
Measures
Oifculty of

Conducting tudy
Ethical Problems

Moderate

Moderate

Moderate

Moderate

Moderate

Fou

Moderate

Moderate

Moderate

Moderate

Many

ARCHVAL
EARCH
Low

Moderate

Low
Low

Low

ABORATORY
EXPERMENT

High
Moderate

High

Moderate

Moderate

Some

Moderate
Hioh

Moderate
Low
Hich

Some





OEBPS/images/halftitle.jpg
SOCIAL
PSYCHOLOGY





OEBPS/images/f0005-01.jpg
1. The Impact cf ane ndkidual on
anchersbenavirand belts

x—>x
Thempactcra g
* Rammciohamin it
B
groups scutiosandstucue
The It cfone gouponanother goups

s andsuue,

’

5 The It o soctl comerton
groupsand naiuduals






OEBPS/images/9780813349510.jpg
e
<= i
=
S
il o=






OEBPS/images/f0036-01.jpg





OEBPS/images/f0019-01.jpg





OEBPS/images/f0067-01.jpg





OEBPS/images/f0041-01a.jpg
tad

god | I [ [ [ [
) 7] Tl © T ) [E]

wesk [ [ | s
£ [E] il © il @ [E]

fat B P [ [ —
£ [E] il © il @ [E]

[ A I [ [ [ — —
) @ T © Tl 7] [E]

Tight I Y [ _ | vay
] @ il o Tl @ [E]

wang | | T [ vong
[E]) 7] [ ) [ 7] [E)






