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PREFACE



Forty years ago, we wrote a well-received book, The British Tax System, describing the failures – intellectual and practical – of the tax system. We were neither academic scribblers inventing a tax system from scratch nor tax accountants engrossed in excruciating detail. Instead, as young academics we set out to look carefully at how the tax system actually worked in practice and then to design improvements based on a small number of carefully thought through principles. Forty years later, we discovered that we had independently come to the view that economics as a whole faced a similar challenge and was in need of a fresh look. So we decided to collaborate again. This book is the result.


The British Tax System sold well and went into several editions. But our careers then went in different directions. John became the Director of the Institute for Fiscal Studies, started a successful consulting company focusing on business economics, and was the first director of the Saïd Business School at Oxford University and for twenty years a columnist for the Financial Times. Mervyn became an academic in various universities in the UK and US before joining the Bank of England as Chief Economist and later Governor from 2003 to 2013.


During those forty years we saw at first hand both the power of economics as a way of approaching practical problems, and also its limitations. As students and academics we pursued the traditional approach of trying to understand economic behaviour through the assumption that households, businesses, and indeed governments take actions in order to optimise outcomes. We learnt to approach economic problems by asking what rational individuals were maximising. Businesses were maximising shareholder value, policy-makers were trying to maximise social welfare, and households were maximising their happiness or ‘utility’. And if businesses were not maximising shareholder value, we inferred that they must be maximising something else – their growth, or the remuneration of their senior executives.


The limits on their ability to optimise were represented by constraints: the relationship between inputs and outputs in the case of businesses, the feasibility of different policies in the case of governments, and budget constraints in the case of households. This ‘optimising’ description of behaviour was well suited to the growing use of mathematical techniques in the social sciences. If the problems facing businesses, governments and families could be expressed in terms of well-defined models, then behaviour could be predicted by evaluating the ‘optimal’ solution to those problems.


Although much can be learnt by thinking in this way, our own practical experience was that none of these economic actors were trying to maximise anything at all. This was not because they were stupid, although sometimes they were, nor because they were irrational, although sometimes they were. It was because an injunction to maximise shareholder value, or social welfare, or household utility, is not a coherent guide to action. Business people, policy-makers and families could not even imagine having the information needed to determine the actions that would maximise shareholder value, social welfare or household utility. Or to know whether they had succeeded in doing so after the event. Honest and capable executives and politicians, of which there are many, try instead to make incremental decisions which they think will improve their business, or make the world a better place. And happy households are places where family members work together to ensure that tomorrow is at least as good as today.


Most economists would readily acknowledge that no one actually engages in the kinds of calculation which are described in economic models. But since the work of Paul Samuelson, economists have relied on the claim that if people observed certain axioms which constituted ‘rationality’ they would – unconsciously – be optimising, rather as Molière’s M. Jourdain had been talking prose for forty years without knowing it. And when this axiomatic approach is applied to consumer behaviour, as it was by Samuelson, the method is more fruitful than the sceptical observer might expect.


But we show in this book that the axiomatic approach to the definition of rationality comprehensively fails when applied to decisions made by businesses, governments or households about an uncertain future. And this failure is not because these economic actors are irrational, but because they are rational, and – mostly – do not pretend to knowledge they do not and could not have. Frequently they do not know what is going to happen and cannot successfully describe the range of things that might happen, far less know the relative likelihood of a variety of different possible events.


The financial crisis of 2007–08 brought home the intellectual failures of optimising models to capture the disruptive behaviour that results from confronting an unknowable future. But this is not another book about that financial crisis, or even another book about economics, although we believe that the implications for the study of economics are considerable. It is a book about how real people make choices in a radically uncertain world, in which probabilities cannot meaningfully be attached to alternative futures.


As we wrote this book, and discussed our ideas with friends and colleagues, we encountered very different reactions from general readers, on the one hand, and specialists, on the other. Most people find the concept of radical uncertainty natural and indeed obvious. For them, the challenge is not to accept the existence of radical uncertainty but to find ways of coping with it. We hope they will find answers to that challenge in the chapters that follow. Many people who have been trained in economics, statistics or decision theory, however, find it difficult to accept the centrality of radical uncertainty. And to these we need to add some who work in computer science and artificial intelligence – or who have simply read enough about these things to be caught up in the wave of popular enthusiasm for the style of reasoning at which computers excel.


In trying to persuade those two different audiences of the importance of radical uncertainty, the risk is that one thinks we are flogging a dead horse; the other that we are flogging the winner of the Kentucky Derby by decrying a set of techniques which has transformed our thinking in economics, statistics, decision-making and artificial intelligence. We hope that general readers will nevertheless enjoy the spectacle of the flogging and that specialists will feel at least some of the sting of the lash.





Part I




Introduction:
The Nature of Uncertainty
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THE UNKNOWABLE FUTURE


All we can know is that we know nothing. And that is the sum total of human wisdom.


—LEO TOLSTOY, War and Peace, 18671


Unknowable unknowns


In September 1812, Napoleon’s troops defeated the Russian forces at Borodino, and cleared the way for the capture of Moscow. The French entered the now-deserted capital and razed its wooden structures to the ground. But the fruitless occupation marked the end of the Emperor’s campaign of conquests. The freezing, starving, disease-ridden Grande Armée began its long retreat to Paris. Most of its soldiers never made it home.2 Napoleon abdicated in April 1814.


Napoleon was the greatest political and military leader of the age, at the height of his power and achievement, and commander of the largest army the world had seen.3 But he had little understanding of what was going on at Borodino. Nor, even today, do we truly understand why he was there. And the complex, many-faceted relationship between Russia and Western Europe remains unresolved two centuries later.


On 3 August 1492, Christopher Columbus sailed from Spain with the hope of finding a new route to the Indies. Most experienced sailors at the time believed that a westerly route to Asia was impracticable, given the distance involved and the problem of carrying sufficient food and water. And they were right. Against all reasonable advice, the Spanish Crown agreed to sponsor his expedition. Columbus did not know what his journey would entail, or how long it would take him, and after re-stocking in the Canary Islands, he landed in the Bahamas. He did not know that the New World, as it came to be called, even existed, and he did not know what he had found even after he had found it. He maintained that he had indeed landed in Asia, which is why America is named after his contemporary, Amerigo Vespucci, who had a better idea of where his own explorations had led. Whatever counted as cost-benefit analysis in the Spanish court took no account of the possibility of a New World; nor could it.


In February 1972, Richard Nixon met the Chinese leader Mao Tse-tung in Beijing. The meeting had long been planned, secretly, by the US President and his national security adviser, Henry Kissinger. Its purpose was by no means clear, although Nixon was struggling to extricate his country from Vietnam and both American and Chinese leaders wished to put distance between the two leaders of global communism, China and the Soviet Union. The much-feted meeting ended with a bland communiqué characteristic of global summits. Later that year, five men were arrested during a break-in at the Watergate complex in Washington and the subsequent cover-up led to Nixon’s resignation in 1974. Two years after that, the ailing Mao died.


No one knew what the consequences of the Nixon/Mao meeting would be – it was not even certain when Nixon’s plane arrived that Mao himself would meet the President. And, almost half a century later, no one really knows what the consequences were. Was its significance merely symbolic, a media event involving two leaders in failing political or physical health? Or was it a key milestone in the integration of China into the global economy, probably the most important economic development of the subsequent half century?


Emperors, explorers and presidents made decisions without fully understanding either the situation they faced or the effects of their actions. And so must we.


The global financial crisis


On 9 August 2007, the French bank BNP Paribas announced that it was suspending transactions in three of its funds. The holdings of investors, which had been placed in securities linked to the US housing market, were effectively frozen. The failure of a small group of hedge funds was in itself a minor event. But within days the global financial crisis of 2007–08 was underway. That crisis peaked in September 2008 with the failure of Lehman Brothers, and only extraordinary efforts by central banks around the world prevented the collapse of the Western financial system. Nevertheless, the failures in financial markets which followed led to the most severe recession in the industrialised world since the Great Depression of the 1930s.


As the days passed and the position of the banks deteriorated, we were seeing events that had not been observed for several generations, if at all. Why was the banking system experiencing a crisis of confidence of the kind that we thought had been relegated to history? As the crisis passed and there was time for reflection, both authors sought to explain the background to the events that took us all by surprise. Mervyn King wrote The End of Alchemy and John Kay Other People’s Money. From differing perspectives, the authors had arrived at a common view. The narrative of the pre-crisis period was falling apart. Markets in new, complex financial instruments were supposed to ensure that risks were placed with people who were best able to bear them. Or so the story had gone. As the crisis evolved, a new narrative was required; one which recognised that humans do not necessarily comprehend the consequences of their innovations. The risks had not been placed with those who had most capacity to handle them, but with those who did not understand them. And the institutions that sold those instruments understood little more and lacked the financial capacity to hold them when the market dried up.


The 25 standard deviation event


On 13 August 2007, four days after BNP Paribas had suspended redemptions from three of its funds, the chief financial officer of Goldman Sachs, David Viniar, told the Financial Times ‘we were seeing things that were 25-standard deviation moves several days in a row’.4 Taken literally, Viniar’s statement was not credible. A 25 standard deviation event is one whose probability is less than .0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3.5 Our universe has not existed long enough for there to have been several days on which 25 standard deviation events could occur. Mr Viniar has a degree in economics from Union College and an MBA from Harvard Business School, so he would have known this, unless he had forgotten the content of his elementary courses. But what he really meant, although his claim was wrapped up in statistical jargon, was that moves in the prices of financial assets were much larger than anything his risk managers had previously experienced or thought possible.


The risk models used by Goldman Sachs and other financial firms were incapable of coping with the stress in markets seen in 2007 and more starkly in 2008. The models used by economists in central banks and elsewhere to make forecasts of the economy also failed to predict or explain these events. The inability of experts to anticipate the crisis was not simply the result of incompetence, or wilful blindness, but reflected much deeper problems in understanding risk and uncertainty. Today we can send rockets to land a man on the moon, and probes to the planet Mercury. Why are more immediate and superficially simpler problems on Earth – such as whether it will rain next week in New York, or what will be the result of today’s election, or the demand for oil next year – harder to manage? Why does planning for future contingencies cause so much difficulty for those charged with making decisions – whether they are employed in private institutions, such as banks, or in charge of public bodies, such as governments and armies?


The war on terror


Osama bin Laden masterminded the attack on Manhattan’s World Trade Center on 11 September 2001, and US military preparations for a possible invasion of Iraq began almost immediately thereafter. In February of the following year, Donald Rumsfeld, the United States Secretary of Defense, gave a press briefing. Rumsfeld was asked to comment on reports that no evidence linked Baghdad to terrorist activity. His famous response was widely derided: ‘There are known knowns; there are things we know we know. We also know there are known unknowns; that is to say we know there are some things we do not know. But there are also unknown unknowns – the ones we don’t know we don’t know.’6


Yet Rumsfeld was saying something important.7 The follow-up question to Rumsfeld’s musings is less well remembered than the observation that provoked it. The Defense Secretary was asked in which category – known knowns, known unknowns or unknown unknowns – did intelligence about terrorism and weapons of mass destruction fall? Rumsfeld’s response was ‘I am not going to say which it is’.8 But no link between Iraq and the 9/11 attack has been established, and no weapons of mass destruction were found. The Iraq invasion was a military success: US forces rapidly reached Baghdad and toppled Saddam Hussein. But with hindsight the operation was a comprehensive failure of intelligence, judgement and contingency planning; a failure as politically damaging as the similar failures of intelligence, judgement and contingency planning in the financial sector were economically damaging. In the light of these failures, US government agencies were required to implement a more structured process for providing advice to the President.9 Analysts were expected to quantify their confidence levels and express them as probabilities.


And so almost a decade later, in spring 2011, President Barack Obama met with his senior security advisers in the White House situation room to consider what he knew would be one of the defining decisions of his presidency. Should he approve the proposed raid by US Navy SEALs on the Abbottabad compound in Pakistan where Osama bin Laden was believed to be hiding? Obama was well aware that a similarly daring plan in 1979 to rescue hostages from the Tehran embassy had ended in fiasco and may have cost Jimmy Carter a second term as President. ‘John’, the CIA team leader, was 95% certain that bin Laden was in the compound. But others were less sure. Most placed their probability estimate at about 80%. Some were as low as 40% or even 30%.


The President summed up the discussion. ‘This is 50–50. Look guys, this is a flip of the coin. I can’t base this decision on the notion that we have any greater certainty than that.’10 Obama did not mean that the probability that the man in the compound was bin Laden was 0.5; still less that he planned to decide by tossing a coin.11 His summary recognised that he had to make his decision without knowing whether the terrorist leader was in the compound or not. Obama would reflect on that discussion in a subsequent interview: ‘In this situation, what you started getting was probabilities that disguised uncertainty as opposed to actually providing you with more useful information.’12


Either bin Laden was there, or he wasn’t – though the plan involved many other risks and uncertainties, military, technological and political. Obama might have said to his colleagues something like ‘if you guys can tell me there is a greater than 60% chance that the man in the compound is bin Laden, I will give the order to go ahead’. But he did not; to have done so would have been to pass responsibility for the decision from the Oval Office, where it belonged, to the intelligence agencies. But such passing on of responsibility did occur in the financial sector, where senior bank executives, such as Mr Viniar, had effectively delegated the management of uncertainty to the risk professionals and their models. Obama understood this issue; Viniar and his colleagues did not.


In the run-up to the global financial crisis, as in the preparations for the Abbottabad raid, policy advisers not only chose to express uncertainties as probabilities but were required to do so. Regulators prescribed the risk models used by financial institutions; Congress insisted on the quantification of judgements based on intelligence reports. In both finance and politics, this expression of uncertainty was at best unhelpful and at worst actively misleading. The precision of the numbers presented to Viniar and Obama was spurious. Obama understood that he had to arrive at a decision on the basis of limited information, and made what, with hindsight, proved a good call. He did so not by probabilistic reasoning but by asking ‘What is going on here?’


In writing this book, we found inspiration in an anecdote from Richard Rumelt’s Good Strategy/Bad Strategy, by some distance the best book on business strategy written in the last decade. Rumelt describes a conversation with a colleague at UCLA who had observed some of his case-based MBA classes:


We were chatting about pedagogy . . . John gave me a sidelong look and said ‘it looks to me as if there is really only one question you’re asking in each case’. That question is ‘what’s going on here?’ John’s comment was something I’ve never heard said explicitly but it was instantly and obviously correct. A great deal of strategy work is trying to figure out what is going on. Not just deciding what to do, but the more fundamental problem of comprehending the situation.13


The question ‘What is going on here?’ sounds banal, but it is not. In our careers we have seen repeatedly how people immersed in technicalities, engaged in day-to-day preoccupations, have failed to stand back and ask, ‘What is going on here?’ We have often made that mistake ourselves.


Retirement planning


Most readers will never be called upon to make decisions as momentous as those which Obama and Viniar faced – although they may be asked to judge the performance of those who make these critical decisions. But all of us make choices which require thinking about the future. House purchase and preparing for retirement are the most important financial decisions for most households. But few plan in any organised way. They decide, often rather quickly, which house to buy based on a reaction rather than a checklist. Given choices – to opt in or out of pension schemes, to select one investment fund over another – they often prefer to avoid choices. The default option – which requires no action – is usually most popular.14


A few households approach the issue of retirement more systematically. There are software programs to help; some asset managers15 offer free assistance and some economists have written commercial programs.16 These calculate how much an individual or household should save and whether they are on track for a comfortable retirement. To start using these programs you must have a lot of information at your side: current facts, such as age and marital status, and information about your future self, such as the age at which you plan to retire, and how much you will then need to spend each year. You will need to disclose not just your current salary but what you expect it to be many years from now. You may even be asked to predict how long you will live. The principal uncertainty President Obama faced was binary – either bin Laden was there in Abbottabad, or he was not. Judging how long you will live is more difficult. You know that you are most unlikely to reach 125 years old and you can consult the carefully constructed life tables used by the actuaries of insurance companies. But the program may also ask you to express views on the economy and financial markets in the future. A historic series on inflation and investment returns will give you some sense of possible answers. You might sketch a range of possibilities even if you would struggle – and be unwise – to come up with an answer.


One answer to such questions the programs generally do not allow is ‘I don’t know’. But that is the answer which the authors, professional economists all our lives, would give to many of these questions. And frankly we think that is the answer you should give as well. There are many questions – such as ‘Who is the man in the compound in Pakistan?’ – to which the only sensible answer is ‘I don’t know’; and if this may be true of the present, it is even more true of the future. We all have to make decisions about retirement plans even though we do not know what our income or the inflation rate will be twenty years from now. If we knew the answers to all the questions the programs pose, we could determine exactly how much we need to save to enjoy our retirement. But we do not make good decisions by professing knowledge we do not and cannot have. After we have consulted the programs, we at least know what we don’t know, and we may be able to do a little to reduce our ignorance.


An intellectual failure


The crisis of 2007–08 represented – obviously – a failure of economic analysis and economic policy. But while recognising the seriousness and cost of the financial crisis, economists have generally been reluctant to accept that their intellectual framework is in need of revision. Economists (used to) distinguish risk, by which they meant unknowns which could be described with probabilities, from uncertainty, which could not. They had already adopted mathematical techniques which gave the term ‘risk’ a different meaning from that of everyday usage. In this book we will describe the considerable confusion and economic damage which has arisen as a result of the failure to recognise that the terms ‘risk’, ‘uncertainty’ and ‘rationality’ have acquired technical meanings in economics which do not correspond to the everyday use of these words. And over the last century economists have attempted to elide that historic distinction between risk and uncertainty, and to apply probabilities to every instance of our imperfect knowledge of the future.


The difference between risk and uncertainty was the subject of lively debate in the inter-war period. Two great economists – Frank Knight in Chicago and John Maynard Keynes in Cambridge, England – argued forcefully for the continued importance of the distinction. Knight observed that ‘a measurable uncertainty, or “risk” proper, as we shall use the term, is so far different from an unmeasurable one that it is not in effect an uncertainty at all’.17


Keynes made a similar distinction. In an article summarising his magnum opus, The General Theory of Employment, Interest and Money, he wrote:


By ‘uncertain’ knowledge, let me explain, I do not mean merely to distinguish what is known for certain from what is only probable. The game of roulette is not subject, in this sense, to uncertainty; nor is the prospect of a Victory bond being drawn. Or, again, the expectation of life is only slightly uncertain. Even the weather is only moderately uncertain. The sense in which I am using the term is that in which the prospect of a European war is uncertain, or the price of copper and the rate of interest twenty years hence, or the obsolescence of a new invention, or the position of private wealth-owners in the social system in 1970. About these matters there is no scientific basis on which to form any calculable probability whatever. We simply do not know.18


The title of this book, and its central concept, is radical uncertainty. Uncertainty is the result of our incomplete knowledge of the world, or about the connection between our present actions and their future outcomes. Depending on the nature of the uncertainty, such incomplete knowledge may be distressing or pleasurable. I am fearful of the sentence the judge will impose, but look forward to new experiences on my forthcoming holiday. We might sometimes wish we had perfect foresight, so that nothing the future might hold could surprise us, but a little reflection will tell us that such a world would be a dull place.


We have chosen to replace the distinction between risk and uncertainty deployed by Knight and Keynes with a distinction between resolvable and radical uncertainty. Resolvable uncertainty is uncertainty which can be removed by looking something up (I am uncertain which city is the capital of Pennsylvania) or which can be represented by a known probability distribution of outcomes (the spin of a roulette wheel). With radical uncertainty, however, there is no similar means of resolving the uncertainty – we simply do not know. Radical uncertainty has many dimensions: obscurity; ignorance; vagueness; ambiguity; ill-defined problems; and a lack of information that in some cases but not all we might hope to rectify at a future date. These aspects of uncertainty are the stuff of everyday experience.


Radical uncertainty cannot be described in the probabilistic terms applicable to a game of chance. It is not just that we do not know what will happen. We often do not even know the kinds of things that might happen. When we describe radical uncertainty we are not talking about ‘long tails’ – imaginable and well-defined events whose low probability can be estimated, such as a long losing streak at roulette. And we are not only talking about the ‘black swans’ identified by Nassim Nicholas Taleb – surprising events which no one could have anticipated until they happen, although these ‘black swans’ are examples of radical uncertainty.19 We are emphasising the vast range of possibilities that lie in between the world of unlikely events which can nevertheless be described with the aid of probability distributions, and the world of the unimaginable. This is a world of uncertain futures and unpredictable consequences, about which there is necessary speculation and inevitable disagreement – disagreement which often will never be resolved. And it is that world which we mostly encounter. So the ramifications of radical uncertainty go well beyond financial markets; they extend to individual and collective decisions, as well as economic and political ones; and from decisions of global significance taken by statesmen to everyday decisions taken by the readers of this book.


For both Knight and Keynes, recognition of the pervasive nature of radical uncertainty was essential to an understanding of how a capitalist economy worked. Knight believed that it was radical uncertainty that created profit opportunities for entrepreneurs and that it was their skill and luck in navigating radical uncertainty which drove technical and economic progress. Fifteen years before the General Theory, Keynes had published A Treatise on Probability, and an appreciation of his evolving views on risk and uncertainty is necessary in interpreting his later work. But in the General Theory he re-expressed Knight’s thinking with characteristic literary flourish: ‘If the animal spirits are dimmed and the spontaneous optimism falters, leaving us to depend on nothing but the mathematical expectation, enterprise will fade and die.’20 Keynes’ concern was less with the micro-economic drivers of innovation than with the macroeconomic factors behind the Great Depression. In his view it was (non-mathematical) expectations – ‘the state of confidence’ – which made it difficult to achieve or restore the equilibrium which the classical economists had described.


But Keynes and Knight lost the battle to put radical uncertainty at the heart of economic analysis (in chapter 5 we explain why). Most economists today pay – at best – lip service to the difference between risk and uncertainty. The problem of radical uncertainty has supposedly been tamed by probabilistic reasoning. That belief has infected other areas of social science, including statistics, sociology and psychology, and even the law.


And so instead of recognising radical uncertainty, and adopting policies and strategies that will be robust to many alternative futures, banks and businesses are run with reliance on models which claim knowledge of the future that we do not have and never could have. Those models attempt to manage uncertainty by assuming that the analysis of commercial and financial risk is analogous to the analysis of roulette. We do not know how a particular spin will fall, but we do know the possible outcomes and the frequency of each of those outcomes if we played the game over and over. But uncertainty takes many forms, few of which can be represented in this way.


Three main propositions run through this book. First, the world of economics, business and finance is ‘non-stationary’ – it is not governed by unchanging scientific laws. Most important challenges in these worlds are unique events, so intelligent responses are inevitably judgements which reflect an interpretation of a particular situation. Different individuals and groups will make different assessments and arrive at different decisions, and often there will be no objectively right answer, either before or after the event. And because what we observe is not the outcome of a stationary process, conventional statistical inference rarely applies and forecasts are often based on shifting sands.


Second, individuals cannot and do not optimise; nor are they irrational, victims of ‘biases’ which describe the ways they deviate from ‘rational’ behaviour. The meaning of rational behaviour depends critically on the context of the situation and there are generally many different ways of being rational. We distinguish axiomatic rationality, as used by economists, from evolutionary rationality, as practised by people. Many so-called ‘biases’ are responses to the complex world of radical uncertainty. Evolution in this uncertain world has led characteristics which are primarily adaptive to become embodied in human reasoning. Humans are successful at adapting to the environment in which they find themselves, and have not evolved to perform rapid calculations of well-defined problems at which computers excel. This is because the problems which humans face, whether sparkling at dinner party conversations or conducting international trade negotiations, are not well-defined problems amenable to rapid calculation.


Third, humans are social animals and communication plays an important role in decision-making. We frame our thinking in terms of narratives. And able leaders – whether in business, in politics, or in everyday life – make decisions, both personal and collective, by talking with others and being open to challenge from them. Humans, uniquely, produce artefacts of extraordinary complexity and are able to do so only by the successful development of networks of trust, cooperation and coordination. Market economies function only by virtue of being embedded in a social context.


Sensible – adaptive – public policy and business strategy cannot be determined by quantitative assessments of policies and projects, made by an industry of professional modellers using probabilistic reasoning. In this book we explain how it is that so many clever people came to believe otherwise – and why they are wrong. We reassert the distinction between risk and uncertainty, and suggest that if we control risk we can not only manage but positively enjoy uncertainty. If that seems paradoxical, read on.
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PUZZLES AND MYSTERIES


The worst historian has a clearer view of the period he studies than the best of us can hope to form of that in which we live. The obscurest epoch is to-day.


—ROBERT LOUIS STEVENSON1


In August 2004, NASA launched the probe MESSENGER from Cape Canaveral. Although Mercury is on average ‘only’ 60 million miles from Earth,2 the rocket travelled 4.9 billion miles at a speed of 84,500 mph before it finally entered its investigative orbit of the planet, according to plan, in March 2011.3


This remarkable feat of computation was possible because:




• the equations of planetary motion have been comprehensively understood since the seventeenth century, thanks to Johannes Kepler and his successors;


• the equations of planetary motion are stationary, in the sense that those equations governed their motion for millions of years before Kepler’s discoveries and have continued to govern them since (‘stationary’ is a technical term in mathematics and statistics and does not relate to the movements of the planets themselves but to the underlying determinants of planetary motion, which do not change over time: we will make frequent use of the word ‘stationary’ in this sense);4


• the motion of the planets is not significantly affected by human actions5 or at all by human beliefs about their motion.





Accurate calculations, such as those undertaken by NASA scientists, can be made when the underlying process is more or less completely understood, when that process remains constant over time, and when the process is independent of our actions and beliefs. And extremely detailed forward planning – in this case, mapping the trajectory of a probe moving at rocket speed for years ahead – is then possible. MESSENGER entered its orbit of Mercury at the exact location NASA had anticipated six and a half years earlier.


Puzzles and mysteries


NASA is a product of its time. We live in an age of enlightenment in which scientific reasoning has displaced argument from authority, whether religious or secular. Scientific evidence is the new authority. But is it possible to extend to other disciplines the methods of analysis which have led to so much progress in natural science? Can there be laws of human behaviour analogous to laws of physics?


Is anything, in either the physical or the political world, really random? ‘God does not play dice,’ said Einstein, expressing a belief that the world is, fundamentally, deterministic.6 And, at some deep and unimaginable level of understanding, this may be true. But whatever the playwright of the universe intended, we actors are faced with uncertainty, either because of our ignorance or because of the changing nature of the underlying processes.


The risk managers at Goldman Sachs and the policy advisers at intelligence agencies whom we met in chapter 1 expressed their assessments in probabilistic language. In both cases these assessments were unhelpful, though for different reasons (at Goldman because the probabilistic estimates were taken seriously; in the White House because they were not). In neither case did the probabilities which were expressed provide the information the decision-makers required. Where there is no adequate basis for formulating probabilities – and there was none at 200 West Street7 or 1600 Pennsylvania Avenue – we face radical uncertainty.


The probabilists of financial institutions and intelligence agencies believed such conditions of radical uncertainty were rare and that they could estimate probabilities for most of the relevant contingencies. Since the seventeenth century it has been increasingly common to express uncertainty in probabilistic terms. The ‘probabilistic turn’ gathered pace in the twentieth century, and in the last two decades probabilistic reasoning has almost completely dominated the description and analysis of decision-making under uncertainty.


Other writers have made similar distinctions to the ‘known’ and ‘unknown’ unknowns described by Donald Rumsfeld. Greg Treverton, chairman of President Obama’s National Intelligence Council and for many years a senior figure in the US intelligence community, stressed the difference between ‘puzzles and mysteries’.8 A puzzle has well-defined rules and a single solution, and we know when we have reached that solution. Puzzles deliver the satisfaction of a clear-cut task and a correct answer. Even when you can’t find the right answer, you know it exists. Puzzles can be solved; they have answers. But the solutions may be difficult to find. Economists have thrived on the difficulty of solving complex models of the economy precisely because they have been trained to tackle well-defined problems which have an answer. And (Nobel) prizes are awarded to those who solve the most difficult puzzles.


Mysteries offer no such clarity of definition, and no objectively correct solution:9 they are imbued with vagueness and indeterminacy. We approach mysteries by asking ‘What is going on here?’, and recognise that even afterwards our understanding is likely to be only partial. They provide none of the comfort and pleasure of reaching the ‘right’ answer. Columbus thought he had landed in Asia. And even today, ‘What was going on here?’ in the global financial crisis, or during bin Laden’s sojourn in Pakistan, is hotly contested. What will be the future of the Middle East? Or the development of mobile computing, or the automobile industry? Will banks as we know them survive? What is the future of capitalism, or democracy? A mystery cannot be solved as a crossword puzzle can; it can only be framed, by identifying the critical factors and applying some sense of how these factors have interacted in the past and might interact in the present or future. Puzzles may be more fun, but in our real lives the world increasingly offers us mysteries – either because the outcome is unknowable or because the issue itself is ill defined.


The political scientist Philip Tetlock has for three decades studied the performance of ‘expert’ forecasters, with mostly dispiriting results.10 To find objective measures of the quality of expert judgement – and identify the determinants of good and bad judgement – Tetlock needs to specify problems with verifiable outcomes. In 2010 and 2011, the questions he set were of the kind, ‘Will Serbia be officially granted European Union candidacy by 31 December 2011?’ and ‘Will Italy restructure or default on its debts by 31 December 2011?’11


But these well-defined short-term questions are not really the questions to which policy-makers seek answers. More important is to know whether the United States and China will find a peaceful solution to the growing trade and military tensions between them. Or whether the European Union will continue its expansion, and what will be the shape of monetary union in five years’ time. Replacing complex mysteries with puzzles that have unambiguously right and wrong answers limits the interest and relevance of both problems and answers. While there are some problems for which the quantification of probabilities is an indispensable guide to solutions, most decisions in business, finance, politics and personal development, and their outcomes, are too complex and imprecisely defined to be approached in this way. They are subject to radical uncertainty.


Radical uncertainty and practical knowledge


Treverton’s striking distinction between puzzles and mysteries is reproduced wherever practical decision-making is required. The urban planners Horst Rittel and Melvin Webber observed in 1973 that although the well-defined needs of communities for roads, sanitation, etc. had been met, their clients remained dissatisfied. More was needed; but the planners did not know what it was and the population was not able to articulate clearly its needs. Rittel and Webber distinguished the ‘tame’ problems which had been solved from the ‘wicked’ problems which might never be solved, and these terms are now often used in social policy and medicine.12 A broken leg is a tame problem; but many patients present with symptoms whose cause is difficult to diagnose and which require treatment whose outcomes are uncertain. Their doctors must tackle wicked problems. Engineers also distinguish between puzzles and mysteries, and give them technical names – ‘aleatory’ and ‘epistemic’ uncertainty, respectively. Meteorological records will describe the regular tides and winds to which a bridge is likely to be exposed (aleatory uncertainty), but since every bridge and every bridge location is different the effect of these conditions on the structure is never completely known (epistemic uncertainty). The tides and winds are the subject of known frequency distributions (tables showing how frequent are particular values of tide and wind speed); uncertainty remains because every complex structure is necessarily idiosyncratic. This distinction between the uncertainty which can be described probabilistically and the uncertainty which surrounds every unique project or event is important in all applications of practical knowledge and central to the argument of this book.


Donald Rumsfeld was not the first person to describe ‘unknown unknowns’. British scientists invented the jet engine before the Second World War and by 1944 both Britain and Germany were able to produce jet fighters; the first commercial jets were Comets manufactured just outside London by the de Havilland company. The greater speed of jet propulsion promised – and in due course delivered – a transformation in international passenger travel. American Aviation magazine commented: ‘Whether we like it or not, the British are giving the US a drubbing in jet transport.’13 But a BOAC (now British Airways) Comet disintegrated in mid-air in 1954 soon after taking off from Rome airport. The planes were grounded for almost three months during which modifications were made ‘to cover every possibility that imagination has suggested as a likely cause of the disaster’.14 Two weeks after flights resumed, a South African Airways Comet suffered the same fate, coincidentally also shortly after leaving Rome. The remains of the crashed aircraft were recovered from the Mediterranean and subjected to exhaustive testing at the Royal Aircraft Establishment in Farnborough. The two accidents were the result of metal fatigue originating from the corners of the square windows. No one had imagined this could happen until it did. The lessons from the lengthy investigation which established the embarrassingly trivial source of the problem enabled de Havilland’s American rival Boeing to design a plane whose windows, as with all modern aircraft, are oval rather than square. The Boeing 707 became the workhorse of jet travel and almost one thousand were built. The Boeing engineers who created the 707 described the problem that had grounded the Comets as an ‘unknown unknown’, anticipating Rumsfeld’s use of the term by almost fifty years.15


Concern for ‘unk-unks’, as they were described at Boeing, has been integral to the company’s thinking ever since. Ironically, over sixty years later, in 2019, it was Boeing that suffered the loss of two of its newest planes, in crashes that had similarities to the fate of the Comets. Engineers can solve the puzzles of aerodynamic flows and the stresses of high-speed flight at altitude. But the only way to resolve the mystery of what happens to a metal tube flying at 500 mph at 35,000 feet is to try it.


What Churchill knew


The conduct of war is, in every sense, a wicked problem. The months that followed the outbreak of the Second World War in September 1939 became known as the ‘phoney war’. There were no major land operations. In April 1940, the British Prime Minister, Neville Chamberlain, told a Conservative Party meeting that ‘Hitler missed the bus’.16 Four days after Chamberlain’s ill-judged speech, German troops crossed into Denmark and were trans-shipped to Norway. A British expedition at Narvik in northern Norway ended in embarrassing withdrawal. The fiasco led to Chamberlain’s resignation and Winston Churchill became Prime Minister. Just as Churchill was being invited by the King to form a government, the Nazi blitzkrieg began. German troops raced through the Netherlands and Belgium and engaged the British and French armies. Within a week, the battle to defend France was lost.


In June 1941, Nazi Germany attacked Russia. The German army approached Moscow but failed to reach it, perhaps due to a mistaken focus on securing oil fields in the south rather than the seat of government in the north. On 7 December 1941, Japanese aircraft sank an American fleet at Pearl Harbor. On the following day, Congress declared war on the Empire of Japan, and three days later Hitler issued a declaration of war on the United States.


Historians still debate the crucial uncertainties of 1940. What would have happened if the British had sought a negotiated peace, as Lord Halifax, Churchill’s rival for the premiership, had proposed? Some argue that, with Britain disarmed, Germany could have achieved comprehensive victory in Europe. Others contend that the crucial events of Hitler’s invasion of Russia and the Japanese attack on Pearl Harbor would have occurred in any event, and the final outcome would have been the same. We do not know for sure why Hitler abandoned the invasion of Britain and focused on Russia instead; by opening a second front he greatly reduced his prospects of success in either.


The German and Japanese attacks took Stalin and Roosevelt, respectively, by surprise. Although both leaders had been given ample warning, they were unprepared. They did not believe these attacks would happen because they seemed foolish acts. And they were foolish acts – the likely results of engaging the Soviet Union and the United States in war were the crushing defeats that followed for the aggressors.


Churchill was impetuous, stubborn, and often mistaken in his judgements. His early political career foundered on the failure of the Dardanelles expedition in 1915, and, as Chancellor of the Exchequer from 1924 to 1929, he was responsible for one of the worst decisions in British economic history – the return in 1925 to the gold standard at the pre-war parity. But Churchill is justly pre-eminent among statesmen because from the beginnings of Hitler’s rise to power he understood ‘what is going on here’, and because, when the war which he saw as inevitable came, he not only provided inspirational leadership but displayed a sure grasp of the central strategic issues.


Churchill recognised that British survival depended on securing American engagement in the war against Hitler, but he also appreciated the difficulty of bringing about that engagement. Like Roosevelt, he did not anticipate a Japanese attack on the United States, nor Hitler’s response to it. Though the most impatient of men, he waited on events, and was vindicated by history. Like President Obama, though in a much more complex situation, Churchill did not think that the uncertainties involved in big decisions could be represented by probabilities and (unlike Obama) no one suggested to him that they could. The environment was radically uncertain; the problems he faced were ‘wicked’, not ‘tame’.


Military campaigns are complex and evolve in unpredictable ways. The contrast between the five-and-a-half-year history of the Second World War, with innumerable unexpected twists and turns, and the six-and-a-half-year progress of MESSENGER to Mercury along a complex but completely anticipated trajectory, could hardly be more stark. Still, even war operations are responses towards defined objectives and generally proceed to a resolution, bloody though that may be. The Second World War was prompted by Nazi aggression, the issue was how that aggression was to be contained, and in 1945 there was a definitive outcome. Many issues in business, finance and politics are ill defined and never concluded. If anything, they are even more ‘wicked’ than those of military strategy.



What Steve Jobs knew


Thomas Watson Jr followed his father, Tom Sr, as CEO of IBM and over half a century they built a company which came to dominate the global computer market from its beginnings in the 1950s until the personal computer revolution of the 1980s. The observation – widely attributed to Watson Jr – that there would be a world market for only five computers is apocryphal. But these IBM machines were enormous. In the 1970s, a university or a large corporation would have a single computer. The authors remember carrying boxes of punched cards to the Oxford University computer, housed in a vast air-conditioned basement in Banbury Road, or to the Cambridge University computer at the appropriately named New Museums Site.


Ken Olsen was then chief executive of America’s second largest computer company, Digital Equipment Corporation (DEC). In 1977, Olsen declared, ‘There is no reason anyone would want a computer in their home.’17 Olsen anticipated extensive use of computers. But, like many others, he assumed that millions of people would obtain computing capacity by plugging into a few very large central facilities, rather as they draw power from an electricity grid linking large power stations to their home appliances.


A different vision of the digital future imagined a range of smaller purpose-specific machines. By the early 1980s, most professional offices used word processors. Such machines made it easy to correct documents and cut and paste material, and could be linked to a high-quality printer. They transformed the job of the copy typist and almost eliminated the electric typewriter. Wang Laboratories was market leader in word processors. Small programmable calculators displaced the engineer’s slide rule. Specialist machines from Hewlett-Packard and Casio which could calculate redemption yields or option values were substitutes for the instinct, or seat of the pants, of market traders.


These problem-specific machines were, however, superseded when the industry developed in a different way. In 1971, Intel developed a general-purpose chip, or microprocessor. As a result, a single small device could serve many functions. Intel’s innovation paved the way for the construction of a mini-computer. At Xerox Parc in 1972, Butler Lampson built the Alto, a machine which differs little in appearance from a modern desktop computer. Lampson’s team added many of the features we take for granted today. But it was years before the Xerox Corporation attempted to market a commercial version, and the company never succeeded in establishing a foothold in the computer business.


While Xerox was perfecting the Alto, personal computers were developed by hobbyists. The Altair desktop, a self-assembly kit with a price of $400, was first advertised in Popular Electronics magazine in December 1974. Two young high-school friends in Seattle, Paul Allen and Bill Gates, adapted a simple programming language, BASIC, for the Altair. Some large companies outside the conventional computer industry recognised the potential of small computers. Home computers used tape cassettes for storage and television sets as monitors. AT&T and Sony sold desktop machines. All these initiatives failed.


Then in 1981, IBM launched a ‘personal computer’, immediately abbreviated to PC. IBM’s reputation and market presence were such that whatever the company supported commanded wide acceptance. It didn’t matter that many users thought the performance of the PC was inferior to that of machines already on the market. When software developers decided which format to use, IBM’s system was the obvious choice. Within months, ‘PC’ had become the generic term for a small computer.


In order to avoid its own slow-moving decision processes, and bypass managers who – rightly – feared that the innovation threatened their position, IBM had outsourced much of the development of the PC. For the operating system, the corporation turned to a small company, Microsoft, run by Gates and Allen. The pair in turn developed an off-the-shelf system they had bought for $50,000. The computer giant had no real sense of the revolution it had launched and the rights to MS-DOS remained with Microsoft. When IBM attempted to regain control with a new and more sophisticated operating system, OS/2, it was too late. MS-DOS (powering Windows 3.1) was everywhere.


Meanwhile, Steve Jobs and Steve Wozniak began assembling Apple machines in 1976 in Jobs’s garage, now designated a historic site.18 Although Gates and Microsoft had understood that ease of use was as important as technical sophistication to commercial success, Jobs extended this vision further and conceived a computer that you could use without understanding anything about computers. To achieve this goal, Jobs drew on another invention from Xerox Parc – the graphical user interface. Apple machines had screens with icons which created the appearance of a desktop, and friendly aids such as a mouse and trash bin – innovations that seemed like gimmicks to the nerds who then predominated among computer users, but which opened computing to a much wider audience. Apple machines were more fun.


But you could access these capabilities only by buying Apple’s integrated software and hardware. Apple’s determination to maintain its proprietary system failed in the face of widespread adoption of the more open standard of the IBM PC: Windows, a combination of Apple’s graphical user interface with Microsoft’s ubiquitous MS-DOS, swept the world, and almost swept Apple from that world. By the mid-1990s, Apple was on the edge of bankruptcy, its market share falling, its innovations failing.


But 1997 was the year of the Second Coming of Steve Jobs (he had been forced out of the company a decade earlier by the board). The return of Jobs to the company he had founded twenty years earlier enthused the dwindling band of Apple devotees, but few in the business world had high expectations. In 1998, Dick Rumelt, the UCLA strategy professor we met in chapter 1, interviewed Jobs about his plans. The Apple CEO responded, ‘I’m going to wait for the next big thing.’19 The ‘next big thing’ proved to be music. Music publishers resisted digital downloads, proclaiming them piracy. They sought to protect their established business of selling compact discs through record stores. Napster and other illegal file-sharing services flourished. Apple secured the rights to sell millions of downloadable tracks at 99 cents each through the iTunes Store, and launched the iPod in 2002. ‘One thousand songs in your pocket’, Jobs proclaimed.


The iPod prepared the ground for something much bigger still – the handheld computer. High-end portable devices for business people had been available since the turn of the century; the Palm Pilot was succeeded by the BlackBerry. But Apple aimed its products at consumers and then opened its systems to enable developers to provide ‘apps’. Combine the music player with the increasingly ubiquitous mobile phone, add a screen, and you could devise almost unlimited applications for a gadget that would fit in your pocket. Steve Ballmer, CEO of Microsoft, laughed derisively when the iPhone appeared – who, he asked rhetorically, would pay $500 for a phone?20


A lot of people would; ten years on, more than 1.5 billion smartphones had been sold. The smartphone changed the nature not just of entertainment, but of business communication. And by the time Jobs died in 2011, Apple had outstripped Microsoft to become the most valuable company in the world. Gates and his successor Ballmer were wrongfooted by the popularity of Apple’s mobile devices, as was Nokia, the Finnish company which had become the world’s largest supplier of mobile phones. In 2014, these two companies huddled together against the storm, as Microsoft acquired the remains of Nokia’s handset division. Palm became part of Hewlett-Packard; BlackBerry is today a shadow of its former self.


But perhaps Olsen, who doubted that there would be a need for a home computer, was right after all. We no longer need or want computers in our home because we carry a computer wherever we go and plug into the limitless memory and processing power of the great servers in the cloud. But Olsen’s company will not benefit from his belated vindication. The struggling Digital Equipment Corporation was absorbed into Compaq, which in turn was absorbed into Hewlett-Packard, which in turn was split in two in 2015 and is now known primarily as a manufacturer of printers. Wang, which had popularised the word processor, went bankrupt in 1992.


The history of personal computing combines extraordinary success in meeting the evolving needs of consumers with comprehensive failure by the corporations involved to anticipate how the market would develop. DEC failed to benefit from the company’s leading position in a market for small computers which was about to experience exponential growth. Wang, Casio, Palm, BlackBerry and Nokia soared towards the sun and fell as quickly to earth. IBM pioneered a development which destroyed its established business. Apple’s insistence on proprietary systems failed in the 1980s, but proved a success twenty years later. Microsoft failed to anticipate the importance of mobile computing. And the Xerox Corporation, which had contributed more than any other company to the innovations that made mobile computing possible, never derived commercial benefit from the inventiveness of its scientists. The pioneers of computing had built puzzle-solving machines of extraordinary power. But they had failed to understand the mysteries of business strategy as applied to their industry.



From unknown unknowns to known unknowns


Mysteries can sometimes be resolved by advances in knowledge. Dinosaurs dominated Earth for 130 million years (humans have done so for perhaps 100,000 years). But around 65 million years ago, an extraordinary event in our planet’s history led to the disappearance of most species, including the dinosaurs – the Cretaceous–Paleogene extinction. At school, we were told that the problem was that dinosaur brains were too small relative to their bodies. That was nonsense, but the claim may have encouraged us to do our homework. The extinction of the dinosaurs was for long an unresolved mystery. But the accumulation of scientific knowledge has turned the mystery into a puzzle whose solution is gradually being pieced together. In the past thirty years, scientists have formulated a plausible explanation of that extinction. An asteroid at least six miles in diameter hit Earth near the Yucatán peninsula in Mexico, filling the atmosphere with debris which covered the sky for years and fundamentally altered climate conditions.21 The resulting extinctions changed the course of evolution, and that is why we, and other mammals, are here today, and dinosaurs are not.


The largest object to have hit our planet and been the subject of contemporaneous record landed in a fortunately uninhabited area at Tunguska in Siberia in 1908. The energy from the impact was a thousand times that released at Hiroshima, and if the object had hit Manhattan, the city of New York would have been destroyed. The Yucatán asteroid was probably more than ten thousand times larger.


Many historic catastrophes, such as the Black Death or the San Francisco earthquake, can now be avoided or minimised. The mystery of what killed almost half the population of Europe became a puzzle as medical knowledge advanced, and has now been resolved. We understand seismology better, and can construct buildings that are more robust to tremors and fire, but when the next quake will occur remains a mystery. ‘On the last Sabbath day of 1879, which will be remembered for a very long time’, the Tay Bridge, a recently completed structure in Scotland which carried the North British Railway from Fife to Dundee, collapsed in strong winds.22 A train was on the bridge at the moment of destruction and ninety people died in the disaster.23 Many bridges were built in the nineteenth century as railways and railroads expanded and, with little understanding of the relevant physics, there were many failures. Just three years earlier, the US had experienced the collapse of the Ashtabula rail bridge in Ohio, which the president of the Lake Shore and Michigan Southern Railroad had himself designed.


More prudent rail executives sought the aid of engineers. The chastened North British Railway reviewed an even more ambitious project to span the River Forth between Edinburgh and Fife. Many experiments to ascertain the effects of wind on metal took place before the Forth Bridge – a spectacular and over-engineered structure – was completed in 1890. Even so, the similar Quebec Bridge collapsed during construction in 1907. The most vividly documented of all bridge collapses, through a dramatic contemporaneous film, is that of the Tacoma Narrows Bridge across the Puget Sound near Seattle. Even though storm stresses were relatively well understood in 1940, aerodynamic effects were not. Today, similar bridges are tested in wind tunnels in the design phase. Over the course of a century, the scope of mysteries has been diminished, and the effects of weather on bridges and other structures can today largely be treated as a soluble puzzle.


Some mysteries will remain just that because the solution will never be found. On 5 December 1872, the Mary Celeste was found abandoned in the Atlantic Ocean off the Azores. The vessel was undamaged and well provisioned, and its log book remained on board. But the lifeboat and the ship’s papers were missing. As were the captain, his wife and daughter, and the crew of seven. Nothing was seen or heard of them again.


No sea mystery has ever received more attention. Seemingly plausible hypotheses, such as piracy or mutiny, appear inconsistent with the evidence, prompting speculation about outlandish ones, such as sea monsters. The incident is famous in part because Arthur Conan Doyle, the creator of Sherlock Holmes, wrote a fictional (and wholly implausible) account of what took place.24 But his theory was to be the first of many.25 What happened to the Mary Celeste will almost certainly remain a mystery, despite the efforts of successive generations of crime novelists to treat the question as a puzzle. Even though there is an answer, we will never know what it is. The claim of the modern science of decision theory is that most mysteries can be reduced to puzzles by the application of probabilistic reasoning. Such reasoning can provide solutions to puzzles, but not to mysteries. How to think about and cope with mysteries is the essence of managing life in the real world and is what this book is all about.
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RADICAL UNCERTAINTY IS EVERYWHERE


Time and chance happeneth to them all.


—Ecclesiastes 9:11


Forecasting is difficult. But as we have seen, the physicists and engineers of NASA were able, with uncanny accuracy, to predict the position of MESSENGER. NASA was dealing with a problem that was completely specified, comprehensively understood, and stationary. And that system was unchanged by human interaction with it. Its behaviour was not affected by what people understood of it or by what people did. If economic problems were like those faced by NASA, economists could have the same predictive capability as NASA.


But economic relationships change over time – the property of non-stationarity. And movements in the economy reflect our expectations. The sociologist Robert K. Merton1 identified reflexivity as a distinctive property of social systems – the system itself is influenced by our beliefs about it. The idea of reflexivity was developed by the Austrian émigré philosopher Karl Popper and became central to the thinking of Popper’s student, the highly successful hedge fund manager George Soros.2 And it would form part of the approach to macroeconomics of the Chicago economist Robert Lucas and his followers, which we describe in chapter 19, although their perspective on the problem and its solution would be very different.


Reflexivity undermines stationarity. This was the essence of ‘Goodhart’s Law’ – any business or government policy which assumed stationarity of social and economic relationships was likely to fail because its implementation would alter the behaviour of those affected and therefore destroy that stationarity.3 In an early illustration of reflexivity, Jonah prophesied the destruction of Nineveh, having received inside information concerning God’s plans to punish the city (his journey to Nineveh was interrupted by a bizarre encounter with a whale). But after his arrival the citizens repented on hearing his forewarning and the city was spared. This outcome ‘displeased Jonah exceedingly, and he was very angry’, feeling (unlike many modern forecasters) despondent at the very public refutation of his prediction. But God persuaded Jonah that the happy outcome was more important than the failure of his forecast.


The King of Nineveh wore sackcloth and sat in ashes; the titans of Wall Street had no similar opportunity or inclination. The collapse of Lehman Brothers on 15 September 2008 could not have been widely predicted because if it had been it would not have happened on that date. Either the bank would have collapsed earlier, or the regulators or Lehman itself would have taken steps to avoid, or at least minimise, the event. And because beliefs influence behaviour the economic system is forever changing.



The scope of probabilistic reasoning


The Oxford Dictionary defines uncertainty as ‘the state of being uncertain’, and the meaning of uncertain as ‘not able to be relied on, not known or definite’.4 Such uncertainty is a product of our incomplete knowledge of the state of the world – past, present or future. Or our incomplete knowledge of the connection between actions and outcomes. We talk about uncertainty only if incomplete knowledge leads to a state of doubt – we are only too familiar (some politicians come to mind) with people who are ignorant but not in doubt, and therefore experience no uncertainty.


A person may be uncertain which city is the capital of Pennsylvania, or mistakenly believe that it is Philadelphia, but unless he is intending to meet the Governor it probably does not matter much. Sometimes, as in that case, we can resolve uncertainty by consulting a reference book or the internet, or by approaching someone who knows. These resolvable uncertainties represent one pole of uncertainty, at which we can remove our doubt by further investigation. Other resolvable uncertainties are the product of stationary probability distributions – tossing a fair coin, or Brownian motion (the random movement of small particles in a liquid or gas). Everything which can be known about these uncertainties is known and quantified. Probabilistic reasoning was devised for games of chance which are based on randomness – card games, roulette wheels, lotteries. But these problems are artificial. The rules of the game, the composition of the pack of cards, are completely specified and what remains unknown – where the spin of the wheel will take the ball, whether the next card will be an ace – is not capable of being known.


Or that is what is intended. In the world of randomness, strategies which attempt to give one player an advantage through the acquisition of superior knowledge are regarded as ‘cheating’, and if detected incur social disapproval and exclusion from the gaming room. In 2004, a group won over £1 million at the Ritz casino in London by using laser measuring equipment to compute the trajectory of the ball – bets can be placed until the ball completes its third spin. They were arrested, and only after a nine-month investigation did police conclude that no offence had been committed: Section 17 of the Gaming Act 1845 forbade ‘unlawful devices’, but the suspects had not interfered with the outcome of the game.5 They had, however, prevented the achievement of a ‘level playing field’ on which the objective frequency distribution was known and was the same for all players.


Many gamblers believe they have a system. What distinguished the Ritz players was that they really did. So did Edward Thorp, a mathematics professor at MIT, who in the 1960s used statistical analysis to devise a winning strategy for blackjack. Blacklisted by operators, he wore false beards and other disguises to gain access to Las Vegas casinos. Ultimately, he found easier and more profitable applications of his skills on Wall Street.6 Regulators of securities markets restrict the activities of traders with superior information for superficially different but substantively similar reasons.


Unknown unknowns


At the opposite pole of uncertainty from true randomness are the genuinely unknown unknowns. Taleb’s metaphor of the ‘black swan’ describes the unknown unknowns of business and finance, which are no less important than those of aviation. The origin of the metaphor is that Europeans believed all swans to be white – as all European swans are – until the colonists of Australia observed black swans. A century ago, a telephone that would fit in your pocket, take photographs, calculate the square root of a number, navigate to an unknown destination, and on which you could read any of a million novels, was not improbable; it was just not within the scope of imagination or bounds of possibility. Before the wheel was invented (by the Sumerians, ancient Iraqis, around 3500 BC) no one could talk about the probability of the invention of the wheel, and afterwards there was no uncertainty to discuss; the unknown unknown had become a known known. To identify a probability of inventing the wheel is to invent the wheel. To ask, either before or after the event, ‘What was the probability of such an event?’ is not an intelligible question.7


True ‘black swans’ are states of the world to which we cannot attach probabilities because we cannot conceive of these states. The dinosaurs fell victim to an unknown unknown – even as they died they did not know what had happened to them. Human extinction will more likely come about in another way. Martin Rees, a Cambridge scientist and the Astronomer Royal, has founded a Centre for the Study of Existential Risk, to identify such potential threats and suggest measures to mitigate them. He warns of the possibility of runaway climate change, pandemics, artificial intelligence and robots which run out of control. These are threats we can at least perceive. But the observation of a black swan was not a low-probability event; it was an unimaginable event, given European knowledge of swans. As the convict colonists boarded the First Fleet, no one would plausibly have offered, or accepted, a wager of the kind ‘I bet you one thousand to one all the swans in Australia are white’. Natural phenomena are more likely than social ones to be the result of stationary processes – the structure of the physical world changes less than do global business, finance and politics. But the impact of a pandemic is determined as much or more by the state of medical knowledge as by the pathogens of disease. The Black Death will not recur – plague is easily cured by antibiotics (although the effectiveness of antibiotics is under threat) – and a significant outbreak of cholera in a developed country is highly unlikely. But we must expect to be hit by an epidemic of an infectious disease resulting from a virus which does not yet exist. To describe catastrophic pandemics, or environmental disasters, or nuclear annihilation, or our subjection to robots, in terms of probabilities is to mislead ourselves and others. We can talk only in terms of stories. And when our world ends, it will likely be the result not of some ‘long tail’ event arising from a low-probability outcome from a known frequency distribution, nor even of one of the contingencies hypothesised by Martin Rees and colleagues, but as a result of some contingency we have failed even to imagine.


In 1896, Lord Kelvin, one of the greatest physicists of his age, wrote that ‘I have not the smallest molecule of faith in aerial navigation other than ballooning or of expectation of good results from any of the trials we hear of. So you will understand that I would not care to be a member of the aëronautical Society.’8 His observation was followed in an embarrassingly short time by the first controlled flight, covering 300 yards and just under a minute long. And today, two centuries after the First Fleet reached Botany Bay with no expectation of observing black swans, an Airbus A380 weighing 360 tonnes can carry 550 passengers over 9000 miles from England to Australia. Something that would have been incomprehensible even a hundred years ago. The next hundred years will be no less radically uncertain.


Through a glass, darkly


For more than half a century a single approach to rational choice under uncertainty has dominated economics and provided the basis for what is taught in universities and business schools as ‘decision science’. Agents optimise, subject to defined constraints. They list possible courses of action, define the consequences of the various alternatives, and evaluate these consequences. Then they select the best available option, if necessary anticipating how others will react to their choices. People make plans for consumption across their lifetime, from education, through child rearing, through retirement. Corporations select strategies to maximise shareholder value. Governments choose policies to maximise social welfare.


A moment’s introspection is enough to tell us that they don’t. They could not conceivably have the information required to do so. They do not know all the available options, and they are uncertain what the consequences of them will be. They do not even know whether what they wish for today will be what they still want if they achieve it tomorrow. Young people do not know what their career progression will be, or what they will earn over the next forty years, or whether and when they will marry or divorce, or what they will need in retirement, or whether they will live that long. No chief executive knows what will maximise shareholder value, or after the event whether it has indeed been maximised. And the notion that a government could calculate what maximises social welfare is simply ridiculous. The consequences of policies and actions are far too uncertain.


Real households, real businesses and real governments do not optimise; they cope. They make decisions incrementally. They do not attain the highest point on the landscape, they seek only a higher place than the one they occupy now. They try to find outcomes that are better and avoid outcomes that are worse. The major part of this book will describe how people manage and adapt to a radically uncertain world.


Why has this seemingly obvious critique been so widely ignored? The hegemony of optimisation as the goal of decision-making is made possible by ignoring radical uncertainty. Building on the success of probabilistic reasoning in illuminating games of chance, the approach of decision theory bifurcates uncertainty into the unknown and unknowable, and the unknown but capable of being characterised by a known probability distribution. The practitioners of this approach wash their hands of the former, describing the unknown and unknowable as ‘shifts’ and ‘shocks’, as unpredictable and inexplicable as the Yucatán asteroid. Other uncertainties are treated as resolvable. There is no room for radical uncertainty.


But people routinely need to make decisions with imperfect information. Most of real life lies in between the opposing poles of randomness and black swans; we know something, but not enough, and the knowledge which is held collectively is widely and unequally distributed. Regulators and counterparties (firms which traded with the now defunct bank) might have known Lehman was poorly managed and inadequately capitalised, although even the latter was the subject of contention. They might have known that the bank was likely to fail, but not how or when. We see, but through a glass, darkly.


It is easy to understand why economists and statisticians, in search of clear and comprehensive solutions, have sought wide extension of the scope of probabilistic reasoning. The underlying mathematics has a certain simplicity and beauty, and in practice can be applied by those who have acquired the requisite modest technical skill. Arguably the two most brilliant economists of the post-war period, Paul Samuelson and Robert Solow, occupied adjoining offices at MIT for over half a century. As Samuelson relates, ‘When young he [Solow] would say, if you don’t regard probability theory as the most interesting subject in the world, then I feel sorry for you. I always agreed with that.’9


The appeal of probability theory is understandable. But we suspect the reason that such mathematics was, as we shall see, not developed until the seventeenth century is that few real-world problems can properly be represented in this way. The most compelling extension of probabilistic reasoning is to situations where the possible outcomes are well defined, the underlying processes which give rise to them change little over time, and there is a wealth of historic information. The length of your daily commute is an example; and so are those risks, such as motor accident and mortality, which can be handled in insurance markets. For thousands of years, farmers anticipated the weather and knew that it followed an annual cycle although they had no idea why. But with careful records and computer modelling, forecasts have become more accurate and weather forecasting has become a successful business.


Meteorologists and their prognostications, however, have no influence over whether or not it will rain tomorrow. Probabilities become less useful when human behaviour is relevant to outcomes. We can consult statistics on the number of pedestrians killed crossing the road, or the life expectancy of a man aged sixty-five, but that does not help us much in deciding whether to cross the road, or how much to save for retirement. The probability of an accident or becoming a centenarian depends not just on aggregate statistics but on factors personal to us, and not necessarily known by us. And these statistics are themselves influenced by our beliefs: many fewer pedestrians are killed by cars today than in the 1920s despite the increase in traffic because we have learnt that roads are dangerous.10


Aggregate data help to reduce the significance of those individual factors. But the advisability of crossing the road depends on the nature of the road and our agility, eyesight and hearing. We can be reasonably confident we will not die tomorrow, or live to be 120, but this does not tell us much – or perhaps anything – about the probability that we will live to exhaust our savings. All these ‘wicked’ problems are in the territory of radical uncertainty. Knowledge of the underlying processes is imperfect, the processes themselves are constantly changing, and the ways in which they operate depend not just on what people do, but on what people think. Probabilistic reasoning may appear beautiful and appealing, but sadly its applicability to real-world problems is limited.


Sometimes the relevant state of the world, although a present fact, is not known to the decision-makers even after their best endeavours – is the man in the compound bin Laden? And sometimes the actual state of the world is a present or past fact, but one which is not known to anyone – what happened to the Mary Celeste? Or, in an issue of rather greater moment to the modern world, how many votes did Bush and Gore actually receive in Florida in the 2000 US presidential election?


Where the question is known, but the range of answers is unbounded, application of the mathematics of probability is questionable and the results ambiguous. When the question is known – ‘What will happen in the Middle East in the next five years?’ or ‘What will be the position of private property twenty years from now?’ – but the nature of the question means that the answers are ill defined, then there are no states to which we can sensibly attach probabilities.


Explaining uncertainty


The results of most medical treatments are uncertain. Doctors learn frequency distributions from their own experience and that of the medical profession as a whole. But even if extensive data are available the circumstances of every patient are unique. The modern requirement for informed consent obliges doctors to communicate this uncertainty to their patients. But their patients typically crave certainties. They place great trust in the judgement of doctors, and want to believe that doctors understand more than they do. One London doctor obtained feedback from a patient group on the wording of an information leaflet for patients in intensive care who might wish to participate in a trial involving different antibiotic therapies. The lay patient group did not like the wording ‘doctors wish to carry out this trial as they do not know which antibiotic therapy is best’ and preferred the wording ‘doctors wish to carry out this trial to help decide which antibiotic is best’. One patient’s comment was that ‘everything is uncertain in intensive care and the last thing I want is the doctors not to know what to do’. The doctor’s reaction was that ‘expressing uncertainty sometimes is not helpful, but context is all’.11


We have found no evidence that Harry Truman ever said ‘give me a one-handed economist’ and think it unlikely that the shrewd former President, who was alive to the importance of radical uncertainty, said anything of the kind. But politicians also look for certainties even when none are available. One of the authors was, as Deputy Governor of the Bank of England, asked to give evidence before the House of Commons Select Committee on Education and Employment on the subject of whether Britain should join the European Monetary Union. How, the MPs asked, could we know when the UK business cycle had converged with that on the Continent? The answer was that since business cycles are of the order of ten years in duration, and at least twenty or thirty observations would be needed to assess the issue, it would be two hundred years or more before we would know. Underlying the question was the assumption that the process driving business cycles was stationary, and that over time we could learn enough about that process to provide an answer. But it would be absurd to claim that economic cycles had been unchanging since the beginning of the Industrial Revolution. There was no basis for pretending that we could simply wait and learn more about a fixed process. ‘You will never be at a point where you can be confident that the cycles have genuinely converged, it is always going to be a matter of judgement.’12 Such radical uncertainties are irresolvable.


Economic processes generating growth or fluctuations do not remain stable for long enough to allow useful estimates of probabilities of economic variables. For most interesting macroeconomic questions, such as what will be the economic impact of Brexit, or the nature and timing of the next financial crisis, there is no basis on which we can easily attach probabilities to all the various possible outcomes or even define other than in vague terms what these outcomes are. The sensible answer to the question ‘Will there be another global financial crisis in the next ten years?’ is ‘I don’t know’. Both professional economists and economic agents, whether businesses or households, grapple with the question of ‘What is going on here?’ When experts claim knowledge they do not and could not have, they invite the response that people have ‘had enough of experts’.


Practical decision-making


The different dimensions of uncertainty mean that the strategies we adopt to cope with risk and uncertainty will depend upon the particular problem with which we are faced. Most hypothetical questions – what is the capital of Pennsylvania? – are of no concern to most of the population of the world, and mostly the ignorance that results does not matter. The authors of this book have not the slightest interest in the question ‘Which horse will win the 2020 Kentucky Derby?’ They do not know who the runners and riders are, far less their form, or when the race will take place. Nor do they intend to bet on the outcome, or to find out the name of the winner when the finishing list is posted.


When decisions do matter, rational people delegate them to those who have, or are willing to invest in acquiring, relevant information and the capacity to interpret that information. For all that has recently been said about ‘the wisdom of crowds’, the authors prefer to fly with airlines which rely on the services of skilled and experienced pilots, rather than those who entrust the controls to the average opinion of the passengers.13


There is no general theory of how best to make decisions. Much of the academic literature on decision-making under uncertainty tries to frame the challenge as a puzzle. All decisions, it is assumed, can be expressed as mathematical problems. And potentially capable of being solved by computers. Your smartphone will tell you what restaurants are nearby, how to get there, and perhaps what you ate last night; but not where and what you want to eat now. The probably apocryphal but nevertheless illuminating story about a decision theorist contemplating whether or not to accept a job offer from a rival university illustrates this well: upon being urged by his colleague to apply tenets of rational decision-making under uncertainty and maximise his expected utility, as his academic papers suggested, he responded with exasperation, ‘Come on, this is serious.’14


Humans have evolved to cope with problems which are not amenable to probabilistic reasoning – an issue to which we return in chapter 9. Our brains are not built like computers but as adaptive mechanisms for making connections and recognising patterns. Good decisions often result from leaps of the imagination. Creativity was the quality exhibited by that unknown Sumerian who invented the wheel, by Einstein, and by Steve Jobs. And, as Knight and Keynes emphasised, creativity is inseparable from uncertainty. By its nature, creativity cannot be formalised, only described after the event, with or without the help of equations.



The founding of California


Johann Suter, a wannabe businessman, abandoned his creditors and his family in Baden (now part of Germany) in 1834. After much travel he reappeared in 1839 on the west coast of America as John Sutter. Ambitious to establish an agricultural empire, he settled in what we call today the Bay Area. At the time, San Francisco was a modest trading post with a harbour, and home to around a thousand people.


In 1848, the Treaty of Guadalupe Hidalgo ended the Mexican War and led to the annexation of California by the United States. And in the same year, one of Sutter’s employees discovered gold on the property. Sutter tried to conceal the find, partly so that he could enjoy the full benefit himself, and partly because he sensed the negative implications for his farming interests. But concealment proved impossible. The San Francisco Examiner published a rumour of gold and in 1849 as many as a hundred thousand people are thought to have arrived in California. Some struck it rich, most did not. Others realised that a different, if less adventurous, route to success was to provide services to the ’49ers. One of them was Leland Stanford. Stanford built a successful trading business, and served a single two-year term as Governor of the fledgling state. But he was most famous for his contemporaneous role in creating the Central Pacific Railroad in 1861. The Central Pacific then built a stretch of line from Sacramento to Promontory Point in Utah, where in 1869 it joined the Union Pacific, and thus completed the first rail link between the east and west coasts of the United States. Stanford drove in a golden spike where the track surmounted the Rockies to celebrate the achievement.


And John Sutter? His fear that his land would be overrun by prospectors was well founded. He sold his interests to repay the debts incurred in his now struggling agricultural ventures. To add insult to injury, the courts revoked the land grant he had received under Spanish administration. He retired to the East Coast to nurse his losses and petition Congress for redress, and was still arguing the case at his death.


But the name Stanford is today associated less with the robber baron of the Gilded Age than with the university which bears his name. Stanford endowed what he envisaged would be an agricultural college, with a donation which might be the equivalent of $1 billion today. And a century later, the teaching and research of Stanford University, in fields far divorced from agriculture, would be central to the development of ‘Silicon Valley’.
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