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TO OUR MOTHERS:


Neither is here to read this,
but their appreciation for books
helped inspire us to write it





Foreword



I first turned to Brad Smith for advice during the toughest time in my professional life. Two decades later, I haven’t stopped.


Brad joined Microsoft’s legal team in 1993, but we really got to know each other in the late 1990s, during the US government’s antitrust suit against the company. We spent countless hours working side by side. I could see right away what a sophisticated thinker he was. I came to like Brad as a person and to trust his judgment as a professional.


Brad shaped our legal strategy during the lawsuit, and then he did something else that was at least as important: He ushered in a big cultural and strategic shift at the company. That shift is at the heart of this book.


In the early days of Microsoft, I prided myself on how little time we spent talking to people in the federal government. I would tell people, “Isn’t it great that we can be successful and not even have an office in DC?” As I learned the hard way during the antitrust suit, this was not a wise position to take.


After the case was settled, Brad persuaded me and a lot of other people at Microsoft that we needed to take a different approach. Then he showed us how to make it happen. Brad is a lawyer, not a software developer, and although he has a great command of technology, he didn’t think quite the same way as the rest of us. (I mean this as a compliment.) He saw that we needed to put more time and energy into connecting with different constituencies, including the government, our partners, and sometimes even our competitors. Brad would have made a great diplomat, which makes sense given his early interest in international relations.


It says a lot about Brad that his thinking was not limited to Microsoft’s own self-interest. He recognized the central importance of technology and the policies that affect it, and he concluded that staying on the sidelines wasn’t just a mistake for our company—it was a mistake for the industry. Although there would be times when we would need to go it alone, there would be many others—for example, when artificial intelligence, facial recognition, and cybersecurity are involved—when we all have much more to gain from working with one another.


As he argues in this book, there are also times when it is in everyone’s interest for the government to step in with more regulation. (Brad is self-aware enough to see the irony of a business leader asking for more government rules, rather than fewer.) To that end, he knew that Microsoft and other tech companies needed to engage more with leaders in the United States, Europe, and elsewhere. My days of bragging about not having an office in DC were over.


Brad’s vision has never been more relevant. Governments around the world are taking a hard look at many technology companies, and at the industry as a whole. How is their technology being used? What impact is it having? What responsibilities do tech companies have? How should governments and the broader community think about these issues?


Although these are not the same questions we faced twenty years ago, the insights that Brad had back then are just as valuable today.


Take, for example, the issues raised by facial-recognition technology. This isn’t yet a big topic for public debate, but it will be. What limits should software companies put on the use of their facial recognition tools? How should the industry think about this, and what kind of government regulations make sense?


Brad has led the way in anticipating these questions and creating partnerships to discuss them. The tech industry will need to come together, working with customers and governments around the world. It may not be possible to get everyone on board, but if we let things fragment so that the rules vary hugely from country to country, it won’t be good for customers, the tech industry, or society.


Tools and Weapons covers an impressive range of fifteen issues, including cybersecurity, the diversity of the IT workforce, and the relationship between the United States and China. If I had to pick the most important chapter, it would be the one on privacy. The ability to collect huge amounts of data is a double-edged sword. On the one hand, it empowers governments, businesses, and individuals to make better decisions. On the other hand, it raises big questions about how we can use that data while protecting people’s right to privacy.


Yet, as Brad shows, while the technology is relatively new, the questions themselves are not. People have been wrestling with one version or another of this problem for centuries. Although you may expect a chapter about data privacy to touch on the way Nazi Germany collected information on its own people, you might not expect it to also mention the War of 1812 or give you a quick history of Mutual Legal Assistance Treaties.


That shows you Brad’s wide-ranging interests and his ability to go deep on almost any subject. But none of it comes off as a dull legal brief. Brad and his coauthor, Carol Ann Browne, are great storytellers who give you an insider’s view of what it is like to hammer out these issues in real time, in conference halls and courtrooms around the world. Brad is not just sitting back and analyzing things—he is bringing people together to find solutions.


Brad and I are in constant contact about these issues, in person and over email. I still rely on his wisdom and judgment today. Given his experience and intelligence, you could not ask for a better guide to thinking through the questions facing the technology industry now.


These issues are becoming only more important. Tools and Weapons offers a clear view of the questions raised by new technologies, and a potential path forward for tech companies and for society. Brad has written a clear, compelling guide to some of the most pressing debates in technology today.


Bill Gates


April 2019





Introduction [image: Image Missing] THE CLOUD: The World’s Filing Cabinet



Civilization has always run on data.


Human history began when people developed the ability to speak. With the invention of language, people could share their ideas, experiences, wants, and needs.


Progress accelerated as people developed the ability to write. Ideas spread more easily and accurately not just from person to person, but from place to place.


Then came the spark that created the flame of knowledge: the ability to store, retrieve, and share what people had written. A hallmark of the ancient world became the construction of libraries.1 These archives of documents and books meant that people could communicate more readily not just across space, but across time, passing information from one generation to the next. Centuries later, when Johannes Gutenberg invented the mechanical printing press, the flame became a fire that empowered writers and readers alike.


That fire would sweep the world. The ensuing centuries produced an explosion in commerce that was both cause and consequence of increasing communication. By the early twentieth century, every office needed a facility to store documents. Rooms were filled with filing cabinets.2


While data has always been important to society, it has never played the role it does today. Even when trade slows or economies falter, data continues to grow at a steady pace. Some say that data has become the oil of the twenty-first century. But that understates the reality. A century ago, automobiles, airplanes, and many trains ran on oil. Today, every aspect of human life is fueled by data. When it comes to modern civilization, data is more like the air we breathe than the oil we burn.


Unlike oil, data has become a renewable resource that we humans can create ourselves. This decade will end with almost 25 times as much digital data as when it began.3 With artificial intelligence, or AI, we’re doing more with data than ever before.


We call the digital infrastructure that supports this the cloud. While its name sounds soft and fluffy, in truth the cloud is a fortress. Every time you look something up on your smartphone, you pull data from a mammoth data center—a modern-day marvel that almost no one gets to step inside.


But if you’re lucky enough to visit a data center, you’ll better understand how the world now works.


One of the best places to see the inner workings of the cloud is the world’s capital of apples. The tiny town of Quincy, Washington, sits roughly 150 miles east of Seattle off Interstate 90. Its location is no accident. Quincy is in the center of the state’s agricultural basin, perched near a steep gorge carved for millennia by the wide and rolling Columbia River, the largest waterway in the western United States. The town is powered by a network of hydroelectric plants, including the Grand Coulee Dam, the largest power station in the United States. It’s an ideal setting for what has become the world’s biggest consumer of electricity, the modern data center.4


A few blocks off Quincy’s main street, you’ll find a series of nondescript buildings secured by tall fences and walls. Some are marked by the logos of today’s tech companies; others have no identification at all. The largest of these facilities is called the Columbia Data Center, which is owned by Microsoft.


It’s thrilling—and a bit eerie—to take in the sheer size of a data center. Our facilities in Quincy are no longer just a single building. They fill two data center campuses with more than twenty buildings, totaling two million square feet. Each building is the size of two football fields and is big enough to house two large commercial airplanes. This collection of buildings is home to hundreds of thousands of server computers and millions of hard disks, each of which is replaced with faster, more efficient models every three years.


The best way to get a sense of the scale of a data center is to walk from its outer edge to its center. Sitting outside the walls of each building are some of the world’s largest electrical generators, ready to power up within seconds to ensure the data center doesn’t skip a beat if the region’s electrical grid goes down. Each generator stands more than twenty feet high and can power the equivalent of more than two thousand homes. The generators are connected to diesel fuel tanks that can keep the data center running off the grid for forty-eight hours, with refueling arrangements in place to keep the operations up well beyond if ever needed. In our newer operations, like the one in Cheyenne, Wyoming, the generators run on cleaner natural gas and provide backup power to the region’s grid. Dozens of these huge generators stand next to the data center buildings, ready in case there is a local outage from the hydroelectric power supplied by the Grand Coulee Dam.


Inside each building, a string of large secure rooms operate as electrical substations, typically pulling power from the electrical grid at 230,000 volts before reducing it to 240 volts to power the data center’s computers. These substation rooms are lined with rows of six-foot racks, each connecting five hundred or more batteries that look like what you’d find under the hood of your car. Every door to the room is bulletproof and every wall is fireproof, so a fire can’t spread from one room to another. A typical data center building has four or more of these rooms, and depending on the configuration, the building may house as many as five thousand batteries. They serve two purposes. First, electricity from the grid flows through the racks, keeping the batteries charged and circumventing a potential electrical spike, so the flow of electricity to the computers remains smooth and constant. And in the event of a power outage, the batteries will keep the data center operating until the generators start up.


Through another set of bulletproof doors and fireproof walls, another airport-style metal detector manned by two uniformed guards stands between you and the inner sanctum of the complex. Only full-time Microsoft employees with their names on a preapproved list can go any farther. As you enter a small receiving room, a steel door closes behind you. You wait, locked inside as security staff look you over through a camera before opening the next bulletproof door.


Finally, you enter a cavernous room, a temple to the information age and cornerstone of our digital lives. A hushed hum welcomes you into the nerve center containing floor-to-ceiling racks filled with computers, lined up in a formation that extends beyond your line of sight. This massive library of steel and circuits contains servers each identical in footprint but containing its own unique volume of data. It is the digital world’s filing cabinet.


Somewhere in one of these rooms in one of these buildings, there are data files that belong to you. They have the email you wrote this morning, the document you worked on last night, and the photo you took yesterday afternoon. They also likely contain personal information from your bank, doctor, and employer. The files occupy just a tiny sliver of a hard drive on one of these thousands and thousands of computers. Each file is encrypted, meaning that the information is encoded so that only authorized users of that data can read it.


Each data center building contains multiple rooms like this, sealed off from one another in case of fire. Each set of computers is connected to three power sources within the building. And each row is designed to recirculate throughout the building the heat given off by its computers to reduce the need for heating and hence electrical demand in the winter.


As you leave the server room, you endure the entire security routine yet again. Off come your shoes and then your belt. Just as you pause and consider the fact that you don’t have to endure this to leave an airport, your host reminds you that there is security in both directions for a reason. Microsoft wants to ensure that no one can copy data on a thumb drive or steal a hard disk with someone’s personal data. Even the hard disks themselves leave through a special exit. When it’s time to replace them, their data is copied to a new computer and the files are erased. Then the retired hard disk goes through the huge metal equivalent of a shredding machine.


In some ways, the most remarkable feature is saved for the end of the tour. Your guide explains that each data center region has another set of buildings like this one, so the data of a business, government, or nonprofit can constantly be backed up somewhere else. This way, if there is an earthquake, hurricane, or some other natural or man-made disaster, the second data center will step in to keep your cloud service operating smoothly. As we found when an earthquake rocked northern Japan, our data center in southern Japan ensured there was no interruption of service.


Today Microsoft owns, operates, and leases data centers of all sizes in more than 100 locations in more than 20 countries (and growing), delivering 200 online services and supporting more than a billion customers in more than 140 markets.


When I joined Microsoft in 1993, one didn’t need much capital to start a software company. Bill Gates and Paul Allen, our two cofounders, were the latest in a line of tech developers who had launched their companies from a garage or a college dorm room. The point was that the creation of software didn’t require a lot of money. A good computer, a small savings account, and a willingness to eat a lot of pizza were enough to get you started.


We saw this again and again as Microsoft grew from a tiny start-up to the multinational it is today. In 2004, we looked to acquire an anti-spyware software company called Giant Company Software. When our team reached out to them, we called the published telephone number that provided technical support. When the caller from Microsoft asked to be transferred to the company’s CEO, the phone was simply handed to the only other employee, who happened to sit across the desk. Not surprisingly, the acquisition negotiation progressed quickly.5


I can’t help but think about Giant Company Software when I visit one of our data centers. You can still create a new software app the way Bill and Paul got started. Open-source developers do it all the time. But providing the platforms needed for cloud computing at a global scale? That’s a different story. As I walk among the thousands of blinking computers, racks of batteries, and enormous generators, it feels like more than a different era. It seems like a different planet. Data center campuses cost hundreds of millions of dollars to build. And once construction ends, the work to maintain and upgrade the facility begins. Sites are expanded, and servers, hard drives, and batteries are upgraded or swapped for newer and more efficient equipment. A data center is never done.


In many ways, the modern data center sits at the center of the new digital era that the world has entered. Its massive accumulation of data, storage, and computing power has created an unprecedented platform for progress across the economies of the world. And it has unleashed many of the most challenging issues of our time. How do we strike the right balance between public safety, individual convenience, and personal privacy in this new era? How do we protect ourselves from cyberattacks that are using this technology to disrupt our countries, businesses, or personal lives? How do we manage the economic effects that are now rippling across our communities? Are we creating a world that will have jobs for our children? Are we creating a world we can even control?


The answers to all these questions need to start with a better appreciation for how technology is changing, based in part on understanding how it has changed in the past.


Since the dawn of time, any tool can be used for good or ill. Even a broom can be used to sweep the floor or hit someone over the head. The more powerful the tool, the greater the benefit or damage it can cause. While sweeping digital transformation holds great promise, the world has turned information technology into both a powerful tool and a formidable weapon.


Increasingly this new technology era has ushered in a new age of anxiety. This tension is the most pronounced in the world’s democracies. Wracked by unease about immigration, trade, and income inequality, these nations increasingly confront populist and nationalist fissures that result in part from seismic technology shifts. Technology’s benefits aren’t distributed evenly, and the nature and speed of change is challenging individuals, communities, and entire nations. confront greater challenges Democratic societies collectively than they’ve faced in almost a century, and in some cases other countries are using technology itself to exploit this vulnerability.


This book examines these issues from the cockpit of one of the world’s largest technology companies. It tells the story of a tech sector trying to come to terms with forces that are bigger than any one company or even the entire industry. In so doing, it tells a story not just about trends and ideas, but about people, decisions, and actions to address a rapidly changing world.


It’s an unfolding drama that we at Microsoft sometimes see from a different vantage point. Two decades ago, we were thrust into the heart of what might be considered modern information technology’s first collision with the world. In the United States, the Department of Justice and twenty states brought an antitrust lawsuit and sought to break Microsoft into pieces. Governments in other countries followed with their own cases. Competition officials concluded that the Windows operating system was too important to be left unregulated.


While we successfully defended against the breakup of the company, it was a difficult, bruising, and even painful experience. When I was appointed the company’s general counsel in 2002, it became my job to hammer out the equivalent of peace treaties with governments around the world and companies across the tech sector. It took almost a decade,6 and we made more than our share of mistakes. Given my role, I personally was responsible in some way for almost all of them.


But we emerged from the challenges both older and wiser. We learned that we needed to look in the mirror and see what others saw in us and not just what we wanted to see in ourselves. It was like being in the first class to graduate from a new school. We weren’t necessarily first in the class, but we had the benefit of getting through school before everyone else.


Today’s technology issues are far broader and deeper than they were twenty years ago. We’ve reached a critical inflection point for both technology and society—a time that beckons with opportunity but that also calls for urgent steps to address pressing problems.


As a result, like Microsoft two decades ago, the tech sector will need to change. The time has come to recognize a basic but vital tenet: When your technology changes the world, you bear a responsibility to help address the world that you have helped create. This might seem uncontroversial, but not in a sector long focused obsessively on rapid growth, and sometimes on disruption as an end in itself. In short, companies that create technology must accept greater responsibility for the future.


But another tenet is equally important: The tech sector cannot address these challenges by itself. The world needs a mixture of self-regulation and government action. Here too there are heightened implications for the world’s democracies, in part because they are the most dependent on sustaining a broad economic and social consensus at a time when technology is such a disruptive force. More than ever, it seems difficult for many democratic governments to summon the will to act. But this is a time when democratic governments must move forward with new policies and programs—separately, with each other, and in a new form of collaboration with the tech sector itself. Put simply, governments need to move faster and start to catch up with the pace of technology.


These challenges come without a playbook, but there are nonetheless important insights that can be learned and applied from the past. Technological change has rippled around the world in multiple waves since the first industrial revolution began in England’s Midlands in the mid-1700s. For every current challenge that seems unprecedented, there is often a historical counterpart that, while distinct, has insights for our day. This book speaks to the opportunities and challenges of the future in part by drawing upon the lessons of the past—with thoughts about how we can learn from them.


Ultimately, these questions involve technology and its implications for our jobs, our security, and the world’s most fundamental human rights. We need to reconcile an era of rapid technological change with traditional and even timeless values. To achieve this goal, we must ensure that innovation continues but does so in a way that makes technology and the companies that create it subject to democratic societies and our collective capacity to define our destiny.





Chapter 1 [image: Image Missing]SURVEILLANCE: A Three-Hour Fuse



As the early summer sun broke free from the clouds on June 6, 2013, in Redmond, Washington, Dominic Carr twisted the blinds a bit wider in his fifth-floor office on the Microsoft campus. While summer in the Pacific Northwest wouldn’t arrive for a full month, the sun spilling through his window was a welcome tease to the warmer days—and slightly slower pace—to come.


He grabbed his phone and headed down the elevator to buy a sandwich from the company café next door. As he walked the busy path between buildings, his phone buzzed in his back pocket. Dominic led the public affairs and communications team reporting to me, handling some of the company’s thorniest issues with the media. He was never without his phone—and seldom far from his desk.


An email notification—“Microsoft/PRISM”—lit up his screen. At the time “PRISM” was what we called the company’s annual gathering of sales leaders. Just another routine communication about routine Microsoft business.


But this was no everyday email. It was a three-hour fuse on an issue that would soon explode around the globe.


“We’re writing to give you notification that the Guardian is preparing for publication this evening an article regarding PRISM—a voluntary, secret program of cooperation between several large US technology companies and the NSA,” the email began, referring to the National Security Agency in the United States.


The email came from another Dominic—Dominic Rushe—a reporter for the British daily the Guardian. It had initially landed in the inbox of a Microsoft public relations manager in Boston, who forwarded it with what we call a “red bang”—an email tag with an exclamation mark essentially saying, “You need to look at this now.”


The message included a complex nine-point list for comment and imposed an impossible deadline. Rushe explained, “as responsible journalists, we would like to give you the opportunity to address any specific inaccuracies contained in the above numbered points. … We have already approached the White House with regard to this story. Given the sensitive nature of the program this is the earliest opportunity we have had to contact you for comment.” He wanted a response by six p.m. Eastern Daylight Time, or three p.m. for Seattle.


The Guardian had obtained classified intelligence documents that detailed how nine US technology companies—Microsoft, Yahoo, Google, Facebook, Paltalk, YouTube, Skype, AOL, and Apple—purportedly had signed up for a voluntary program, called PRISM, granting the NSA direct access to email, chat, video, photos, social networking details, and other data.


Dominic’s plans for lunch—and for most of the coming days—were abandoned. He did an about-face and bolted up the stairs, two at a time, back to the fifth floor. He suspected this issue was connected to a troubling piece published that morning by the Guardian. The newspaper had published a secret court order requiring American telecom giant Verizon “on an ongoing, daily basis” to hand over to government authorities its records of calls made both within and between the United States and other countries.1 The records were analyzed by the NSA, which was headquartered in Fort Meade, Maryland, and had long collected signals intelligence and data around the world. According to the article, this bulk collection also targeted millions of Americans, regardless of whether they had done anything wrong.


If anyone at Microsoft would know about PRISM, it was John Frank, the lawyer who ran the legal teams that included our national security work. Dominic made a beeline for John’s office.


Always measured and methodical, John slowly digested the Guardian’s message on Dominic’s phone. He removed his glasses, leaned away from his desk, and gazed out into the sun-dappled day. He suddenly looked tired. “This makes absolutely no sense. None of this sounds right.”


John not only knew how and what the company reviewed and responded to from law enforcement, he had helped design the process. Microsoft disclosed customer data only in response to valid legal process—and only for specific accounts or individuals.


When John and Dominic arrived at my office door, they had little more to share than the reporter’s message. “If they’re doing this, it’s without our knowledge,” John said.


Yes, we were obligated to review and respond to requests for user data in accordance with the law. We had an established process for carefully reviewing and responding to all data requests from law enforcement. But Microsoft is a huge company. Could this be the work of a rogue employee?


It was a question that we soon dismissed. We knew our engineering systems and the process for receiving, reviewing, and responding to government demands. The Guardian’s note just didn’t add up.


No one at Microsoft had heard of PRISM. The Guardian was unwilling to disclose the leaked documents they were working from. We reached out to people we knew at the White House, and they too would not speak of or share anything “classified.” As the afternoon passed, I mused to John and Dominic, “Perhaps we’re part of a secret club that is so secret we don’t even know we’re a member.”


We’d have to wait to until after the story was published to even begin to respond to the reporter.


At three p.m. Pacific Daylight Time, the Guardian launched its bombshell: “NSA Prism Program Taps in to User Data of Apple, Google and Others.”2 We finally learned that PRISM, the NSA’s national security electronic surveillance program, is an acronym for Planning Tool for Resource Integration, Synchronization, and Management.3 Who had dreamed up that mouthful of a name? It sounded like a bad product name from the tech sector. According to the news media, it was an electronic surveillance program to track mobile devices, calls, emails, online conversations, photos, and videos.4


Within hours, the Guardian’s article and similar reporting by the Washington Post reverberated around the globe. Our sales teams and lawyers were inundated with customer calls.


They all had the same question: Was it true?


At first it was unclear where the media was getting its information. People debated whether it was even legitimate. But three days later, the newspaper dropped almost as big a bombshell as the reports themselves. The Guardian revealed its source,5 at his own request.


That source was a twenty-nine-year-old employee of defense contractor Booz Allen Hamilton. His name is Edward Snowden. He worked at the NSA’s Threat Operations Center in Hawaii as a contract computer systems administrator. He had downloaded more than a million highly classified documents,6 and on May 20, 2013, he boarded a flight to Hong Kong, where he connected with journalists from the Guardian and the Washington Post and began to share the NSA’s secrets with the world.7


Snowden’s documents would turn into a series of news stories that summer and fall. The first document leaked was a classified forty-one-slide PowerPoint presentation used to train intelligence personnel. But that was just the start. Reporters would milk Snowden’s stash of secret files into the next year, stoking anxiety with a steady wave of headlines. A tsunami of public mistrust built as claims surfaced of the US and UK governments accessing phone records and user data, including information belonging to foreign leaders and millions of innocent Americans.8


The news struck a nerve with the public, and for good reason. The assertions flew in the face of the privacy protections that democratic societies had taken for granted for more than two centuries. These rights, which we rely on to protect your information in our Quincy data center today, were born in the eighteenth century during a boiling controversy in the streets of London. The man who ignited the political firestorm was a member of Parliament himself. His name was John Wilkes.


John Wilkes was arguably the most dramatic—and radical—politician of his time. In the 1760s, he challenged not only the Prime Minister but also the King with words so colorful they would make some of today’s politicians blush (almost). In April 1763, Wilkes penned an anonymous critique in an opposing periodical. The article infuriated British attorney general Charles Yorke, who suspected the author was Wilkes, and soon the government issued a search warrant that was so broad, the officers of the peace had the authority to search almost any place at any time.


Acting on the flimsiest information, they entered the house of a suspected printer in the middle of the night, “took him out of his bed from his wife, seized all his personal papers, and arrested fourteen journeymen and servants.”9 The British authorities quickly followed by searching four more houses, arresting a total of forty-nine people, almost all of whom were innocent. They knocked down doors, ransacked trunks, and broke hundreds of locks.10 They eventually had enough evidence to nab the man they wanted; John Wilkes was placed under arrest.


Wilkes was not the type to take things lying down. Within a month, he’d filed a dozen lawsuits and had gone to court to challenge the most powerful officials in the land. While that was hardly surprising, what happened next shocked the British establishment and especially the government itself: The courts ruled in Wilkes’s favor. Upending literally centuries of power exercised by the King and his men, the courts required that the authorities have greater probable cause to support a search, and even then, that they do so in a more limited manner. The British press hailed the rulings, citing the famous phrase that every Englishman’s “house is his castle, and is not liable to be searched, nor his papers pried into, by the malignant curiosity of the King’s messengers.”11


In important respects, John Wilkes’s lawsuits marked the birth of modern-day privacy rights. These rights were the envy of free people, including the British colonists living in North America. Just two years earlier, they had pursued—and lost—an equally hot dispute in New England, where even before becoming a barrister, John Adams, then in his midtwenties, sat in the back of a Boston courtroom to watch one of the continent’s greatest showdowns of the early 1760s. James Otis Jr., one of the most fiery lawyers in Massachusetts, had protested that British troops were using powers much like those that Wilkes contested. As local merchants smuggled imports without paying taxes they regarded as unjust, the British had responded by using so-called general warrants to go from house to house looking for customs violations without specific evidence.12


Otis argued that this was a fundamental violation of civil liberties, calling it “the worst instance of arbitrary power.”13 While Otis lost his case, his words marked the colonists’ first step toward rebellion. Near the end of his life, Adams would still remember Otis’s argument and write that it had “breathed into this nation the breath of life.”14 He would say until the day he died that it was that day, that case, that courtroom, and that issue that set the United States on a course toward independence.15


It would take thirteen years after the Declaration of Independence to realize the principle that Otis had advocated so passionately. By then the issue had moved to New York, where the first US Congress assembled on Wall Street in 1789. James Madison stood before the House of Representatives and introduced his proposed Bill of Rights.16 It included what became the Fourth Amendment to the Constitution, guaranteeing that Americans would be secure in their “persons, houses, papers, and effects” from “unreasonable searches and seizures” by the government, including the use of general warrants.17 Ever since, the authorities have been required to go to an independent judge and show “probable cause” to obtain a warrant to search a home or office. In effect, this means the government must demonstrate to a judge that there exist facts that would lead “a person with reasonable intelligence” to believe that a crime is being committed.18


But does this protection extend to information that leaves your home? The Fourth Amendment was put to this test after Benjamin Franklin invented the post office. You seal an envelope and give it to an agency of the government itself. The Supreme Court in the 1800s had no trouble finding that people still had a right to privacy in their sealed letters.19 As a result, the Fourth Amendment applies and the government cannot open an envelope and look inside without a search warrant based on probable cause, even though the government’s postal service is in possession of that envelope.


Over the centuries, the courts looked at whether people had a “reasonable expectation of privacy” and considered what it meant when you stored your information with someone else. Put simply, if it was in something like a locked storage container and the key was inaccessible to others, then judges concluded that there was such an expectation and the Fourth Amendment applied. But if you stored your documents in a box of files that was stacked next to other people’s boxes where people could come and go, then the police didn’t need a search warrant. This was because the courts concluded that you had abandoned your reasonable expectation of privacy under the Fourth Amendment.20


Today’s fortified data centers with redundant layers of physical and digital security seem to adequately qualify for a locked storage container.


In the summer of 2013, we were hit regularly by one reporter after another pursuing the Snowden story based on a newly leaked classified document. A routine developed. When I saw Dominic huddled in John’s office, I knew another story was about to publish. Most times, we didn’t even know what we were responding to. “I’d have the same conversation with a different reporter on an almost daily basis those first few weeks,” recalled Dominic. “They’d say, ‘Well Dominic, someone is lying. It’s either Microsoft or Edward Snowden.’”


The Guardian’s reporting about PRISM reflected only one part of a longer story about the NSA’s efforts to obtain data from the private sector. As declassified documents have now exhaustively detailed,21 in the days after the tragedy on September 11, 2001, the agency pursued voluntary partnerships with the private sector to collect user data outside the legal subpoena and warrant process.


Microsoft, like other leading technology companies, wrestled with whether to provide such data to the government voluntarily. As we talked through these questions internally, we appreciated the broader geopolitical climate. The long shadow of the September 11 attacks hung over the nation. Coalition forces had unleashed Operation Enduring Freedom in Afghanistan, Congress was supporting the invasion of Iraq, and a fearful American public was calling for stronger antiterrorism efforts. It was an extraordinary time. As many said, it called for an unprecedented response.


But there was a fundamental problem with an approach that asked companies voluntarily to turn over information like what was described in the declassified reports. Data sought by the NSA didn’t belong to technology companies. It belonged to customers, and it included some of their most private information.


Like the PRISM program, the NSA’s post–September 11 efforts to obtain customer information voluntarily from the private sector raised a fundamental question: How can we fulfill our responsibility to customers while answering the call to protect the country?


To me, the answer is clear. The rule of law should govern this issue. The United States is a nation governed by laws. If the US government wants our customers’ records, it needs to follow the law of the land and go to court to get them. And if the officials in the executive branch didn’t think the law went far enough, they could go to Congress and ask for more authority. That’s how a democratic republic should work.


While in 2002 we could not have predicted Edward Snowden and his famous flight, we could look back at history to predict more generally what was likely in store for the future. In times of a national crisis, trade-offs between individual freedoms and national security were nothing new.


The nation’s first such crisis occurred a little more than a decade after the Constitution was signed. It was 1798 when a “quasi war” broke out between the United States and France on the Caribbean Sea. The French, wanting to pressure the United States to repay loans made by its overthrown monarch, seized more than three hundred American merchant ships and demanded ransom.22 Some angry Americans called for outright war. Others, such as President John Adams, thought the new nation was no match for the French. Fearing that public debate would fatally undermine the fledgling government, Adams sought to quell the discord by signing a set of four laws that became known as the Alien and Sedition Acts. These acts allowed the government to imprison and deport “dangerous” foreigners and made it a crime to criticize the government.23


Some sixty years later, during the Civil War, the United States would again set aside a key tenet of our democracy when President Abraham Lincoln suspended the writ of habeas corpus several times to suppress Confederate rebellions. To enforce the army’s draft, Lincoln broadened the suspension and denied the right to trial nationwide. All in all, as many as fifteen thousand Americans were held in prison during the war without appearing before a judge.24


In 1942, shortly after the bombing of Pearl Harbor, President Franklin D. Roosevelt, swayed by the military and by public opinion, signed an executive order forcing 120,000 Americans of Japanese descent into remote camps, caged in by barbed wire and armed guards. Two-thirds of those imprisoned had been born in the United States. When the order was rescinded three years later, most had lost their homes, farms, businesses, and communities.25


While the country accepted those injustices in moments of national crisis, Americans later questioned the price they had paid for public safety. In my mind, one question was “How will we be judged ten years from now, when the moment passes? Will we be able to say that we honored our commitment to our customers?”


Once the question was apparent, the answer was clear. We can’t turn over customers’ data voluntarily without valid legal process. And as the company’s most senior lawyer, I have to take responsibility—and bear any criticism—for this position. After all, who better than the lawyers to defend the rights of the customers we serve?


Against this backdrop, virtually every leading tech company found itself on the defensive in the summer of 2013. We conveyed our frustration to officials in Washington, DC. It was a watershed moment. It surfaced contrasts that have contributed to a chasm between governments and the tech sector to this day. Governments serve constituents who live in a defined geography, such as a state or nation. But tech has gone global, and we have customers virtually everywhere.


The cloud has not only changed where and to whom we provide our services, it has redefined our relationship with customers. It has turned tech companies into institutions that in some ways resemble banks. People deposit their money in banks, and they store their most personal information—emails, photos, documents, and text messages—with tech companies.


This new relationship also has implications beyond the tech sector itself. Just as public officials concluded in the 1930s that banks had become too important to the economy to be left unregulated, tech companies have become too important to be left to a laissez-faire policy approach today. They need to be subject to the rule of law and more active regulation. But unlike the banks of the 1930s, tech companies today operate globally, making the whole question of regulation more complicated.


As customer discontent grew around the world in 2013, we realized there was no way we could address their concerns without saying more. We knew well the clear limitations we had imposed on our own services and the sometimes complicated work to address the preexisting practices of companies that we later acquired. We wanted to explain that we only turned over customer information in response to search warrants, subpoenas, and national security orders. But when we proposed communicating this publicly, the Department of Justice, or DOJ, told us the information was classified and we could not. Frustration built.


We decided to do something that we had never done before: sue the United States government. For a company that had fended off a decade of government antitrust litigation and then spent another decade working to make peace, it felt like we were crossing a new Rubicon. We moved forward with a motion that initially was kept secret in the Foreign Intelligence Surveillance Court, or FISC.


The FISC is a special court established to review the government’s surveillance orders. It was created during the Cold War to approve wiretaps, electronic data collection, and the monitoring of suspected terrorists and spies. It is shrouded in secrecy to protect intelligence efforts to monitor and thwart security threats. Each warrant issued under the Foreign Intelligence Surveillance Act comes with a gag order that prohibits us from telling our customer that we’ve received a warrant for their data. While this was understandable, our legal case asserted that we had a right to share broader information with the public under the Constitution’s First Amendment and its commitment to freedom of expression. At a minimum, we argued, this gave us the right to talk generally about the number and types of orders we received.


Soon we learned that Google had done the same thing. This led to a second watershed moment. For five years our two companies had battled our differences before regulators around the world. Google argued for restrictions on Windows. Microsoft argued for restrictions on Google searches. We knew each other well. I had a lot of respect for Kent Walker, Google’s general counsel. But no one would have accused us of being best friends.


Suddenly we were on the same side in a new and common battle with our own government. I decided to reach out to Kent, at first without luck as we traded messages. As I left an employee town hall on a July morning in one of the buildings where our Xbox team worked, I pulled out my cell phone to try again. I looked for a quiet corner and found myself standing next to a life-size cardboard cutout of Master Chief, the soldier who leads the troops in our Halo game into war against an alien enemy. I liked that Master Chief had my back.


Kent answered the phone. While we had talked many times before, it was almost always to discuss the complaints our companies had with each other. Now I proposed something different. “Let’s join forces and see if we can negotiate with the DOJ together.”


I would not have blamed Kent if he suspected a Trojan horse. But he listened and came back to me a day later saying he wanted to work together.


We held a joint call with the government to try to negotiate common terms. It seemed as if we were getting close to a settlement, when suddenly in late August the negotiations ended in failure. From our vantage point, it seemed as if the NSA and FBI were not on the same page. As summer faded into fall in 2013, Snowden’s continued disclosures drove a deeper wedge between the US government and the tech sector. And then things went from bad to worse.


On October 30, the Washington Post published a story that set the industry’s hair on fire: “NSA Infiltrates Links to Yahoo, Google Data Centers Worldwide, Snowden Documents Say.”26 The story was coauthored by Bart Gellman, a journalist I had known and respected since he wrote for the Daily Princetonian at Princeton University, where we were undergraduates together. His article said that the NSA, with the help of the British government, was surreptitiously tapping into undersea fiber-optic cables to copy data from Yahoo and Google networks. While we could not verify whether the NSA was targeting our cables, some of Snowden’s documents also referred to our consumer email and messaging services.27 That made us suspect we had been tapped as well. To this day, the US and British governments have not spoken publicly to deny hacking into data cables.


The tech sector responded with a combination of astonishment and anger. At one level, the story provided a missing link in our understanding of the Snowden documents. It suggested that the NSA had much more of our data than we had lawfully provided through national security orders and search warrants. If this was true, the government in effect was conducting a search and seizure of people’s private information on a massive scale.


The Washington Post story indicated that the NSA, in collaboration with its British counterpart, was pulling data from the cables used by American technology companies, potentially without judicial review or oversight. We worried that this was happening where cables intersected in the United Kingdom. As lawyers across the industry compared notes, we theorized that the NSA persuaded itself that by working with or relying upon the British government and acting outside US borders, it was not subject to the Fourth Amendment to the US Constitution and its requirement that the NSA search and seize information only pursuant to due process and court orders.


The reaction at Microsoft and across the industry was swift. In the weeks that followed, we and other companies announced that we would implement strong encryption for all the data we moved between our data centers on fiber-optic cables, as well as for data stored on servers in our data centers themselves.28 It was a fundamental step in protecting customers, because it meant that even if a government siphoned up customer data by tapping into a cable, it would almost certainly be unable to unlock and read what it had obtained.


These types of encryption advances were easier said than done. They would involve large computational workloads for our data centers and require substantial engineering work. Some of our engineering leaders were less than enthusiastic. Their concerns were understandable. Software development inherently involves choices between features, given the finite availability of engineering resources that can be applied on a feasible timeline. This encryption work required them to delay the development of other product features that customers were asking us to add. After some animated discussion, CEO Steve Ballmer and our senior leadership team made the decision to press forward quickly on the encryption front. Every other tech company did the same thing.


That November, as these events were unfolding, President Barack Obama visited Seattle. He was attending a political fund-raiser, and the White House had invited a small group of area leaders and supporters to have a cocktail in a private suite at the Westin Seattle hotel after the formal event. I was invited to represent Microsoft.


I hoped that this occasion would allow me a few minutes to talk with the president about the First Amendment issues we had raised in our lawsuit. But the Justice Department lawyers had asked us not to raise the case with him. “Their client” was represented by counsel, and all conversations had to go through them. But just before President Obama arrived in the room, I asked his assistant, Valerie Jarrett, whether it would be appropriate to ask him a different question that wasn’t regarding our lawsuit: whether he thought the Fourth Amendment’s protections against unreasonable searches and seizures by the government guarded Americans even outside the United States.


Given the Washington Post’s report about the NSA tapping cables run by American companies outside the United States, I thought it was an important question. Valerie thought he’d find the topic interesting.


She was right. As I spoke with the president, the former constitutional law professor emerged. While President Obama had clearly mastered more constitutional law than I remembered, I recalled enough to have a respectable conversation.


And then he changed the subject.


“I heard you all didn’t want to settle your lawsuit with us. You think it’s better if you’re perceived as suing the government. Is that right?” It was one of those moments that called for an instant mental calculation. The Justice Department’s lawyers had certainly never instructed us not to answer direct questions from the President of the United States, so answer I did, explaining that we’d wanted to settle but it seemed the government did not. I described our concerns and belief that we could make real progress if we could get the right people in the same room.


A few weeks later, Obama invited a group of tech leaders to the White House. It was eight days before Christmas, and the West Wing, dressed in its holiday best, was at full tilt as the staff hurried to wrap up their work before the president left for his annual vacation in Hawaii. The White House had announced publicly that the meeting would address “health, IT procurement, and surveillance issues.” It was a bit like telling baseball fans that they could go to an event that included the national anthem, a hot dog eating contest, and the first game of the World Series. We all knew what brought us to Washington on that cold winter morning.


An all-star cast of tech leaders arrived at the West Wing, including Apple CEO Tim Cook, Google chairman Eric Schmidt, Facebook COO Sheryl Sandberg, Netflix CEO Reed Hastings, and a dozen others. Most of us already knew each other. Eight of our companies—virtually all competitors—had just come together to create a new coalition, called Reform Government Surveillance, to work together on precisely the issues we were there to discuss. After a round of enthusiastic greetings, we put our smartphones in a rack of cubbies in the hallway and filed into the Roosevelt Room.


The Roosevelt Room is named not for one president, but for two—Theodore Roosevelt, who built the West Wing, and Franklin Roosevelt, who enlarged it.29 As I took my seat at the long, polished conference table, I gazed up at a painting that crowned the fireplace and chuckled. It was of Teddy, the Rough Rider, atop his rowdy horse. Hopefully, the next ninety minutes wouldn’t be as rough.


We were greeted by a White House that had similarly turned out in force. President Obama and Vice President Joe Biden took their customary seats at the middle of the table and were flanked by virtually the entire senior staff. The press corps took photos while the president asked Reed some safe questions about the upcoming season of House of Cards.


After the press left the room, the conversation took a serious tack. The custom at these meetings during the Obama administration was for each guest to offer some initial comments. With a group this large, that took a while. The president put his Socratic skills to work by asking questions and turning the recitation of talking points into a more penetrating conversation.


With only a couple of exceptions, each tech leader made a strong argument for restricting mass data collection, creating more transparency, and imposing more checks and balances on the NSA. For the most part, we steered clear of talking about Edward Snowden directly. But as the conversation worked its way around the table, Mark Pincus, the founder of the social game company Zynga, who was sitting near Obama, argued that Snowden had been a hero. “You should pardon him,” Pincus said, “and give him a ticker tape parade.”30


As Biden visibly recoiled, Obama said, “That’s one thing I’m not going to do.” The president explained that he thought Snowden had acted irresponsibly by taking so many documents and leaving the country.


Then it was Yahoo CEO Marissa Mayer’s turn to speak. Sitting next to Pincus, she opened a manila folder with her carefully prepared talking points. She started by saying, “I agree with what everyone else has said,” then paused and looked up. She quickly pointed to Pincus and added, “Except him. I don’t agree with him.” Everyone laughed.


The exchange reflected the needle we were all trying to thread. Almost all of us had turned up at the White House to press the president to change the government’s course. But the tech sector had a cordial and even warm relationship with Obama, and it’s always harder to challenge someone when you’re visiting his or her house. Especially when it’s the White House.


While we were all polite, we stuck to our guns and made the case for surveillance reform. It was clear that Obama had given the whole topic considerable thought, describing the list of issues that he thought the government needed to address. He sometimes pushed back, saying that while people were concerned about all the data possessed by the NSA, the companies around the table collectively had far more data than the government. “I have a suspicion that the guns will turn,” he said.


At the end of the meeting, the president made clear that he was interested in pursuing several important if limited changes in US policy. He reeled off a subset of issues and asked people to provide more information to help take the conversation “to the next level of detail.”


A month later, on January 17, 2014, the president took the first important steps toward surveillance reform.31 The night before he unveiled his plans, we got a call from the DOJ’s lawyers. They offered to settle the cases brought by Microsoft and Google on terms even more favorable to our position than those we had said we would accept in our negotiations the preceding August. Once the settlement was in place, our companies moved forward with new transparency reports to publish more data about national security warrants and orders, with Google, to its credit, getting off to the fastest start with an impressive model that the rest of us decided to follow.


For many customers and privacy advocates, Obama’s speech represented a first step, with many more needed. Across the tech sector, we endorsed these views. We recognized that the issues were not easy and that difficult questions remained. How could we reassure foreign governments and customers that the US government would not reach inappropriately into the data centers run by US companies? How could we simultaneously take the lawful steps needed to keep the public safe? These would take years to resolve.


It was remarkable to consider how much had changed since Snowden handed over his stolen documents to the Guardian seven months earlier. People’s eyes were opened to the scope of government surveillance. Stronger encryption had become the new norm. Tech companies were suing their own government. And competitors were working together in new ways.


Years later, people still debate whether Edward Snowden was a hero or traitor. In the eyes of some, he was both. But by early 2014, two things were clear: He had changed the world; and across the tech sector, he had changed us as well.





Chapter 2 [image: Image Missing] TECHNOLOGY AND PUBLIC SAFETY: “I’d Rather Be a Loser Than a Liar”



The public depends on law enforcement to keep it safe. But you can’t catch criminals or terrorists if you can’t find them—and this requires effective access to information. In the twenty-first century, that information often resides in the data centers of the world’s largest tech companies.


As the tech sector tries to do its part to keep the public safe and protect people’s privacy, we’ve found ourselves perched atop a razor’s edge. It’s a delicate balance that we must maintain while we respond to a fluid and fast-changing world.


Events requiring our response arise suddenly and without warning. It’s a reality I first grappled with in 2002. On January 23 of that year, Wall Street Journal reporter Daniel Pearl was abducted in Karachi, Pakistan.1 His kidnappers moved between internet cafés using our Hotmail email service to communicate their ransom demands, kicking off a desperate manhunt by the Pakistani police. In exchange for Pearl, the kidnappers demanded the release of terrorist suspects in Pakistan and the halt of a planned shipment of F-16 fighters from the United States. It was clear the Pakistani government would not agree to the ransom demands. The only way to save Pearl was to find him.


The Pakistani authorities worked quickly behind the scenes with the FBI in the United States, who came to us. Congress had created an emergency exception to the Electronic Communications Privacy Act so that the government could act immediately and tech companies could move quickly when there was an “emergency involving the danger of death or serious physical injury.”2 Pearl’s life was clearly in jeopardy.


John Frank came to me and explained the situation. I gave the green light to work with the local police and the FBI. Our goal was to monitor the Hotmail account being used by the kidnappers and use the IP address in their newly created emails to locate the internet cafés halfway around the world where they were sitting. Our teams worked closely with the FBI and the local authorities in Pakistan for a week, trailing the kidnappers as they bounced from hotspot to hotspot accessing the internet.


We came close but not close enough. The kidnappers killed Pearl before being caught themselves. We were devastated. His brutal death underscored the enormous stakes and responsibility that had been cast upon us, something we seldom spoke about publicly.


The incident was an early indicator of what was to come. Today, cyberspace is no longer some peripheral dimension. It increasingly has become the place where people organize themselves and define what happens in the real world.


The tragedy involving Daniel Pearl also underscores the importance of exercising judgment in terms of privacy. In important ways, there is a balance between privacy and safety that benefits from privacy groups that push in one direction and law enforcement agencies that push in another. But like the judges who decide these disputes, tech companies have become a place where these issues come to a head. We need to understand and think hard about both sides of this equation.


One big challenge is how to do this well. Our ability to turn on a dime in response to search warrants is a process that was honed through trial and error since the birth of email and electronic documents in the 1980s.


In 1986, President Ronald Reagan signed the Electronic Communications Privacy Act, affectionately known by today’s privacy lawyers as ECPA. At the time, no one knew whether the Fourth Amendment would protect something like electronic mail, but Republicans and Democrats alike wanted to create this type of statutory protection.


As sometimes happens in Washington, DC, in 1986 Congress acted with good intentions but in a way that was far from simple. Part of ECPA was the Stored Communications Act, which created what was basically a new form of search warrant. With probable cause, the government could go to a judge, secure a search warrant for your email, and serve the warrant not on you but on the tech company where your email and electronic documents were stored.3 The company was then obligated to pull the email and turn it over. In certain circumstances, the law in effect turned tech companies into agents of the government.


This also created a new dynamic. If the government served a search warrant at your home or office, someone was likely to be there and know what was happening. They couldn’t stop it, but they were aware. If they thought their rights were violated, they could follow in John Wilkes’s footsteps and go to court.


But Congress adopted a more complicated approach when it came to notifying people and businesses that the government was obtaining their emails and documents from tech companies, creating a statute that gave the government the authority to seek a gag order that would compel a tech company to keep the warrant secret. This statute gave the government five different bases on which to demand secrecy. On the surface, these bases did not look unreasonable. For example, if disclosure would lead to destruction of evidence or intimidation of a witness, or would otherwise jeopardize an investigation, a judge could issue a warrant together with what is called a nondisclosure order.4 A tech company might receive both orders together, the first requiring it to turn over electronic data files and the second requiring it to keep the demand secret.


When email was still a rarity, these new warrants and gag orders were few and far between. But once the internet exploded and data center campuses emerged with hundreds of thousands of computers, life became far more complex. Today, twenty-five full-time employees—compliance experts, lawyers, engineers, and security professionals—make up our Law Enforcement and National Security team. They work with broad support provided by numerous law firms around the world, and they’re known across Microsoft as the LENS team. Their mission is straightforward: to review and respond globally to law enforcement requests under the laws of different countries and in accordance with our contractual obligations to our customers. This is no small task. The LENS team operates from seven locations in six countries on three continents. During a typical year, they address more than fifty thousand warrants and subpoenas from more than seventy-five countries.5 Only 3 percent of these demands are for content. In most cases, authorities are looking for IP addresses, contact lists, and user registration data.


When Microsoft receives a warrant, it typically comes through email. A compliance manager reviews the demand to ensure that it’s valid and signed by a judge, that the authorities have probable cause, and that the agency has jurisdiction over the information. If everything checks out, the compliance manager will pull the requested evidence from our data center. The data is reviewed for a second time to make certain that we are only producing exactly what’s specified in the warrant, and it’s then sent to the requesting authority. As one LENS employee explained to me, “It sounds simple, but it takes a lot of time to do a good job. You need to review the warrant itself, review the account information associated with it, pull the information, and then review it again to be certain that what you’re providing is appropriate.”


When a compliance manager concludes that a warrant is too broad or the request exceeds an agency’s jurisdiction, the case is escalated to an attorney. Sometimes we ask for warrants to be narrowed. Other times we deem the warrant unlawful and refuse to comply.


One member of the LENS team is on call 24-7, meaning for a week at a time he or she will sleep next to a phone in case there is an emergency or terrorist incident somewhere in the world that requires immediate action. During weeks when the world is turned upside down, members of the LENS team take turns being on call, so each person gets enough sleep to be alert on the job.


In 2013, as Edward Snowden shared the NSA’s secrets and the public issues relating to this massive amount of data started to explode, a new lawyer joined Microsoft to lead the team. Her name is Amy Hogan-Burney. Armed with a keen intellect and sharp sense of humor, she quickly won over the team. Amy had spent the prior three years as an attorney in the National Security division at the FBI’s headquarters. It equipped her well for the work at Microsoft, even if there would be days when she was on the opposite side of an issue from her former colleagues in Washington, DC.


Amy quickly adapted to her new role. She sat just downstairs from my office and I found myself walking down to her corridor more and more frequently. Her office was next to Nate Jones’s, who had joined Microsoft earlier in the year after wrapping up more than a decade serving in the US government, including time with the Senate Judiciary Committee, the Department of Justice, and finally on President Obama’s National Security Council working on counterterrorism.


Amy managed the work of the LENS team while Nate managed our overall compliance strategy, our relations with other tech companies, and negotiations with international governments. As the world had evolved, they and the entire LENS team had to strike a delicate balance. They needed to work with law enforcement agencies around the world, but they were also on the front line defending the privacy rights enshrined in the Fourth Amendment and other countries’ laws. As they worked with the multiple privacy experts we already had on board, I was glad their offices were close to mine.


Nate and Amy quickly became something of a tag team, so much so that others on the team began referring to them as “Namy.” Across Microsoft, people relied on Nate and Amy to work together quickly to think through our approach on the most sensitive issues. Our compliance managers would glance at a hot issue that arrived in their inbox, talk with each other, and decide that it needed to go to Namy right away.


Our Namy team was in the hot seat for protecting the world’s filing cabinet—a seat that often got hotter in sudden and dramatic ways.


As office workers across France prepared to break for lunch on Wednesday, January 7, 2015, two brothers entered the Paris headquarters of the satirical magazine Charlie Hebdo and viciously murdered twelve people.6 The two men were affiliated with Al-Qaeda, and they had been offended, as had many other Muslims, by the publication’s profane cartoons of the prophet Muhammad.7 But unlike many others, these brothers had taken matters into their own hands.


The tragedy was all over the news. We saw the horrific events unfold from Redmond with the rest of the world. As I refilled my coffee mug in the break room, a group of us watched the television as French police searched for the two brothers, who had managed to escape. Soon soldiers from the French army were involved in a nationwide manhunt, and another Al-Qaeda member launched a separate deadly terrorist attack in a French supermarket.8 I recognized the streets and neighborhoods involved; I’d spent my first three years as a Microsoft employee working at our European headquarters in Paris.


Other than checking on our employees in the area, who were all safe, the story seemed important for the world but unrelated to my own job. That was no longer the case when the sun rose the next day in Redmond. France’s national police quickly determined that the two terrorists had Microsoft email accounts, and they asked the FBI for help. At 5:42 a.m. in Redmond, the FBI in New York responded to the emergency and sought from us the killers’ email and account records, including the IP addresses that can show the location of a computer or phone when a user logs in. A team at Microsoft reviewed the emergency request and provided the information to the FBI within forty-five minutes. A day later, the national French manhunt led authorities to the two terrorists, who were killed in a shootout with police.


The events in Paris shook France and the world. The Sunday following the attack, more than two million people marched in the French capital’s streets to mourn the journalists and stand in solidarity, demonstrating support for freedom of the press.9


Unfortunately, it was not the last tragedy inflicted upon Paris in 2015. On a Friday evening in November, as Parisians were winding down from the workweek, terrorists struck again in coordinated attacks across the city. They opened fire with automatic rifles at a concert inside a theater, outside a stadium, and in restaurants and cafés. The scenes were horrifying. The terrorists killed 130 people and injured more than five hundred others. It was the deadliest attack Paris had experienced since World War II. And while seven of the attackers were killed, two others managed to escape.10


French President François Hollande immediately declared a state of emergency across the country. The Islamic State of Iraq and Syria—ISIS—claimed responsibility, and it soon became apparent that some of the attackers had come from Belgium. A new manhunt ensued, this time spanning two nations.
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