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Introduction



THE NUMBERS DON’T LIE



Most people are liars. It’s a sad fact, but statistically it has been proven that 97 per cent of men and 96 per cent of women tell at least three lies a day. Furthermore, in any single year, adults tell an average of 589 lies, ranging from white lies to partial truths to raging whoppers.


OK, I was lying there, I made up those facts. They didn’t even make any mathematical sense. They weren’t based on any actual research: it is what the experts refer to as ‘bullshit’. I promise if I tell any more lies in this book, I will own up to them. It’s just an example of the most basic way that numbers can be used deceptively, which is by simply making the figures up as you go along.


However, you can use genuine figures and research and still find ways to mislead people – you can cherry-pick useful statistics, design misleading visual imagery (such as poorly constructed graphs), compare apples with oranges, give only part of the truth, or exploit people’s natural cognitive biases and fallacies. The numbers don’t lie, but people do: there is a wide variety of ways that people using numbers can either lie about what the numbers say or use the data in a creative way to mislead an audience.


Here’s a real bit of research from a 2018 MIT study into fake news on social media (the study was specifically based on Twitter). The researchers found that far more false stories than real ones go viral, and that on average, a false story reaches 1,500 people six times quicker than a true story does. And fascinatingly, this can’t be blamed on Twitter bots, as they amplify false and true stories at the same rate – it is humans that fall for the false stories at a higher rate and are far more likely to retweet them – fake news is 70 per cent more likely to be passed on by humans.


An example is the Donald Trump tweet in 2015 claiming that 81 per cent of whites were killed by blacks (accompanied by an image citing the Crime Statistics Bureau in San Francisco, which also claims that only 2 per cent of blacks were killed by whites). It was retweeted many thousands of times, in spite of the fact that the supposed source of the statistic doesn’t exist and genuine statistics show that the percentages are completely different.


In a similar vein, InfoWars founder Alex Jones’ story that a Category Six hurricane was imminent was shared two million times, even though there is no such category. Again, this was completely untrue.


Of course, entire careers have been based on lying or misrepresenting the truth. For some examples, take your pick from your favourite politicians, lawyers, spin doctors, writers, advertisers, salespeople, marketers, con artists and bankers – all of these professions will sometimes involve twisting the facts for ulterior motives. Then there are realms like economics, opinion polling and science, where it can be an essential art of self-preservation to come up with the ‘right results’ or to make exciting predictions that will garner attention.


The fundamental purpose of this book is to demonstrate some of the most common and devious ways in which numbers are abused and distorted. It may be that you want to learn how to use numbers dishonestly yourself or, I hope, that you are looking for a crash course in how other people might be lying to you. Alternatively, you might be interested, as I am, in the psychology of lying. Why do people at companies that commit serious frauds stay silent when they could blow the whistle? What motivates politicians when they repeat ‘fake news’ that they must know is untrue? Is lying a natural human instinct, and to what degree does the instinct vary among individuals? Do we all, to some extent, suffer from a tendency to self-deception and rationalisation? These are all fascinating questions that will come up along the way.


I’ve kept the sections fairly short on the basis that a brief, memorable example is often the best way to remember that, for instance, almost everyone has more than the average number of eyes, and that any mathematical model will output garbage if you input garbage in the first place.


If you come out of this book remembering to treat all statistics critically, and to examine the motives and methods being used by whoever is presenting you with a set of figures, then you will have learned or relearned a useful skill that can stand you in good stead when it comes to dealing with charlatans, fraudsters, con men and other ordinary members of the human race.


Failing that, it might at least remind you to never believe a word that comes out of a politician’s mouth again . . .


CORONAVIRUS UPDATE



I completed work on this book a couple of months before the coronavirus outbreak of 2020, but am working on the final edit of it in April 2020, at which point the UK is in lockdown. There are a few points throughout the book where it feels like an omission, not to mention some of the bizarre and twisted ways in which data has been used both in the lead-up to the pandemic and during it. Rather than attempt to rewrite sections wholesale to reflect this, I have added a few updates throughout: I hope that by the time you are reading this the situation is under control and that the lessons are being learned in the aftermath.










CHAPTER 1



Lying Liars (and Politicians)
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REMEMBER THAT 73.6 PER CENT OF STATISTICS ARE MADE UP



The easiest way to lie with numbers is simply to make them up. Politicians do it all the time, especially when they can’t think of anything else to say. In this post-truth era it has even become a badge of honour to lie so blatantly that no one could possibly miss it. In many countries politics has become so divisive that a politician will be cheered on by their ‘own side’ regardless of whether they are being honest or not. It won’t matter how much the ‘other side’ pull them up on their obvious lies, their supporters will only spur them on to keep it up.


Of course, some political lies and distortions are easier to spot than others. Since the truth-telling reputation of politicians is at an all-time low, it makes sense to start by taking a look at some of the ways that they misuse and abuse numbers and statistics.


HITTING THE HEADLINES



The entrepreneur Mark Suster tells the story of receiving a set of projections for the size of mobile-phone markets in various countries around the world. Each set of predictions showed smooth growth over successive years, but the projections were so wildly different from one another that he started to wonder how the research companies had come up with the data, and followed up with each to ask them their methodology.


The first data analyst he spoke to turned out to be a twenty-four-year-old who blithely confessed that he had been on a tight deadline and that ‘my boss told me to look at the growth rate average over the past three years and increase it by 2 per cent because mobile penetration is increasing’.


Suster got similar replies from other consultants, and also confirmation that they had all projected steady growth over the period because ‘nobody buys reports that just show that next year the same thing is going to happen that happened last year’.


And of course when the researchers provide their results to journalists, the effect is only amplified – the best news stories are the ones that make the boldest, most exciting claim – ‘Mobile Phone Market To Double In Size Over Five Years’ is a sexier story than ‘Mobile Phone Market To Stay About The Same Next Year’.


So before you even start to wonder about how a statistic is being used or presented, you need to ask who produced the data, what their motives were, how large a sample they were working from, and how reliable their methods were. Statistics tend to take on a life of their own, even more so now that we have the echo chamber of social media, and one piece of melodramatic guesswork from a hungover twenty-four-year-old consultant might be next week’s tabloid headline. Possibly the same kind of tabloid that will lead on ‘Red Wine 80% More Dangerous Than Cocaine’ one week, only to turn round two weeks later and claim that ‘Red Wine Can Help Beat Dementia’.


Completely made-up stories can be even more alluring to news networks. In November 2013 it was widely reported on TV news that Samsung had paid a $1 billion fine to Apple using twenty billion nickels (five-cent coins). If the news networks had taken a few moments to do the maths and see that this would have required the entire stock of nickels in circulation, they might have bothered to check the source, which was a deliberate spoof that had been published on the internet.




Bullet Point: Not all statistics are made up, but the ones that are often make the best headlines.





POTEMKIN NUMBERS



Whether you learned the art of misinformation in the debating chamber at Eton, at an advertising agency or from watching your con-man uncle trying to swindle old ladies out of their savings, you may at some point have learned how powerful a completely arbitrary number can be.


In his excellent book Proofiness, Charles Seife calls bogus numbers of this sort Potemkin numbers – after the Russian nobleman Grigory Potemkin, who had fake villages built on the banks of the Dnieper River so that he could fool Empress Catherine II into believing that his reconstruction work in the area was more advanced than it actually was. Overnight the two-dimensional constructions were packed up and moved downstream so they could be reused to fool her again.*


He gives the example of Senator Joe McCarthy, who wanted to get the attention of Congress and the media for his hysterical anti-communist crusade. So he stood up and waved a pile of paper in the air and claimed that it contained the names of 205 known communists. A week later he used the same trick and claimed there were 207 names, and the day after that he wrote to President Truman claiming he had the names of 57 commies. None of the claims had any veracity whatsoever; McCarthy simply wanted to intimidate his enemies and gain support for his witch-hunt, in which aim he was pretty successful, at least for a while.


One story that circulated widely on the internet in the years after the 9/11 attack on the Twin Towers claimed that Daisy, a golden retriever whose owner was working in the building on that day, saved her blind owner before returning several times to rescue further groups of people. The claim was that she saved about 300 people on the first run, before dashing in to save another 392 lives, and then a final trip to save 273 lives before miraculously escaping from the collapsing building suffering from exhaustion and smoke inhalation.


It’s a touching story, but it’s also completely untrue. There were two men who were indeed helped to safety by their guide dogs that day – Michael Hingson made it from the 78th floor with his dog Roselle and Omar Rivera from the 71st floor with his dog Salty, but neither of these two dogs ran back to save any more people.


One of the first clues that the sceptical reader should spot in the story is the suspiciously precise numbers given. It is fairly obvious that among the chaos of that day, there wasn’t anyone on the ground with a clipboard taking a headcount of 273 or 392 people following a heroic dog to safety. These are just Potemkin numbers that have been used to give the story an additional air of veracity and to boost its sentimental power.




Bullet Point: If you read about a heroic guide dog with superpowers, take a moment to check if the figures sound made up or not.





MASQUERADE NUMBERS



Numbers pulled out of thin air aren’t always enough to persuade your audience. If you want to make a claim with very slightly more believability you might want to use a Masquerade number. These were originally named by the famous mathematician Carl Friedrich Gauss, when his new landlord told him his rent would be 20 florins a week but failed to mention that that was the baseline figure to which he added additional rates of 5 florins a week for maintenance, 5 florins a week for management and 5 florins a week for ‘contingencies’. Making a total of 35 florins a week . . .


Actually, I’m lying again. I’ve no idea what rent Gauss might or might not have paid, or what currency it would have been paid in. I just made up an example that is loosely based on the way my annual service charges seem to be calculated by the freeholder. And ‘Masquerade number’ is a term I just invented to describe a number that is real but is being disguised as something completely different, like when someone attends a masked ball wearing a mask and disguise.


The best recent example is a claim that was made during the Brexit referendum in 2016. Vote Leave buses were emblazoned with the slogan: ‘We send the EU £350 million a week. Let’s fund our NHS instead.’ The British are very fond of the NHS but recognise how badly it is underfunded, so this was a powerful claim, one that Vote Leave campaign director Dominic Cummings credited with swinging the final vote to a 52 per cent majority for ‘Leave’. And it was repeated regularly by Leave campaigners, including Boris Johnson, both before and after the referendum.


So is there any truth in it?


Well, there is a small grain of truth in there. It is true that our notional contribution to the EU was £17 billion a year, which does come to about £350 million a week. That’s the real figure behind the mask.


However, we never actually sent that much to the EU. This is because, firstly, we were subject to a negotiated rebate of £4 billion, making a total contribution of £13 billion a year, or about £250 million a week. So to start with, imagine you have a supermarket bill for a shopping trip in which every item you bought was on a three-for-two offer. If the original total on the bill was £150 you might actually be charged £100 after the discounts were applied. The claim on the bus was equivalent to saying that you actually gave the supermarket £150, when you clearly didn’t.


In addition, there was about £4 billion of subsidies to poor areas, agriculture and so on, making the total net contribution closer to £9 billion a year, or about £175 million a week.


Now, to acknowledge that the politics of this situation are more complicated, there are all kinds of additional arguments that could be made at the time of writing (when the situation is still unresolved three years after the referendum) on either side of the debate. Brexiteers might claim that the advantages of leaving mean we will gain more financially than this suggests. Remainers would argue that the economic benefits we receive in exchange for our contribution will make the cost of leaving higher. And they might also point out that the original claim on the bus includes an additional unjustified assumption, which is that every penny of money that we didn’t send to the EU would be spent on the NHS.


And so on and so on until we all wish we had never even heard the word ‘Brexit’ in the first place.


But none of this affects the core claim, which was a simple statement about the amount we actually sent at the time of the referendum to the EU on a weekly basis. And in that respect, what we were looking at was a real figure that was heavily disguised to make it far more persuasive than it actually was. And this is significant because, while the UK Statistics Authority has repeatedly described the claim as ‘misleading’, it has continued to be cited, and 2018 research showed that two years after the original vote, 42 per cent of people who had heard the original claim thought it was true, 36 per cent thought it was false, and the remaining 22 per cent were unsure.


So nearly two-thirds of people who had heard the claim thought it was definitely or possibly true, in spite of it being shown repeatedly to be untrue.


That is the danger of a big, simple lie like that.




Bullet Point: As the saying goes, a lie can be halfway around the world before the truth has even got out of bed.





DO WE EVEN WANT TO KNOW THE TRUTH?



This might seem an odd question, but one of the first questions you should ask yourself is whether what you want out of a particular statistic or set of statistics is the truth or validation. Bear in mind that we live in a world of fake news and echo chambers, and in many cases the source you choose for your news will define the kind of news you are going to hear.


Dan Kahan, a professor who studies cognition at Yale, has discussed the subject of motivated numeracy: he set up an experiment that started out by giving all the participants a maths test, to establish their basic level of numeracy, along with a quiz to identify their basic political leanings. Then he gave them a logical problem in which they looked at some data and had to identify whether or not a fictional skin cream was effective or not.


The question was a moderately difficult one but one that could be said to have a correct answer, and the results were much as one would expect. The subjects with the highest levels of numeracy were more likely to get the results right than those with lower levels of numeracy.


Then he gave them a second problem that was cunningly framed in exactly the same way, but this time the question was about whether a law that banned people from carrying a concealed gun in public would make crime go up or down. This time the results were sharply different. Rather than the replies being more likely to be mathematically correct among the group with higher numeracy, the results were fairly strongly divided along political lines. The group who were predisposed to believe gun control was a good thing thought crime would go down, whereas the group who were predisposed to believe the opposite gave the opposite interpretation of the data.


The really interesting thing is that the levels of numeracy made little to no difference to how likely the participants were to get the answer right. The participants with the highest levels of numeracy were just as likely to get the answer wrong as those with low levels of numeracy.


The experiment has been replicated by academics in Australia, where rather than using gun control as the trigger, they used the question of whether or not closing down a local coal-fired power station would reduce carbon emissions in the region. In this case the Green Party supporters were more likely to predict it would than the One Nation supporters (bearing in mind that this is a subject that is especially controversial in Australia as coal mining is being increased at the same time as the Great Barrier Reef is being directly harmed by carbon emissions, and global warming is blamed by many for the increase in bushfires). And again, the level of numeracy of the subject made little to no difference when it came to getting the answer right.


I tried a small experiment of my own for fun: I have a large American family that includes both Trump supporters and fierce critics of the President. I wondered if warning people of the purpose of the test would make any difference, so I pointed out in advance that I was writing a book about how statistics were abused and I was wondering whether or not the answers to a problem would vary with political bias. I gave an intentionally fictional set of statistics in which I gave GDP (gross domestic product) figures for the US in 2017, 2018 and 2019 as being $100 trillion, $101 trillion and $102 trillion. Then I asked them to predict the GDP for 2020.


Now, there is no ‘right’ answer to this question. Simple projection of a trend would suggest that $103 trillion might be a sensible guess, but given how complicated economics is, there really isn’t enough data here to make a prediction. However, I took $103 trillion as being the ‘neutral’ answer to the question.


Sure enough, every Trump supporter gave an answer that was higher than $103 trillion, while every critic gave an answer that was lower. The one exception was a cousin who used to be a Republican, but has become entirely disenchanted with Trump and is now effectively agnostic. Perhaps that was why he simply looked at the actual numbers and saw that the logical guess was simply to project the same expansion for 2020.


Now, this was only a small group, and I didn’t give them any maths tests first, but it is another reminder of how significant our preconceived opinions are when it comes to looking at the numbers. Basically we find it very hard to be dispassionate or neutral when it comes to statistics about something we care deeply about.


I tend to explain this as being a result of cognitive dissonance. This is the psychological quirk that we have whereby we find it uncomfortable to believe two logically incompatible things at the same time. When we are confronted with such discomfort, we tend to jettison whichever of the two beliefs we have the least attachment to. When it comes to a neutral question like the one about skin cream, we can apply our common sense and see the correct answer. But when it comes to data that conflict with our core political beliefs we choose to jettison that common sense and resort to answers that validate our expectations. It’s hard to overcome this psychological tendency, but the very least we can do is own up to the fact we aren’t always as rational as we think we are, especially when it comes to subjects on which we have strong beliefs.


On the bright side, this is part of what makes us human: we have strong opinions, emotions and faiths. On the down side, that means we can sometimes behave remarkably irrationally when we are trying to understand the numbers.




Bullet Point: As the Dean Friedman song says, ‘We can thank our lucky stars that we’re not as smart as we like to think we are.’





THE FINE ART OF DISESTIMATION



Another useful term introduced by Charles Seife is disestimation, which is essentially the art of leaping to conclusions from a set of statistics that at best give us a fuzzy picture of reality. He has used this term in reference to a 2010 survey by the Pew Forum on Religion and Public Life. The survey led to headlines such as ‘Atheists Know More About Religion Than Believers’, based on the fact that atheists and agnostics had accurately (on average) answered more questions than those of religious faith.


I’ll discuss Seife’s analysis of the shortcomings of this conclusion in a moment. But first, I think it is worth examining an immediate riposte that came in a 2010 article by Bret Feiler on the Fox News website. Now, I don’t think it is controversial to suggest that Fox News generally tends to defend conservative, traditional and religious viewpoints, so I’m going on the assumption that their motivation was to debunk the survey.


The article is entitled ‘We Didn’t Flunk the Religion Test – 4 Important Truths About Americans and God’, and it essentially goes into the numbers in an attempt to suggest that the headlines crediting atheists with more religious knowledge than believers were flawed.


First the author pointed out that the general level of knowledge among the group polled was fairly low since as few as 59 per cent knew who the vice president at the time was or could correctly identify what an antibiotic is. By contrast 63 per cent could name the first book of the Bible, and 68 per cent knew that the American constitution forbade the establishment of religion. And while only that 59 per cent could name Joe Biden, the same percentage could name the Koran as being the holy book of Islam.


His rather questionable conclusion from these percentages (which aren’t, after all, that different to one another) was that the group surveyed weren’t very knowledgeable in general but that, by contrast, they knew more about religion: indeed, according to the author, this means that ‘Americans are religious savants’.


Let’s call that the ‘Point at something else and shout about it’ argument.


Feiler’s second argument was that ‘the most popular religious figure in America is Moses’. He does give statistical support for that statement, as more people correctly answered questions about the stories of Moses and the Ten Commandments than about other biblical figures. (I’m going to go ahead and blame Charlton Heston for that quirky fact, although it is also possible that Feiler’s book, America’s Prophet: How the Story of Moses Shaped America, was a much bigger bestseller than I realised at the time.) But either way, I can’t see any actual relevance to the declared aims of the article.


So let’s call that the ‘Shout about something completely irrelevant’ argument.


Feiler’s third argument is that there aren’t many atheists in America. In the survey, 6 per cent of participants said they didn’t believe in God, 1 per cent said they didn’t know, 69 per cent were absolutely certain that God exists, and 17 per cent were fairly certain [see box below]. In addition, Feiler argues that, contrary to stereotype, those 69 per cent of believers aren’t particularly dogmatic since only a third of them say the Bible should be taken literally.


Incidentally, most atheists I know would regard the idea that 23 per cent of the sample believed in the literal truth of the Bible as proof that Christians in America are pretty dogmatic indeed, but let’s put that to one side.


Anyhow, the point of this strand of Feiler’s argument is summed up in the headline: ‘Believers still dominate in America; atheists are still rare’. So let’s call that the ‘We win anyway, so there!’ argument.


Feiler’s fourth and final argument is pretty convoluted. It starts with a slight red herring, pointing out that some articles written about the survey had implied that the survey suggested that Americans were ignorant about other religions, citing the fact that on questions like the religious make up of Indonesia, the identity of Shiva, and describing nirvana, only 25–40 per cent had given correct answers.


To rebut this, Feiler points out that when it came to other answers, two-thirds could identify the predominant religion of India, 70 per cent the predominant religion of Pakistan, and 82 per cent could identify the religion Mother Teresa practised. And to conclude this list, ‘amazingly’ (in the author’s bombastic words) more people knew that Ramadan is an Islamic holy month than could name the author of Moby Dick.


I’m going to digress for a moment here. Consider the rhythm of the list above. We start with India at 66 per cent, then go up to 70 per cent and 82 per cent before the pay-off of the comparison of Ramadan and Herman Melville. Humans are good at recognising and projecting patterns, and this rising series naturally leads the mind to expect it to continue. So given that ‘amazingly’, our intuitive understanding is likely to be that over 82 per cent of participants correctly identified Ramadan.


In fact, when we check the survey figures online we find 52 per cent correct answers for the former question and 42 per cent for the Moby Dick question. A cynic might conclude that the Moby Dick question was intentionally chosen as one that more people got wrong than right, and that the actual figures aren’t included in the article as they would be somewhat bathetic.


Anyhow, Feiler’s conclusion is that Americans do indeed know a fair amount about other religions and that, given America’s involvement (at the time) in two wars in Muslim countries, this might be a key national security advantage in years to come.


I don’t think I can sum that convoluted argument up in a single line: I guess it’s a combination of the smokescreen (by which I mean any attempt to throw up a confusing array of irrelevant thoughts that obscure the truth) and the ‘Raise the flag and play the national anthem’ argument.


Of course, none of this suggests that Feiler is lying. It is almost certainly an example of motivated thinking (see p. 64) in which strong beliefs that are already held get in the way of a calmer, more rational approach to the data. And of course, in the fourth argument above, the appeal to patriotism is likely to invoke a similar state of mind in the susceptible reader: if it is presented as being patriotic to reject the evidence that atheists know more about religion than believers, then many who see themselves as patriotic will be won over.


The irony is that Feiler needn’t have gone to such lengths; his third argument above contained the only clue he needed to see what was really wrong with the headlines: the relative scarcity of atheists in the survey. Charles Seife analysed the problem in far more elegant terms, pointing out that firstly, since only 212 out of the 3,412 participants labelled themselves as atheist, the sample for atheists was very small and thus had a large margin of error (see p. 12). Secondly, Pew excluded from the summary those who said they believed in ‘nothing in particular’, who had also said they didn’t believe in God and thus should have been included in the ‘atheists’ category in spite of not self-identifying that way. Adding these people (2 per cent of the total sample) to the self-identified atheists (6 per cent of the total sample) went a long way to levelling up the figures as their performance in the test proved to have been below average. Thirdly, in addition, education and income are likely to co-vary with general knowledge, and it is at least likely that atheism will also co-vary with education.


Weighting for those factors would have made the conclusion of the survey on this subject far more accurate but less interesting. ‘Atheists And Believers Know Roughly The Same Amount About Religion, But We Didn’t Really Ask Enough Of Them To Be Sure’ doesn’t really make for a good headline, does it?




Bullet Point: Check the actual figures and delve into the factors that haven’t been reported on in the headline summary.





MARGIN OF ERROR



Any time you are considering the results of a survey or opinion poll, it’s worth taking a moment to consider what is going on when it comes to the margin of error and confidence levels.


Consider a sample from a population that has normal distribution (in other words, the graph of results follows the typical bell curve in which most of the results will be a band in the middle, and in each direction the outliers will gradually decrease towards zero). The first thing to bear in mind is that the bigger the sample we are working from, the more concentrated the results will be around the actual mean of the population, which gives us a decreasing margin of error.


One rule of thumb for understanding this relies on the concept of standard deviation. This measures how widely dispersed the individual elements of a sample are, on average.


To calculate it, we first find the mean of all the results in our sample. Then we calculate the difference of each individual piece of data from the mean. We square these (meaning we have a positive value for every piece of data whether it is above or below the mean) then find the average of the differences, which is the variance. Then we find the square root of the variance, which is the standard deviation.


[image: illustration]


If we have a large sample with normal distribution we can use the 68/95/99.7 rule. This tells us that 68 per cent of the set will fall within one standard deviation of the mean, 95 per cent of the responses will fall within two standard deviations, and 99.7 per cent will fall within three standard deviations.


Now, if a pollster or reporter tells us that for any given survey, the confidence level is 95 per cent and the margin of error is 3 per cent, what this actually means is that we can expect the actual result to be within 3 per cent of the prediction 95 per cent of the time. The actual calculation of margin of error is a bit technical, as it involves calculating critical value (using either a ‘t-value’ or, more often, a ‘z-value’) and calculating this using standard deviation or the closely related standard error (depending on whether or not we know the standard deviation for the entire population). Forgive me if I don’t go into every detail of this: there are some excellent videos explaining the detail online if you want to learn the skills involved.




Where’s the Rest of the 100 Per Cent?


I hope you noticed a minor, niggling issue in the previous section. We saw that, in the Pew survey, 6 per cent of participants said they didn’t believe in God, 1 per cent said they didn’t know, 69 per cent were absolutely certain that God exists and 17 per cent were fairly certain.


6 + 1 + 69 +17 = 92


So why doesn’t it add up to 100 per cent? Does it indicate that something is missing? Well, there are situations in which this can be legitimate, as rounding numbers up or down can naturally lead to this outcome. Imagine a survey of thirty people on whether they prefer peas, beans or broccoli. If 10 people choose each option, we have a third or 33.33 . . . per cent voting for each. If we reported this rounded to the nearest whole number, we would have 33 per cent for each option, which would add up to a total of 99 per cent.


This means that where a sum of percentages doesn’t add up to 100 per cent there can be a good reason for it. However, there is a limit to how much error can be introduced this way, and we can create a mathematical formula to define that limit.


Let’s call n the number of rounded terms that are being added up to the total (which we know should be 100 per cent for the unrounded figures). What is the most each can contribute to the rounding? Say we have a number like 25.4 or 37.8. We can call the 0.4 and the 0.8 the incomplete units within the total.


The convention is that when it comes to the incomplete unit in the total we round anything below 0.5 down to 0 and anything equal to or greater than 0.5 up to 1. This is only a convention, so it’s best not to assume that for some quirky reason the particular company isn’t rounding down from 0.5 to 0. But the one thing we can be sure of is that the maximum error introduced by a single rounded term to the overall total is 0.5.


So the maximum error that rounding can introduce to a sum of n rounded terms is 0.5n. It will usually be significantly less, of course, as there is likely to be rounding up as well as rounding down, so part of the error might cancel itself out. But in the most extreme case every rounded term would have an incomplete unit of exactly 0.5 so 0.5n would be the most extreme error that could be introduced.


Going back to the Pew survey, we had four rounded terms, which could introduce a maximum error to the total of 2 per cent. But the actual error is 8 per cent. So where did that 8 per cent go?


This is where you have to dig into the original data to find the truth.


Luckily the full report is still available. There we find that in addition to the categories quoted in the article, there are three further categories: as well as the category of people who were fairly sure God existed, there were 4 per cent who were ‘not too certain’, and 1 per cent who were ‘not at all certain’. And, as we saw in the previous section, there was also 2 per cent of the sample who had said they didn’t believe in God but refused to answer what they believed or otherwise failed to declare themselves an atheist.


So we have an extra 1+ 2 + 4 = 7 per cent. This brings the total of seven terms up to 99 per cent. Now we have a 1 per cent disparity from 100 per cent, but 7 terms gives us a potential error introduced by the sampling process of 0.5 x 7 = 3.5 per cent.


The formula above isn’t infallible at indicating when something has been left out, as a small term could be excluded without falling foul of the formula. However, it is a good rule of thumb to use it to raise a red flag where one or more of the categories has been omitted, because a total that is wrong by more than the maximum amount indicated by the formula will always indicate that there is some problem, even if it is just a typo on the behalf of the reporter.





The key thing is that there is an inherent danger involved in the stated confidence levels and margin of error. These will be at the maximum and minimum respectively for a binary question in which the result is close to 50/50 (for instance, if you asked whether someone’s favourite colour was blue or green and the results were fairly even).


One problem comes when you have something like a poll that predicts the result of an election with parties of varying levels of popularity. The larger the party’s probable share of the vote, the higher the actual confidence level will be, whereas the smaller parties will be based on a smaller sample, so in spite of the fact that they are part of a large poll, we need to apply more scepticism to the results for them (just as Pew should have been more sceptical of the results for the atheists that made up 6 per cent of their total sample in the example above).


At the same time, the actual margin of error for that smaller party might be a smaller numerical value. If this sounds counter-intuitive, consider the fact that a party projected to get 10 per cent of the poll who gets 11 per cent in the actual election will have exceeded the projection by 10 per cent, while a larger party projected to get 50 per cent who actually gets 52 per cent will only have exceeded the prediction by 4 per cent even though the prediction was out by a larger number of votes than it was for the smaller party.


The essential moral here is that, up to a point, the stated margin of error and confidence level is worth paying attention to; but it is only one broad measure that is being applied to the headline findings of the survey and the devil is in the detail.




Bullet Point: Do pay attention to confidence levels and margins of error, but bear in mind they come with their own health warnings and can be misleading in their own ways.





CHERRY-PICKING FOR BEGINNERS



If you want to make a case for a particular proposition and find that the evidence isn’t on your side, one way of making your argument is to cherry-pick the evidence. Of course, there is a legitimate argument for cherry-picking. A lawyer making a case for the defence or the prosecution will inevitably choose those facts that best suit their case, while ignoring those that are less helpful (while the opposing lawyer will probably be making the opposing choices).


One problem with the modern political system, which often pits parties or personalities against each other, is how often politicians end up acting in a similarly adversarial way. Rather than starting from the facts and proceeding to conclusions, they are increasingly likely to start with the conclusion and then look for the evidence that suits that case.


Cherry-picking is the inevitable result.


Here are a couple of examples from either side of the US political divide. In 2019 the White House website made the claim that under President Trump, ‘Economic Growth Has Reached 3 Percent for the First Time in More than a Decade’.


Now, there was an immediate problem with this claim. The usual way that economic growth is measured is using the increase in GDP over a twelve-month period. But growth in the twelve months ending in the second quarter of 2015 had been 3.4 per cent. For the year ending in the first quarter of that year growth was 3.8 per cent. And there were two other occasions while Obama was in office on which growth over a twelve-month period had been 3 per cent or higher.


So, puzzled economists and journalists had to go back to study the small print of the White House website. There they discovered that the White House economists had relied on a very specific restriction: the claim was merely that this was the first time for a decade that GDP as measured in the fourth quarter of the year was 3 per cent or more than a year earlier.


By Trump’s standards this is a relatively small bit of mangling the truth, but it is revealing, because it shows how the spokespeople who are working on his behalf have gone out to find a specific statistic that suits a narrative (Trump had been predicting that GDP growth would be ‘4 per cent to 6 per cent’ under his presidency since he started campaigning) rather than merely giving the facts.


Another example comes from the 2018 Senate elections. Adverts made on behalf of Bill Nelson, the Democratic challenger, claimed that his opponent Bill Scott had taken over a billion dollars out of education in Florida during his time in office. This came with a PolitiFact stamp of approval, which matters as PolitiFact is an organisation that aims to provide some objectivity in the age of spin, and their approval might be taken to mean something.


However, there is a problem here. The PolitiFact stamp of approval was for a claim that Scott had taken $1 billion out of the US education budget in his first year in office, 2011. Charlie Crist, the Democratic challenger in the subsequent gubernatorial election, had made that claim, which was essentially true. But Scott’s record over subsequent years had been to restore that funding to the point where both overall and per-pupil spending were higher at the end of his tenure than they had been at the start. So when PolitiFact were asked to recheck the claim in 2018 they were obliged to give it a rating of ‘mostly false’.


Obviously the maths of these examples is pretty basic, but the more complicated the maths and the statistics become, the greater the chance that ordinary people can be hoodwinked by grand-sounding claims that might essentially be true, but have been carefully cherry-picked to make a case, whether it is deployed in the argument over climate change and what to do about it or in any other political sphere.




Bullet Point: If a politician uses a statistic, ask why they chose that particular statistic and investigate the ones they chose not to use.





WHEN NUMBERS DRIVE ACTIONS



Political promises are often couched in terms of numbers. ‘We will get immigration down to the tens of thousands per year’; ‘We will get unemployment down’; ‘We will drive economic prosperity and growth’; ‘We will get the crime figures down’. And the role of government has increasingly focused on the setting of targets that are intended to make those promises come true. I want to briefly focus on a few of the ways in which this tendency can backfire in real life.




Debt or Deficit


Sometimes it is hard to tell whether the politicians are numerically challenged or whether they are assuming that the public is and are relying on that to deliberately distort the debate. For instance, consider the many ways in which ‘debt’ and ‘deficit’ get confused in the public discourse.


In the period after the global financial crisis, various governments around the world promised to use ‘austerity’ (in other words cuts to government expenditure) to address the problem of increased national debt (which was caused by the enforced bailout of the banking sector).


In the UK, there were numerous examples of politicians mixing up debt (which means the total amount owed) and deficit (which means the difference between what the government is spending and what it is receiving). At one point the Centre for Policy Research commissioned a report that showed that only 10 per cent of the British public knew that the government’s austerity package was likely to increase national debt by £600 billion over the course of the parliament, whereas 47 per cent believed the precise opposite. The report’s author, Ryan Bourne, pointed out the government’s true aim was much less ambitious, as they were promising that the ‘ratio of debt to GDP’ would be falling by the end of the parliament (less ambitious, but even more mathematically confusing). He said: ‘The Government has often said that it wants to pay the nation’s credit card off. But if it wants to use that analogy correctly, it should be saying that it wants to reduce the amount that is added to the credit card debt each year.’


There is another debate to be had about this, which is whether it was ever that crucial to reduce the national debt so rapidly, and whether the government’s focus on austerity allowed the bankers to escape the blame for their central role in the crisis. I will return to this in the finance chapter, but for now, the main point is that when politicians talk about debt and deficit, you need to listen very carefully to what is actually being said.





Firstly, government policy can itself be distorted by the aim of having the maximum possible impact on the statistic that is being measured. To explain this, here’s a brief summary of some government policies in the UK regarding the unemployment figures, which have long been a source of controversy, especially since they peaked in the early 1980s after a long rise at over 3 million. I’ll explain this in broad terms, as I know there has been a similar pattern of government policy in many other countries (although the exact details vary).


In the early 1970s, invalidity benefit was introduced for the first time. This meant that rather than simply being on the same unemployment benefit as fit people without a job, those who had a long-term injury or illness were treated differently (and, in some measures, were excluded from the unemployment figures).


In the 1980s, a ‘National Enterprise Scheme’ was created: this allowed people who were unemployed to register themselves as ‘self-employed’ in order to set up and develop a business. The main attraction to claimants was that for that period of time there was no need to report to the unemployment office to ‘sign on’ and they received the same amount of money although there was little attempt to monitor whether or not they really were developing a business. Other similar schemes followed over the years. The outcome of this was that significant numbers of people were temporarily taken out of the ‘unemployed’ figures, since they were technically in employment.


In the 1990s, invalidity benefit became incapacity benefit. While the unemployment figures excluded those on incapacity benefit, the number of people on it had steadily grown and now became a political controversy in its own right. The result was a series of attempts to ‘crack down’ on claimants by making them attend ‘fit for work’ interviews and prove that they were making efforts to get work.


By 2010, the employment landscape had changed significantly: zero hours contracts were steadily becoming a larger and larger part of the economy. At this point, there was an increase in pressure from politicians for both the unemployed and incapacitated to be encouraged ‘back to work’. Once again, self-employment was used as a smokescreen. For instance, someone who had been ‘encouraged’ to take up a zero hours contract (often through the use of sanctions and suspensions of their benefits) would be counted as ‘in employment’ whether or not they were actually paid in any given week. Oh, and if they declined to take up that zero hours contract for any reason, they could also be excluded from the unemployment figures by the simple method of suspending their benefits.


It’s notable that by this stage of the process, government pronouncements have shifted from promises to ‘get unemployment down’ to boasts that there are ‘more people in employment than ever before’. It may not be a coincidence that at the same time there is a record number of people who are in employment but who are forced to rely on food banks (where free supplies are voluntarily contributed by charities to help people in poverty).


The overview is that many of these developments, some of which had deleterious effects on the individual citizens involved, were strongly influenced by the desire to affect the unemployment or employment figures without actually doing the things that would have had the most impact on real communities: creating stable, well-paid jobs, or encouraging employers to do so. And when so much of government policy is focused on the goal of massaging the statistics by changing the way things are measured, you can be sure that the real issues are not being addressed, whether the issue is climate change, employment, crime, education, health or whatever.




Bullet Point: Why would a government attempt to change the real world, when it is so much easier to change the way they measure it?





US UNEMPLOYMENT FIGURES



I’ve focused above on the unemployment statistics in the UK. However, it’s worth reiterating that many countries have experienced similar issues. I’m not a huge fan of the Shadowstats website on which the economist known as John Williams publishes his ongoing criticisms of US government statistics. However, let’s acknowledge his critique of the Bureau of Labor Statistics (BLS) unemployment numbers as a comparison point.


Williams points to the fact that under President Lyndon B. Johnson, the U-3 unemployment rate series was created. This was a stat that didn’t include people who stopped looking for work over a year ago or part-time workers who were looking for full-time employment. The previously used U-6 rate continued to be published, but media and BLS sources tend to focus on the U-3 series. Williams regularly calculates and publishes the U-6 rate as it would have been calculated before methodology changes in December 1993. His argument is that the BLS is deliberately understating the true unemployment rate.


I’ll comment more on this when we discuss inflation measurement in Chapter 7, ‘What’s Wrong with Economics’; for now, it’s worth noting that each country tends to have its own specific controversies over measurements of inflation, unemployment and economic growth and these will often be seen by some as cherry-picking if not outright distortion.




Bullet Point: Find out how your government calculates the figures and what difference alternative approaches would make.







What Would Hitler Do?


I’ll try not to mention the Nazis too often in this book, but it’s interesting to note that Hitler made a specific promise that helped bring him to power: against the backdrop of mass unemployment in the Depression of the early 1930s, he promised to return Germany to full employment. By 1939 he was able to claim that he had fulfilled this pledge. How? Well, firstly, his government introduced the National Labour Service: all young men had to serve six months in it, following which they were conscripted into military service. The 1.4 million men who were in the army by 1939 weren’t counted in the unemployment figures. Neither were women, who were in many cases encouraged or obliged to give up their jobs in favour of men. And nor were the many Jews who had lost either their businesses or their jobs (which had been given to other people). So the claim to have abolished unemployment rested on a very peculiar and unpleasant way of measuring the situation.






FIXING THE OUTCOMES



Another problem with target-driven public policy comes when the people who are charged with carrying out that policy have the means to influence what is included in the statistics.


For instance, in recent years police officers in London’s Met force were more likely to be promoted if they were meeting targets. This obviously incentivised them to try to meet those targets. But how can you do that when the targets are based on arrest rates and crime rates? Surely those are down to how many criminals there are and how many crimes they are committing?


In 2013, a British parliamentary investigation found evidence to the opposite. And bear in mind that this is just one example of the sorts of things that happen in any organisation where the participants become too focused on the numbers rather than on the real-world application of those numbers.


Firstly, rape and sexual offences were being routinely under-reported, as those who reported such offences were being discouraged from taking it further. (These are crimes with a notoriously low rate of conviction, which looks bad in the statistics). In many cases ‘no crime’ was recorded, and there was a tendency towards victim blaming, in which mental health or other ‘undisclosed issues’ were being put forward as reasons for the crime not being recorded.


Thefts weren’t being recorded consistently for the same reason: that they added to the numbers of crimes reported, but had a low rate of conviction or detection. One way that burglary rates were being suppressed was by categorising them in lower brackets, such as criminal damage or ‘attempted burglary’: this was leading to as many as 150 burglaries a week not being properly recorded. There was also a tendency for multiple burglaries in an area to be written down as a single crime.


At the time, the Mayor’s Office for Policing and Crime had set a target of a 20 per cent crime reduction. As the former Detective Chief Superintendent Peter Barron put it: ‘When targets are set by offices such as the Mayor’s Office for Policing and Crime, what they think they are asking for are 20 per cent fewer victims. That translates into “record 20 per cent fewer crimes” as far as . . . senior officers are concerned.’


Apologies to the Met for continuing to dwell on this one example, but one of the joys of the report is that the police involved had even developed their own jargon for ways of under-reporting crime: ‘cuffing’, ‘skewing’ and ‘nodding’. Cuffing referred to officers reducing crime by refusing to believe complainants, by recording a theft as ‘lost property’, for instance, or by recording multiple break-ins as just one crime. Skewing is the practice of putting extra resources into particular areas that are being measured (whether that was the highest crime area or not). And nodding is where there is a tacit agreement between the police and an offender whereby they are not charged for a more serious offence if they allow the police to get an easy conviction for a lesser offence.


By comparison, the old practice of stitching someone up by faking evidence or confessions seems quite quaint.


Anyhow, the main point of all this is that if you ask someone to meet a particular measure as a way of trying to get them to perform their job, then they may well find ways to meet that target that don’t match up to the intentions of the target setter.


Another example comes from the British National Health Service. In the early years of the twenty-first century, waits of twelve hours or more were not uncommon in Accident and Emergency (A&E) departments. The government’s solution was to set a target: the maximum waiting time at an A&E department should be four hours. In some cases (though not all) extra resources were provided (which, of course, points to the underlying problem). But in many areas this didn’t happen.


In spite of this, the problem did appear to improve considerably. But there were a variety of workarounds that were reported as having been used by hospital managers to game the system.


In some cases new wards were set up adjacent to A&E departments and given titles such as ‘medical assessment wards’ or ‘clinical decision wards’. Once the patient was transferred into these, the clock was stopped on the measurement of their time in A&E, even if they spent many hours in what was essentially a glorified waiting area.


In other cases hospital managers refused to admit more patients than they could manage, wherever this was clinically possible. This led in some instances to ambulance crews being asked to wait outside the hospital with patients who had serious but non-life-threatening conditions; and again this could be for hours. The logic was that the patient had only been admitted to A&E once the ambulance crew handed them over, so the slower that was, the less time they were recorded as having waited for. The unfortunate side effect of this was that a significant number of ambulances were being kept off the streets and thus waiting times for ambulances started to increase in many areas.


Just as with the police example above, the managers were only being logical in their behaviour. They had been incentivised to meet a given target, and they were ingenious and resourceful in the ways they tried to achieve that. But the outcome for patients and victims of crimes was often either neutral or negative.


But as those managers might say, the numbers don’t lie. Do they?




Bullet Point: If you set someone a target, they might meet it in ways you hadn’t predicted.







Measure for Measure


The practice of scientific management became widespread from the early part of the twentieth century (when it was propagated by Frederick Winslow Taylor in particular), and ubiquitous in the second half of that century. The hugely influential post-war management guru Peter Drucker once said: ‘What gets measured gets improved.’ And it can be argued that this has become one of the core beliefs of politicians in recent decades. The belief is that rather than making large-scale changes to the economy and public services, target culture (and ‘nudge’ strategies) can be used to induce the desired improvements in the economy and society as a whole. And the same is true of many companies, who see measurement as the linchpin of effectiveness management. The idea is that you can lie, dissemble and fool your employer into thinking you’re doing a great job, but the numbers can’t. So next time you find yourself discussing your key performance indicators (KPIs) in that regular progress meeting, you may want to mutter a curse in Peter Drucker’s direction.






TARGETS IN EDUCATION



In America, both the No Child Left Behind programme (introduced in 2002) and the Every Student Succeeds Act that replaced it in 2015 are examples of how target culture operates in education. There are similar systems in many education systems around the world.


The fundamental feature these systems all share is that they rely on the use of targets, which in turn are largely based on standardised testing in core subjects: literacy and numeracy, in particular. In the case of the American programmes, funding may be partly dependent on the outcomes of these tests, and bonuses, school rankings and ratings for individual teachers will also depend on them.


So how does this affect the teachers? Firstly, bear in mind that a teacher can’t choose their students. They may have the brightest, best behaved class in the school one year and a much more challenging one the next. They may have more students with special needs or fewer. They may have some exceptionally gifted students in a class. One can imagine that every single class presents different challenges and requires great flexibility and imagination in approach.


The problem is that standardised testing puts the teacher in something of a straitjacket. They have to put as much energy as possible into ensuring their students are trained to pass the tests (which in turn often results in stress for both teachers and pupils). And the feat that will gain most kudos will generally be to get as many pupils as possible up to a particular benchmark.


If the handful of most challenged pupils are well taught by the teacher, and improve considerably but still don’t achieve a pass, then those efforts will not be counted. Similarly, where an exceptional pupil is already quite capable of passing the tests, the teacher will not be given credit for challenging them to greater heights. They would have passed anyway. So the teacher is effectively forced to concentrate as much energy as possible on the middle of the bell curve: those middling students whose ability to pass the tests is in doubt. Getting the mediocre students up to a pass grade and making sure that the students who are just about capable of passing don’t slip backwards and fail is the most effective way of maximising the test results.


Of course, there is a degree to which this has been true for as long as exam results have been used to measure the final outcome of the educational process. But the tests in the American programmes (and equivalents such as the SATS tests in the UK) are applied from early years and then repeated throughout schooling. So the entire education process becomes more homogenised and focused on the core subjects. Headmasters might get respect and nice mentions in school inspectors’ reports for encouraging other subjects – such as art, sports, or fringe subjects – but this will not show up in the all important tests, so there is less incentive to provide a more complex, rounded education. And there is less incentive to focus on the individuality of each pupil: they are instead treated as cogs in a machine.


And what about those inspirational teachers we see in books and films like Mr Chips or Miss Jean Brodie, or the Robin Williams character in the movie Dead Poets Society, who famously urged his pupils to carpe diem and make their lives extraordinary? Well, it is notable that retention rates in the teaching profession have rarely been lower. The teachers who dreamed of treating each of their charges as unique individuals and encouraging their development spend their lives filling in progress reports and attending constant performance reviews. Of course, any teacher will recognise that those initial dreams are often ground down by the difficulty of real life in the classroom. But the more the most capable teachers come to recognise that they, like their students, have become numbers on a spreadsheet, the less likely they are to be recognised as good teachers or to stay in the profession at all.




Bullet Point: When it comes to education, numbers are important, but actual students and teachers are more important.





HOW TO IMPROVE ON PERFECTION



One of the problems that dogs testing schemes in education is the dilemma over whether the rewards (whether it be in funds, rankings or recognition) should go to schools that deliver ‘improvement’ or ‘excellence’. The former can be achieved by turning a terrible school into a mediocre one. But if an excellent school slips for a few years into merely being very good, is it fair for them to be penalised? And while we can recognise that a teacher who delivers improvement in each individual pupil in their care is doing an excellent job, it is rare for the benchmarks to be finely calibrated enough to measure this; instead, they may well be castigated for having a slightly more difficult class to teach than in the previous year.




Rewards and Effort


There have been numerous psychological studies that show that monetary rewards in particular can actually disincentivise people. In one study on primary school children, infants were given drawing equipment and promised a shiny certificate of achievement if they did well. Another group was given the same appealing equipment but no promise of reward. Both groups worked hard to produce nice drawings. The experiment was repeated two weeks later, with neither group being promised a reward. The first group made less effort now the reward had been withdrawn, while the latter group continued to make a strong effort.


In another study, a large group of subjects were asked to donate blood, with one group being offered $10 while the other group weren’t: there were more takers among the unrewarded group. Similarly, a group of lawyers were asked to provide legal help to a needy case for a reduced fee while another group were asked to do so for free. Again, the latter group were more willing to help. In both cases, the lack of reward meant that their attention was focused on different motivational factors, such as their altruism or compassion, while the use of monetary reward made that group focus on whether or not the reward was sufficient.




OEBPS/xhtml/nav.xhtml


 

Contents





		Title



		Copyright



		Contents



		Introduction



		Chapter One: Lying Liars (and Politicians)



		Chapter Two: Lying for Beginners



		Chapter Three: The Corporate Numbers Game



		Chapter Four: Visual Distortions



		Chapter Five: Retail Trickery



		Chapter Six: When Scientists Lie



		Chapter Seven: What’s Wrong with Economics?



		Chapter Eight: Financiers and Other Scamsters



		Conclusion: People Suck



		Comparable Titles



		Index











Guide





		Cover



		Title



		Start











OEBPS/images/cover.jpg
PRAISE FOR HUGH BARKER’S MILLION DOLLAR MATHS:
‘Great fun.... clear, original and highly readable’
Professor lan Stewart, author of Significant Figures

Lyin
Nu);nbgers

How maths and
i

statistics are
e
1

twisted and
abused

Hugh Barker






OEBPS/images/f0013-01.png
Sample size = 2,401
Margin of error = 2%

Sample size = 1,067
Margin of error = 3%

Sample size = 600
Margin of error = 4%

Sample size =384
Margin of error = 5%

Sample size =96
Margin of error = 10%

40% 45% 50% 55% 60%
2% 2401
* 1,067
PR — .
e *
10% @ @ 9%






OEBPS/images/common.png





OEBPS/images/title.png
Lying Numbers

How Maths and Statistics
are Twisted and Abused

HUGH BARKER

Roanson





