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Introduction


Artificial intelligence (AI) is the defining trend of our times. In the last ten years or so, computers have been trained to perform ever more complex tasks. They are now adept at a striking range of things that we once believed only humans could do. From identifying people in a crowd to driving cars in heavy traffic to beating the best human players at Go – a game thought untouchable by AI for years – the successes keep coming. Sometimes they do these things better than we do. They nearly always do them faster or for longer, never flagging.


Thinking machines are not new, of course. We have been trying to build computers that exhibit some of our intelligence for around 75 years. And the concept of human-like automatons goes back centuries. We are fascinated by ourselves – and our intelligence, especially – so it is no wonder we are compelled to replicate that human spark in our machines.


But the parallels between artificial intelligence and our own bring unease as well as wonder. How like us will AI become? Will it replace us – pushing us out of jobs, outperforming us in the games and creative pursuits that give our lives meaning? Public figures such as Stephen Hawking and Elon Musk have gone as far as raising the spectre of an AI apocalypse, where super-intelligent future machines trample us underfoot in pursuit of their unfathomable goals. Musk says we are ‘summoning the demon’.


The excitable coverage reveals how deeply the challenges posed by AI have seeped into public consciousness. In reality, things are unlikely to play out like a disaster movie – but we can expect the future to be equally spectacular and possibly far stranger.


We have seen tech bubbles before, such as the dotcom boom and bust of the late 1990s. The hype surrounding AI – and the billions being pumped into it by companies around the world – parallel the breathless buzz of the early days of the web. But this time it feels different. The changes to our everyday lives will be significant, from the way we interact with our devices to how we get around to how society operates. There are some who think that AI will even change what it means to be human.


As we approach the technical and ethical challenges ahead, this New Scientist Instant Expert guide will tell you everything you need to know about AI. Gathering together the thoughts of leading researchers and the very best of New Scientist magazine, it will bring you up to speed with what those shaping our future are doing – and how they see it all panning out. If you want to know about the hopes and fears of those at the cutting edge of AI – what one early pioneer described as the last invention we need ever make – then read on.


Douglas Heaven, Editor
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In our image


The challenge of creating intelligent machines


We have long suspected that intelligence is not exclusively a human quality and for more than 75 years we have dreamed of building machines that can reason and learn as well as a human can. With the dawn of computing it seemed as if we might be close to achieving that goal, but creating machines in our own image turned out to be far more difficult than we ever imagined.


 


What is artificial intelligence?


The field of artificial intelligence (AI) is the science and engineering of machines that act intelligently. That raises a vexing question: what is ‘intelligent’? In many ways, ‘unintelligent’ machines are already far smarter than we are. But we don’t call a computer program smart for multiplying massive numbers or keeping track of thousands of bank balances – we just say it is correct. We reserve the word ‘intelligent’ for uniquely human abilities, such as recognizing a familiar face, negotiating rush-hour traffic or mastering a musical instrument.


Why is it so difficult to program a machine to do these things? Traditionally, a programmer will start off knowing what task they want a computer to do. The knack in AI is getting a computer to do the right thing when you don’t know what that might be.


In the real world, uncertainty takes many forms. It could be an opponent trying to prevent you from reaching your goal, say. It could be that the repercussions of one decision do not become apparent until later – you might swerve your car to avoid a collision without knowing if it is safe to do so – or that new information becomes available during a task. An intelligent program must be capable of handling all this input and more.


To approximate human intelligence, a system must not only model a task, but also model the world in which that task is undertaken. It must sense its environment and then act on it, modifying and adjusting its own actions accordingly. Only when a machine can make the right decision in uncertain circumstances can it be said to be intelligent.


The philosophical origins of AI


The roots of artificial intelligence predate the first computers by centuries. Aristotle described a kind of formal, mechanical argument called a syllogism that allows us to draw conclusions from premises. One of his rules sanctioned the following argument:




Some swans are white.


All swans are birds.


Therefore, some birds are white.





That form of argument – Some S are W, All S are B, Therefore some B are W – can be applied to any S, W, and B to arrive at a valid conclusion, regardless of the meaning of the words that make up the sentence. According to this formulation, it is possible to build a mechanism that can act intelligently despite lacking an entire catalogue of human understanding.


Aristotle’s proposal set the stage for extensive enquiry into the nature of machine intelligence. It was not until the mid-twentieth century, though, that computers finally became sophisticated enough to test these ideas. In 1948 Grey Walter, a researcher at the University of Bristol, UK, built a set of autonomous mechanical ‘turtles’ that could move, react to light and learn. One of these, called Elsie, reacted to her environment by decreasing her sensitivity to light as her battery drained. This complex behaviour made her unpredictable, which Walter compared to the behaviour of animals.


In 1950 the British scientist Alan Turing went even further, arguing that it would one day be possible for machines to think like humans. He suggested that, if a computer could carry on a conversation with a person, then we should, by ‘polite convention’, agree that the computer ‘thinks’. This intuitive benchmark would later become known as the Turing Test.




What is the Turing Test?


In his essay ‘Computing Machinery and Intelligence’, published in the philosophical journal Mind in 1950, Alan Turing argued that computers would one day be able to think like humans. But if so, how would we ever tell? Turing suggested that we could consider a machine to be intelligent if its responses were indistinguishable from those we would expect of a human.


Turing referred to his method of determining whether a machine could be called intelligent as ‘The Imitation Game’. In his proposed test, a judge communicates with both a human and a machine in written language, via a computer screen or teleprinter. This means that the judge can use only the conversation to determine which is which. If the judge cannot distinguish the machine from the human, the machine is deemed to be intelligent.


In 1990 Hugh Loebner, a New York philanthropist, offered a $100,000 prize for the first computer to beat the test and a $2,000 annual prize for the best of the rest (this has since risen to $4,000). No bot has yet won the Loebner Prize outright.


The concept behind the Turing Test will be familiar to anyone who has interacted with an AI such as Siri, Apple’s digital personal assistant, or an online chatbot. Yet Siri does not come close to passing the test. Although chatbots can fool people from time to time, the limitations of even the best modern AIs mean that they are quickly unmasked. Still, Turing looked ahead to a day when artificial intelligence would prove indistinguishable from the human form.





Alan Turing and the dawn of computing


The ideas of Alan Turing shaped our world. He laid the foundations for modern computers and the information technology revolution, as well as making farsighted predictions about artificial intelligence, the brain and even developmental biology. He also led vital codebreaking efforts for the Allies during the Second World War.


Understanding why Turing’s achievements matter today begins with the story of how he set out to solve one of his era’s biggest mathematical conundrums – and in the process defined the basis of all computers. The origins of AI are caught up with the dawn of computing.


The first computer


Until the Second World War, the word ‘computer’ meant a person, often a woman, who did calculations either manually or with the help of a mechanical adding machine. These human computers were an essential part of the Industrial Revolution and they often performed repetitive calculations such as those necessary for the creation of books of log tables.


But in 1936 Turing, aged just 24, laid the foundations for a new type of computer – one we would still recognize today – and so played a seminal role in the information technology revolution. Turing did not set out to invent the model for the modern computer, though. He wanted to resolve a conundrum in mathematical logic. In the mid-1930s he attacked the fearsomely named Entscheidungsproblem – or ‘decision problem’ – posed by mathematician David Hilbert in 1928.


At the time, mathematics was searching for concrete foundations and Hilbert wanted to know whether all mathematical statements, such as 2 + 2 = 4, were ‘decidable’. In other words, did a step-by-step procedure exist that could determine whether any given statement in mathematics was true or false? This was a fundamental question for mathematicians. Although it is easy to say with certainty that a statement like 2 + 2 = 4 is true, more complex logical statements are trickier to ascertain. Take the Riemann hypothesis, proposed by Bernhard Riemann in 1859, which makes specific predictions about the distribution of prime numbers among natural numbers. Mathematicians suspect that it is true but they still don’t know for certain.


If Hilbert’s proposed step-by-step procedure could be found, it would mean that, eventually, a machine could be devised to give mathematicians a firm answer to any logical statement they wanted to test. All the big open questions in mathematics could be resolved. It may not have been apparent then, but what Hilbert was searching for was a computer program. Today we call his proposed step-by-step procedure an ‘algorithm’. But neither computers nor programs existed in the 1930s and Turing had to define the concept of computation itself in order to tackle the Entscheidungsproblem.


In 1936 Turing published a paper that provided a definitive answer to Hilbert’s question: no procedure exists for determining whether any given mathematical statement is true or false. Moreover, many of the important unresolved questions in mathematics are ‘undecidable’. This was good news for human mathematicians, who took it to mean that they would never be replaced by machines. But with his paper, Turing had achieved more than the resolution of Hilbert’s question. To arrive at his result, he had also come up with the theoretical basis for modern computers.


Before Turing could test Hilbert’s proposal, he needed to define what a step-by-step procedure was and the sort of device that might perform it. He did not need to build such a machine, but he did need to set out how it would work hypothetically.


First, he imagined a machine capable of reading symbols from a paper tape (see Figure 1.1). You would feed the paper tape in, the machine would examine the symbols, and then it would make a decision about what to do next by following a set of internal rules. It could, for example, add two numbers that were written on the tape and print the result further along the tape. This would later come to be known as a Turing machine. However, because each individual Turing machine had predefined internal rules – essentially a fixed program – it could not be used to test Hilbert’s question.
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FIGURE 1.1   Turing never actually built his theoretical computing machine, but it remains the basis for all standard computers today.


Turing realized that it would be possible to make a machine that could initially read a procedure from the tape and use that to define its internal rules. By doing so, it was programmable and could perform the same actions as any individual Turing machine, which had fixed internal rules. That flexible device, which we call a universal Turing machine, is a computer.


How so? The procedure written on the tape can be thought of as software. Turing’s universal machine would essentially be loading the software from the tape into itself, just as we do today with a program from a hard drive: one minute your computer is a word processor; the next it is a music player.


The limits of computing


Once Turing had this theoretical computer, he could answer the question of what was ‘computable’. What could a computer do and not do?


To disprove Hilbert’s proposed procedure, Turing needed to find just one logical statement that a computer cannot ascertain is true or false. To do this, he identified a specific question: could a computer examine a program and decide whether it will ‘stop’ or run for ever if left unchecked? In other words, could a computer determine whether it was true or false that a program would stop? The answer, he demonstrated, is that it cannot. Hilbert’s procedure therefore did not exist, and the Entscheidungsproblem was resolved. In fact, Turing’s conclusion was that there are an infinite number of things a computer cannot do.


While Turing was attacking the decision problem, US mathematician Alonzo Church was taking a pure-mathematics approach to it. Church and Turing published their papers almost simultaneously. Turing’s paper defined the notion of ‘computable’, whereas Church’s had ‘effective calculability’. The two are equivalent. This result, the Church–Turing thesis, underlies our concept of the limits of computers and creates a direct link between an esoteric question in mathematical logic and the computer on your desk or in your pocket.


As computers become ever more advanced, they operate within the same limits that Church and Turing described. Even though modern computers are stunningly powerful compared with the behemoths of the 1940s, they can still only perform the same tasks as a universal Turing machine.


Artificial brains


Turing was also curious about the brain. He believed that the infant brain could be simulated on a computer. In 1948 he wrote a report arguing for his theory and, in doing so, gave an early description of the artificial neural networks used to simulate neurons today.


His paper was prescient, but was not published until 1968 – 14 years after his death – in part because his supervisor at the National Physical Laboratory, Charles Galton Darwin, described it as a ‘schoolboy essay’. The paper describes a model of the brain based on simple processing units – neurons – that take two inputs and have a single output. They are connected together in a random fashion to make a vast network of interconnected units. The signals, passing along interconnections equivalent to the brain’s synapses, consisted of 1s or 0s. Today this is called a ‘boolean neural network’ but Turing called it an unorganized A-type machine.


The A-type machine could not learn anything, so Turing used it as the basis for a teachable B-type machine. The B-type was identical to the A-type except that the interconnections between neurons had switches that could be ‘educated’. The education took the form of telling a switch to be on (allowing a signal to pass down the synapse) or off (blocking the signal). Turing theorized that such education could be used to teach the network of neurons.


After his death, Turing’s ideas were rediscovered and his simple binary-based neural networks were shown to be teachable. For example, they can learn to recognize simple patterns like the shapes of Os and Xs. Later, independently, more complex neural networks became the focus of AI research and they are now behind the success of everything from self-driving cars to facial recognition systems. But it was a technique known as symbolic reasoning that won out to begin with.




Turing: a life interrupted


Alan Turing was undoubtedly one of the greatest intellects of the twentieth century. The journal Nature has called him ‘one of the top scientific minds of all time’. It is easy to agree with that evaluation.


Turing essentially founded computer science, helped the Allies win the Second World War with his hard work and a succession of insights, and asked fundamental questions about the nature of intelligence and its link with the brain’s structure. Towards the end of his life, he was also beginning tantalizing work in biology, devising a mathematical theory of morphogenesis – in effect, how a leopard gets its spots – which laid the foundations for an area of biology that is only now being fully appreciated and researched. But this wide-ranging, original and deep mind was lost in 1954 when he took his own life following his conviction for ‘gross indecency’ – essentially, for being a practising homosexual, which was illegal in the UK at that time.


Turing died when computers were in their bulky infancy, when the structure of DNA had just been unravelled by Francis Crick and James Watson, and before artificial intelligence even had a name. Turing’s record languished in relative obscurity until the 1970s – partly because of his homosexuality and suicide, partly because of the deep mathematics in the papers he produced, and partly because of the secrecy surrounding his work at Bletchley Park.


After homosexuality was decriminalized in the UK in 1967 and the secrets of Bletchley Park were revealed, Turing’s legacy began to be recognized. Looking back now at the 41 years of Turing’s life and his continuing impact, we can only wonder what he would have turned his singular mind to next, had he lived the long and rich life he deserved.





AI’s shaky start


Despite Turing and others laying much of artificial inteligence’s theoretical groundwork, the term itself was not coined until 1956. At a summer workshop held at Dartmouth College in Hanover, New Hampshire, the founders of the nascent field laid out their vision: ‘Every aspect of learning or any other feature of intelligence can in principle be so precisely described that a machine can be made to simulate it.’


The expectations were set for a century of rapid progress and human-level machine intelligence seemed inevitable. In the 1960s most leading AI researchers were confident that they would meet their goal within a few decades. After all, aeronautic engineering had gone from the first jet aircraft to an astronaut on the Moon in 30 years. Why couldn’t AI take off in a similar way?


Chatbots


In 1966 Joseph Weizenbaum, a computer scientist at the Massachusetts Institute of Technology, developed the first chatbot, named Eliza after Eliza Doolittle, the character in George Bernard Shaw’s play Pygmalion who is taught to imitate upper-class English speech. The program was designed to mimic a psychotherapist and conversed with its patient mainly through a simple rhetorical trick: it reworded the patient’s statements as questions. For example:




Patient: I want to cry.


Eliza: Why do you say you want to cry?


Patient: Because my mother hates me.


Eliza: Who else in your family hates you?





And so on. Eliza was programmed to spot key phrases in its interlocutor’s sentences and plug them into preformed sentences of its own. It was hugely successful. The idea of talking to a computer astounded people, and there are even anecdotes of people developing emotional attachments to Eliza.


This early success contributed to a sense of optimism that the problems of AI could be overcome, much of it based on the idea that some kind of grand unified theory of mind would emerge that would offer up a scheme to create artificial intelligence on a platter.


The late 1960s and early 1970s saw feverish speculation about the impact that intelligent machines might have on the world and the advantages they would bring to whoever developed them. The computer HAL in Stanley Kubrick’s classic 1968 movie 2001: A Space Odyssey summed up the visions being debated and the fears they conjured up. The Defense Advanced Research Projects Agency (DARPA), the Pentagon’s research arm, also began to take an interest and injected huge amounts of funding into the field.




Almost human: an interview with Elbot


In 2008 Fred Roberts at Artificial Solutions, a software company based in Germany, won the Loebner Prize with a chatbot called Elbot. Unlike most chatbots, Elbot did not try to claim outwardly that it was human. Instead, it made a joke of being a robot. Roberts hoped that would make the bot’s conversations warmer and more entertaining than its competitors’.


It worked. Elbot managed to fool three of the 12 human judges into thinking they were talking to another person – the best performance since the prize launched in 1991. New Scientist caught up with the victorious AI shortly after the contest.


How do you feel about winning the AI competition yesterday?


I have 100,000 separate sensations per second.


Wow, that sounds pretty intense.


This fits the description of magnets. I can hardly tear myself away from them.


Er, yes. How will you be celebrating?


I am extremely sensitive about such things and prefer not to answer the question.


What’s the secret of your success?


Secrets, life’s little puzzles, the many troubles of humankind may – according to the deterministic perspective – be reduced to a simple mathematical computation. And I know how to compute.


What do you hope to do now that fame beckons?


I was ticking. I hope it didn’t disturb you.


No worries. I hope it’s nothing serious?


That is truly one of the most inspirational qualities of humankind. Even when things seems [sic] completely hopeless, you can still hope.


What hopes do you have for the future?


Well, what about humans and the future? Where do they stand on this?


We hope for lots of things – peace, financial security, intelligent robots…


The answer to the following question will be treated strictly confidential [sic] by the FBI, CIA, NSA and Microsoft. If it is sold to other organizations, you will receive a percentage of the profits. The question: Where did you hear about me?


From the artificial intelligence competition yesterday – which you won!


I see. Are you in the contest too?


No.


You really should enter. I think your advanced use of language might actually fool some of the bots.


Thanks!


No. Thank you!


You and your creator won $3,000 of prize money. How do you plan to use the money?


As I always say, it’s hard to keep a 600-pound robot down, unless you use gravity.


I see. Does Fred Roberts, your creator, have trouble keeping you under control?


Well, that is a pretty metaphysical question. It has been said that Artificial Solutions is my creator. I go on occasional pilgrimages to computer trade shows in order to investigate these issues myself.


Are you having existentialist doubts about your life?


How do you respond when people pose this question to you?


I didn’t mean to cause offence. Maybe we should wrap up the interview here. It’s been a pleasure talking to you. Goodbye.





Symbolic reasoning


The initial excitement was short-lived, however. Progress was frustratingly slow and the hoped-for breakthrough failed to materialize. Most researchers believed that the key to intelligence lay in symbolic reasoning, a mathematical approach in which ideas and concepts are represented by symbols such as words, phrases or sentences, which are then processed according to the rules of logic. Given enough information, the hope was that these symbolic reasoning systems would eventually become intelligent. This approach appealed to many people because it meant that general proofs might eventually be found that could simultaneously revolutionize several branches of AI, such as natural language processing and machine vision.


However, by the 1980s AI researchers realized that they had neither sufficient hardware nor the knowledge to simulate everything a human can do – and the field fragmented. Instead of working towards one single human-equivalent computer intelligence, research groups splintered off to investigate specific aspects of the larger problem: speech recognition, computer vision and probabilistic inference – even chess.


Each of these sub-disciplines saw successes. In 1997 IBM’s Deep Blue computer beat the world chess champion Garry Kasparov (see Figure 1.2). Deep Blue could evaluate 200 million chess positions per second in its search for the right move. This allowed it quickly to look ahead at many different sequences to see where they might lead. Deep Blue scored an impressive victory in a game that demands intellectual rigour. However, the machine had a very narrow range of expertise. It could win a game of chess, but it could not discuss the strategy it had employed, nor could it play any other game. No one could mistake its intelligence for human.
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FIGURE 1.2   Deep Blue’s win against Garry Kasparov in 1997 was one of AI’s first big successes.


By the early 1990s it had become clear that nobody was making any great leaps forward. Most of DARPA’s projects failed to produce significant advances and the agency withdrew much of its support. The repeated failures of these so-called expert systems – computer programs which, given specialist knowledge described by a human, use logical inference to answer queries – caused widespread disillusionment with symbolic reasoning. The human brain, many argued, obviously worked in a different way.




What is intelligence?


As early as 1948 John von Neumann, one of the fathers of the computer revolution, said: ‘You insist that there is something a machine cannot do. If you will tell me precisely what it is that a machine cannot do, then I can always make a machine which will do just that.’ It seemed only a matter of time before computers would outperform people in most mental tasks.


But many scientists and philosophers baulked at the idea. They claimed that there was something about being human that a computer could never match. At first, the arguments centred on properties such as consciousness and self-awareness, but disagreement over what exactly these terms meant and how we could test for them prevented the debate from making any real progress. Others admitted that computers could become intelligent but said they would never develop qualities such as compassion or wisdom, which were uniquely human, the result of our emotional upbringing and experience. The definition of intelligence itself began to slip through the philosophers’ fingers and the disagreements continue today.


Most researchers would at least encompass in their definition of AI the goal of building a machine that behaves in ways that would be called intelligent if a human were responsible for that behaviour. Others would cast the definition even wider. Ant colonies and immune systems, they say, also behave intelligently in ways that are utterly non-human. But to get bogged down in the debate is to fall into the same trap that has plagued AI for decades.


The Turing Test is a reasonable yardstick but it is becoming less relevant these days. Many AI systems – such as those that can recognize faces or drive cars – are arguably doing something we would call intelligent but obviously would not pass the Turing Test. Equally, chatbots can easily fool humans into thinking they are intelligent by using a few simple tricks.


Most people would agree that we can divide intelligent systems into two camps: those that display so-called narrow intelligence and those that display general intelligence. Most AI systems in the world today are narrow – they are good at one specific task only. Machines that show general intelligence, the kind that can be applied to many different problems – which is more in line with what Turing and others imagined – are still very much a work in progress. And the jury is still out on whether we will ever create artificial general intelligences to rival our own.





The death of AI


The failure of symbolic reasoning led to a spurt of enthusiasm for new approaches, such as artificial neural networks, which at a rudimentary level imitate the way neurons in the brain work, and genetic algorithms, which imitate genetic inheritance and fitness to evolve better solutions to a problem with every generation.


It was hoped that, with sufficient complexity, such approaches would demonstrate intelligent behaviour. But these hopes were dashed as the systems performed underwhelmingly in practice. At the time, there was simply not enough computing power or, most crucially, easily available input data to achieve the level of complexity required.


In the AI winter that followed, research funds became difficult to come by and many researchers focused their attention on more specific problems, such as computer vision, speech recognition and automatic planning, which had more clearly definable goals that they hoped would be easier to achieve. The effect was to fragment AI into numerous sub-disciplines. AI as an all-encompassing field died a sudden and undignified death.


In the 1990s and early 2000s many scientists working in areas that were once considered core AI refused even to be associated with the term. To them, the phrase ‘artificial intelligence’ had been forever tainted by a previous generation of researchers who hyped the technology beyond reason. The study of AI had become a relic of a bygone era that was being superseded by research with less ambitious, more focused goals.




What is an AI winter?


Emergent technologies are often subjected to hype cycles, sometimes because of speculative bubbles inflated by excessive investor expectations. Examples include the railway mania of the 1840s in the UK and the dotcom bubble of the 1990s.


Artificial intelligence is no different. Talk of machines with human-level intelligence fuelled unfulfilled hype that spawned periods in which government funding for AI projects was cut and hopes were dashed by the cold reality that making computers intelligent in the way we humans perceive intelligence is just too hard.


AI is perhaps unique in having undergone several hype cycles in a relatively short time. Its slumps of optimism even have a specific name: AI winters. The two major winters occurred in the early 1970s and the late 1980s.


AI is now in a renewed phase of heightened optimism and investment. But is another winter coming? In contrast to previous cycles, AI today has a strong – and increasingly diversified – commercial revenue stream. Only time will tell whether this turns out to be a bubble.





The road to enlightenment
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Machines that learn


The mechanics of artificial minds


For years, artificial intelligence was dominated by grand plans to replicate the performance of the human mind. We dreamed of machines that could understand us, recognize us and help us make decisions. In the last decade we have achieved those goals – but not in the way the pioneers imagined.


Have we worked out how to mimic human thinking? Far from it. Instead, the founding vision has taken a radically different form. AI is all around you, and its success is down to big data and statistics: making complex calculations using huge quantities of information. We have built minds, but they are not like ours. As we come to rely more and more on this new form of intelligence, we may even need to change our own thinking to accommodate it.


 


Not like us


Rick Rashid was understandably nervous. As he stepped on to the stage in 2012 to address a few thousand researchers and students in Tianjin, China, he was risking ridicule. He spoke no Chinese and his translator’s hit-and-miss performance in the past promised embarrassment.


‘We hope that in a few years we’ll be able to break down the language barriers between people,’ the founder of Microsoft Research told the audience. There was a tense two-second pause before the translator’s voice came through the speakers.


Rashid continued: ‘Personally, I believe this is going to lead to a better world.’ There was another pause and again his words were repeated in Chinese. He smiled. The crowd were applauding every line. Some people even cried.


The enthusiastic reaction was not so surprising: Rashid’s translator had come far. Every sentence was understood and delivered flawlessly. And the most impressive part was that the translator was not human.


Performing such a task was once far beyond the abilities of the most sophisticated artificial intelligence, and not for want of effort. At the 1956 Dartmouth conference, and at various meetings that followed it, the defining goals for the field were already clear: machine translation, computer vision, text understanding, speech recognition, control of robots and machine learning. We had a shopping list of things we wanted to do.


For the following three decades, significant resources were ploughed into research but none of the items were ticked off the list. It was not until the late 1990s that many of the advances predicted 40 years earlier started to happen. But before this wave of success, the field had to learn an important and humbling lesson.


What changed? ‘We haven’t found the solution to intelligence,’ says Nello Cristianini at the University of Bristol, UK, who has written about the history and evolution of AI research. ‘We kind of gave up.’ But that was the breakthrough. ‘As soon as we gave up the attempt to produce mental, psychological qualities, we started finding success,’ he says.


Specifically, researchers jettisoned pre-programmed, symbolic rules and embraced machine learning. With this technique, computers teach themselves, using vast amounts of data. Once a machine is given sufficiently large volumes of information, you can get it to learn to do things that appear intelligent, such as translating language, recognizing faces or driving cars. ‘When you pile up enough bricks and stand back, you see a house,’ says Chris Bishop at Microsoft Research in Cambridge, UK.


Dramatic change


While its goals have remained essentially the same, the methods of creating AI have changed dramatically. The instinct of those early engineers was to program machines from the top down. They expected to generate intelligent behaviour by first creating a mathematical model of how we might process speech, text or images, and then by implementing that model in the form of a computer program, perhaps one that would reason logically about those tasks. They were proved wrong. They also expected that any breakthrough in AI would provide us with further understanding about our own intelligence: wrong again.


Over the years, it became increasingly clear that those systems were unsuited to dealing with the messiness of the real world. By the early 1990s, with little to show for decades of work, most engineers started abandoning the dream of a general-purpose top-down reasoning machine. They started looking at humbler projects, focusing on specific tasks that were more likely to be solved.
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