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Preface


Modern physics is heady stuff. It seems that we can barely get through a week without being assaulted by the latest astounding physics story, its headlines splashed gaudily across the covers of popular science magazines and, occasionally, newspapers. The public’s appetite for these stories is seemingly insatiable, and there’s no escaping them. They are the subjects of innumerable radio and television news reports and documentaries, the latter often delivered with breathless exuberance and lots of arm-waving, from unconnected but always exotic locations, against a background of overly dramatic music.*


We might agree that these stories are all very interesting and entertaining. But are they true?


What evidence do we have for super-symmetric ‘squarks’, or superstrings vibrating in a multidimensional spacetime? How can we tell that we live in a multiverse? Is it really the case that the fundamental constituent at the heart of all matter and radiation is just ‘information’? How can we tell that the universe is a hologram projected from information encoded on its boundary? What are we really supposed to make of the intricate network of apparent cosmic coincidences in the laws of physics?


Now, modern science has discovered that the reality of our physical existence is bizarre in many ways, but this is bizarreness for which there is an accumulated body of accepted scientific evidence. There is as yet no observational or experimental evidence for many of the concepts of contemporary theoretical physics, such as super-symmetric particles, superstrings, the multiverse, the universe as information, the holographic principle or the anthropic cosmological principle. For some of the wilder speculations of the theorists there can by definition never be any such evidence.


This stuff is not only not true, it is not even science. I call it ‘fairytale physics’.* It is arguably borderline confidence-trickery.


Matters came to a head for me personally one evening in January 2011. That evening the BBC broadcast an edition of its flagship Horizon science series, entitled ‘What is Reality?’. This began quite reasonably, with segments on the discovery of the top quark at Fermilab and some of the more puzzling conclusions of quantum theory. But beyond this opening the programme went downhill. It became a showcase for fairy-tale physics.


There was no acknowledgement that this was physics that had long ago lost its grip on anything we might regard as descriptive or explicative of the real world we experience. Horizon has an impressive reputation, and I became deeply worried that many viewers might be accepting what they were being told at face value. Conscious that I was now shouting rather pointlessly at my television, I decided that it was time to make a stand.


But, you might ask, what’s the big deal? Why get so worked up? After all, consumers of popular science may simply wish to be entertained. They may wish to have their already boggled minds further boggled by the latest ‘scientific’ thinking, through a rapid succession of ‘Oh wow!’ revelations. Blimey! Parallel universes!


To take this view is, I believe, greatly to underestimate the people who consume popular science. It also shows an astonishing lack of respect. I suspect that many people might actually like to know what is accepted science fact and what is science fantasy. Only the hard facts can illuminate the situation sufficiently to make it possible to judge the nature of the trick, and to decide if it involves a betrayal of confidence, or even a betrayal of the truth.


Put it this way. If we were to regard fairy-tale physics as a lively branch of contemporary philosophy rather than science, do you think it would continue to receive the same level of attention from funding agencies, universities, popular science publishers, the producers of radio and television programmes and the wider public? No?


This is the big deal.


In writing this book, I’ve tried to hold on to several ambitions. I wanted to describe what modern physics has to say about the nature of our physical reality, based as far as possible on the accepted body of observationally or experimentally grounded scientific fact.


But we have to accept that even in this ‘official’ or ‘authorized’ version of reality there are many grey areas, where we run out of hard facts and have to deal with half-truths, guesses, maybes and a little imaginative speculation. This description is the nearest we can get to reality given the current gaps in our knowledge.


I also wanted to convince you that whilst the knowledge in this authorized version goes very deep, it does seem that we have paid a high price for it. We now know much more about the physical world than we have done at any other time in history. But I believe that we comprehend and understand much less.


We were obliged to abandon Isaac Newton’s clockwork universe quite some time ago, but there was an inherent comprehensibility about this description that we found familiar and maybe even comforting (unless you happened to be a philosopher). The world according to quantum theory remains distinctly unfamiliar and uncomfortable. ‘Nobody understands quantum mechanics,’ declared the charismatic American physicist and Nobel laureate Richard Feynman, with some justification.* And today, more than a hundred years after it was first discovered, the theory remains completely inscrutable.


Some modern theoretical physicists have sought to compensate for this loss of understanding. Others have tried to paper over the cracks in theories that are clearly not up to the task. Or they have pushed, with vaulting ambition, for a final ‘theory of everything’. These physicists have been led – unwittingly or otherwise – to myth creation and fairy tales.


I want to be fair to them. These physicists have been wrestling with problems for which there are as yet no observational or experimental clues to help guide them towards solutions. They are problem-rich, but data-poor. Rather than simply pleading ignorance or focusing their efforts on more tractable problems, they have chosen instead to abandon the obligation to refer their theories to our experience of the real world. They have chosen to abandon the scientific method.


In doing this, some theorists have railed against the constraints imposed by a scientific methodology that, they argue, has outlived its usefulness. They have declared that the time has come to embrace a new methodology for a ‘post-empirical science’.


Or, if you prefer, they have given up.


With no observational or experimental data to ground their theories in reality, these theorists have been guided instead by their mathematics and their aesthetic sensibilities. Not surprisingly, ever more outrageous theoretical speculations freed from the need to relate to things happening in the world that we experience have transported us to the far wild shores of the utterly incredible and downright ridiculous.


This is not a wholly new phenomenon. Speculative theorising has always played an important role in scientific development, and in this book we will take a look at some examples from history. However, under the stark, unyielding gaze of the scientific method, in the light of new observational or experimental data such speculations have either become absorbed into mainstream science or they have fallen by the wayside and been rigorously forgotten.


But contemporary theoretical physics seems to have crossed an important threshold in at least two senses. Speculative theorizing of a kind that cannot be tested, that cannot be verified or falsified, a kind that is not subject to the mercilessness of the scientific method, is now almost common currency. The discipline has retreated into its own small, self-referential world. Its product is traded by its advocates as mainstream science within the scientific community, and peddled (or even missold) as such to the wider public.


Secondly, the unprecedented appetite for popular science and its attraction as an income stream have proved hard for the more articulate and eloquent of these advocates to resist. The result is that virtually every other popular book published on aspects of modern physics is chock-full of fairy stories. It is pseudo-science masquerading as science.


This will prove to be a controversial book. I’m not hopelessly naïve – I don’t expect it to change current thinking or current practices. But I am hopeful that it will provoke some debate and, at the very least, provide a timely and much-needed antidote.*


In August 2011, I joined popular science writer Michael Brooks in a discussion about science at the Edinburgh International Book Festival. Brooks encouraged the assembled audience to imagine who members of the general public would name if asked to identify three scientists. He went on to suggest Albert Einstein, Stephen Hawking and Brian Cox.** The last is a former pop star turned high-energy physicist and television science presenter who has rapidly established himself as an important UK media personality. Interestingly, all are (or were) physicists.


The contrasting approaches of Einstein and Hawking are particularly relevant to the aims of this book. Hawking is a rather indulgent fairytale physicist, recently declaring that a form of untried and untested (and possibly untestable) superstring theory is the unified theory that Einstein spent the latter part of his life searching for.


Einstein, in contrast, was a theoretical physicist of the old school. His many pronouncements on the aims of science and the methods that scientists use are broadly consistent with common conception among both the majority of scientists and the wider public. On the basis of these pronouncements I suspect he would have been quite shocked by the state of contemporary theoretical physics. I had initially thought to title this book What Would Einstein Say? but have settled for trying to convey his likely sense of outrage by identifying for each chapter relevant quotations from his extraordinary lexicon.


I am no longer a professional scientist, and some might argue that this means I am no longer qualified to hold an opinion on this subject. Obviously, I don’t agree. I believe I have studied it long and hard enough to allow me not only to form and hold an opinion but also to express it as best I can.


But make no mistake, what you have in this book is an opinion that is very personal. Consequently, when I acknowledge a debt of gratitude to Professors Steve Blundell at Oxford University, Helge Kragh at Aarhus University in Denmark and Peter Woit at Columbia University in New York, who read and commented on the draft manuscript, I want to be absolutely clear that this acknowledgement should not suggest that they accept all my arguments. Of course, I take full responsibility for any errors or misconceptions that remain.


Jim Baggott
July 2012





 


*And, to my mind at least, produced for an audience of 12 year olds suffering from attention deficit disorder. Or maybe I’m just getting too old and cranky? Answers on a postcard please …


*With acknowledgements to Piers Bizony.


*This quote appears in Richard Feynman, The Character of Physical Law, (MIT Press, Cambridge, MA, 1965), p. 129.


*And yes, I’m also interested in the income-stream.


**My daughter, shortly to start her second year as a university drama student, was sitting dutifully in the audience. She thought about Brooks’ question and challenged herself to name three scientists. Before Brooks could continue, she had identified Einstein, Hawking and Cox.
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The Supreme Task


Reality, Truth and the Scientific Method


The supreme task of the physicist is to arrive at those universal elementary laws from which the cosmos can be built up by pure deduction. There is no logical path to these laws; only intuition, resting on sympathetic understanding of experience, can reach them.


Albert Einstein1


Now I want to be absolutely clear and unequivocal upfront. I trained as a scientist, and although I no longer practise, I continue to believe – deeply and sincerely – that only science, correctly applied, can provide a sure path to true knowledge of the real world. If you want to know what the world is made of, where it came from, how it works and how it came to be as it is today, then my recommendation is to look to science for the answers.


I hope I speak with conviction, but be assured that I am not a zealot. I will happily admit that the practice of science is not always black and white. We are forced to admit shades of grey. It is a lot looser and more ambiguous than many practitioners are themselves often willing to admit. Much of the looseness and ambiguity arises because science is after all a human endeavour, and human beings are complicated and unpredictable things.


But it would be a mistake to think that the humanity of scientists is responsible for all the vagueness, that everything would be crystal clear if only a few flaky individuals would stick to the rules. When we look closely, we discover that what passes for the ‘rules’ of scientific endeavour are themselves rather vague and open to interpretation. This, I will argue, is how fairy-tale physics manages to thrive.


Our problems begin as soon as we try to unpack the sentences that I used to open this introductory chapter. Reality is at heart a metaphysical concept – it is, quite simply, ‘beyond physics’ and therefore beyond science. And just what, exactly, is this thing we call ‘science’? For that matter, how should we define ‘truth’?


That’s a lot of difficult questions. And, it seems, if I’m going to accuse a bunch of theoretical physicists of abandoning the scientific method and so betraying the search for scientific truth about the nature of physical reality, then I’ll need properly to ground this assertion in some definitions. It’s better to try to clear all this up before we really get going.


There’s quite a lot at stake here, so I’ve summarized my main conclusions about reality, science and truth in a series of six ‘principles’, handily picked out in italics with a grey background so that you can easily refer back to them if needed. Collectively, these principles define what it is that we apply science to, what science is and how we think we know when it is ‘true’.


Of course, many physicists and philosophers of science will disagree with these principles, with varying degrees of vehemence. This, I think, is rather the point. What’s important is how they seem to you.


In Part I, my mission will be to tell the story of the authorized version of reality in the context of these statements, showing how science has been applied to generate this contemporary version of the truth. This section concludes with a chapter summarizing most (but not all) of the problems with this authorized version and gives the reasons why we know it can’t be the whole truth.


In Part II, I will attempt to explain how contemporary theoretical physics seeks to address these problems. It is here that fairy-tale physics sneaks in through unavoidable loopholes in our interpretation of one or more of the principles, but fails to satisfy all of them taken together. It is on this basis that I will seek to reject fairy-tale physics as metaphysics.


Let’s start with reality.


Real is simply electrical signals interpreted by your brain


‘What is real?’ asked the character Morpheus in the 1999 Hollywood blockbuster movie The Matrix. ‘How do you define real? If you’re talking about what you can feel, what you can smell, what you can taste and see, then real is simply electrical signals interpreted by your brain.’2


These days we tend not to look for profundity in a Hollywood movie,* but it’s worth pausing for a moment to reflect on this observation. I want to persuade you that reality is like liquid mercury: no matter how hard you try, you can never nail it down. I propose to explain why this is by reference to three ‘everyday’ things: a red rose, a bat and a dark cave.


So, imagine a red rose, lying on an expanse of pure white silk. We might regard the rose as a thing of beauty, its redness stark against the silk sheen of brilliant nothingness. What, then, creates this vision, this evocative image, this tantalizing reality? More specifically, what in reality creates this wonderful experience of the colour red?


That’s easy. We google ‘red rose pigment’ and discover that roses are red because their petals contain a subtle mixture of chemicals called anthocyanins, their colour enhanced if grown in soil of modest acidity. So, anthocyanins in the rose petals interact with sunlight, absorbing certain wavelengths of the light and reflecting predominantly red light into our eyes. We look at the petals and we see red. This all seems quite straightforward.


But hang on. What, precisely, is ‘red light’? Our instinct might be to give a scientific answer. Red light is electromagnetic radiation with wavelengths between about 620 and 750 billionths of a metre. It sits at the long-wavelength end of the visible spectrum, sandwiched between invisible infrared and orange.


But light is, well, light. It consists of tiny particles of energy which we call photons. And no matter how hard we look, we will not find an inherent property of ‘redness’ in photons with this range of wavelengths. Aside from differences in wavelength, there is nothing in the physical properties of photons to distinguish red from green or any other colour.


We can keep going. We can trace the chemical and physical changes that result from the interactions of photons with cone cells in your retina all the way to the stimulation of your visual cortex at the back of your brain. Look all you like, but you will not find the experience of the colour red in any of this chemistry and physics. It is obviously only when you synthesize the information being processed by your visual cortex in your conscious mind that you experience the sensation of a beautiful red rose. And this is the point that Morpheus was making.


We could invent some equivalent scenarios for all of our other human senses – taste, smell, touch and hearing. But we would come to much the same conclusion. What you take to be your reality is just electrical signals interpreted by your brain.


What is it like to be a bat?


Now, you might be ready to dismiss all this as just so much juvenile philosophizing. Of course we’re all reliant on the way our minds process the information delivered to us by our senses. But does it make any sense at all for the human mind to have evolved processes that represent reality differently from how it really is? Surely what we experience and the way we experience it must correspond to whatever it is that’s ‘out there’ in reality? Otherwise how could we survive?


To answer these questions, it helps to imagine what it might be like to be a bat.


What does the world look like – what passes for reality – from a bat’s point of view? We know that bats compensate for their poor night vision by using sophisticated sonar, or echolocation. Bats emit high-frequency sounds, most of them way above the threshold of human perception. These sound waves bounce off objects around them, forming echoes which they then detect.


Human beings do not use echolocation to gather information about the world. We cannot possibly imagine what it’s like for a bat to be a bat because we lack the bat’s sensory apparatus, in much the same way that we cannot begin to describe colours to someone who has been blind from birth.


But the bat is a highly evolved mammal, successful in its own ecological niche. Just because I can’t understand what reality might be like for a bat doesn’t mean that the bat’s perceptions and experiences of that reality are any less legitimate than mine.


What this suggests is that evolutionary selection pressures lead to the development of a sensory apparatus that delivers a finely tuned representation of reality. All that matters is that this is a representation that lends a creature survival advantages. There is no evolutionary selection pressure to develop a mind to represent reality as it really is.


Plato’s allegory of the cave


So, what do we perceive if not reality as it really is? In The Republic, the ancient Greek philosopher Plato used an allegory to describe the situation we find ourselves in. This is his famous allegory of the cave.


Imagine you are a prisoner in a dark cave. You have been a prisoner all your life, shackled to a wall. You have never experienced the world outside the cave. You have never seen sunlight. In fact, you have no knowledge of a world outside your immediate environment and are not even aware that you are a prisoner, or that you are being held in a cave.


It is dark in the cave, but you can nevertheless see men and women passing along the wall in front of you, carrying all sorts of vessels, and statues and figures of animals. Some are talking. As far as you are concerned, the cave and the men and women you can see constitute your reality. This is all you have ever known.


Unknown to you, however, there is a fire constantly burning at the back of the cave, filling it with a dim light. The men and women you can see against the wall are in fact merely shadows cast by real people passing in front of the fire. The world you perceive is a world of crude appearances of objects which you have mistaken for the objects themselves.


Plato’s allegory was intended to show that whilst our reality is derived from ‘things-in-themselves’ – the real people that walk in front of the fire – we can only ever perceive ‘things-as-they-appear’ – the shadows they cast on the cave wall. We can never perceive reality for what it is; we can only ever perceive the shadows. ‘Esse est percipi’, declared the eighteenth-century Irish philosopher George Berkeley: essence is perception, or to be is to be perceived.


These kinds of arguments appear to link our ability to gain knowledge of our external reality firmly with the workings of the human mind. A disconnect arises because of the apparent unbridgeable distance between the physical world of things and the ways in which our perception of this shapes our mental world of thoughts, images and ideas. This disconnect may arise because we lack a rigorous understanding of how the mind works. But knowing how the mind works wouldn’t change the simple fact that thoughts are very different from things.


Veiled reality


It doesn’t end here. Another disconnect, of a very different kind but no less profound, is that between the quantum world of atomic and subatomic dimensions and the classical world of everyday experience. What we will discover is that our anxiety over the relationship between reality and perception is extended to that between reality and measurement.


Irrespective of what thoughts we think and how we think them, we find that we can no longer assume that what we measure necessarily reflects reality as it really is. We discover that there is also a difference between ‘things-in-themselves’ and ‘things-as-they-are-measured’.


The contemporary physicist and philosopher Bernard d’Espagnat called it ‘veiled reality’, and commented that:


… we must conclude that physical realism is an ‘ideal’ from which we remain distant. Indeed, a comparison with conditions that ruled in the past suggests that we are a great deal more distant from it than our predecessors thought they were a century ago.3


At this point the pragmatists among us shrug their shoulders and declare: ‘So what?’ I can never be sure that the world as I perceive or measure it is really how the world is ‘in reality’, but this doesn’t stop me from making observations, doing experiments and forming theories about it. I can still establish facts about the shadows – the projections of reality into our world of perception and measurement – and I can compare these with similar facts derived by others. If these facts agree, then surely we have learned something about the nature of the reality that lies beneath the shadows. We can still determine that if we do this, then that will happen.


Just because I can’t perceive or measure reality as it really is doesn’t mean that reality has ceased to exist. As American science-fiction writer Philip K. Dick once observed: ‘Reality is that which, when you stop believing in it, doesn’t go away.’4


And this is indeed the bargain we make. Although we don’t always openly acknowledge it upfront, ‘reality-in-itself’ is a metaphysical concept. The reality that we attempt to study is inherently an empirical reality deduced from our studies of the shadows. It is the reality of observation, measurement and perception, of things-as-they-appear and of things-as-they-are-measured. As German physicist Werner Heisenberg once claimed: ‘… we have to remember that what we observe is not nature in itself but nature exposed to our method of questioning’.5


But this isn’t enough, is it? We may have undermined our own confidence that there is anything we can ever know about reality-in-itself, but we must still have some rules. Whatever reality-in-itself is really like, we know that it must exist. What’s more, it must surely exist independently of perception or measurement. We expect that the shadows would continue to be cast whether or not there were any prisoners in the cave to observe them.


We might also agree that, whatever reality is, it does seem to be rational and predictable, within recognized limits. Reality appears to be logically consistent. The shadows that we perceive and measure are not completely independent of the things-in-themselves that cause them. Even though we can never have knowledge of the things-in-themselves, we can assume that the properties and behaviour of the shadows they cast are somehow determined by the things that cast them.


That feels better. It’s good to establish a few rules. But don’t look too closely. If you want some assurance that there are good, solid scientific reasons for believing in the existence of an independent reality, a reality that is logical and structured, for which our cause-and-effect assumptions are valid, then you’re likely to be disappointed. To repeat one last time, reality is a metaphysical concept – it lies beyond the grasp of science. When we adopt specific beliefs about reality, what we are actually doing is adopting a specific philosophical position.


If we accept the rules as outlined above, then we’re declaring ourselves as scientific realists. We’re in good company. Einstein was a realist, and when asked to justify this position he replied: ‘I have no better expression than the term “religious” for this trust in the rational character of reality and in its being accessible, to some extent, to human reason.’6


Now, it’s one thing to be confident about the existence of an independent reality, but it’s quite another to be confident about the existence of overtly theoretical entities that we might want to believe to exist in some shape or form within this reality. When we invoke entities that we can’t directly perceive, such as photons or electrons, we learn to appreciate that we can’t know anything of these entities as things-in-themselves. We may nevertheless choose to assume that they exist. I can find no better argument for such ‘entity realism’ than a famous quote from philosopher Ian Hacking’s book Representing and Intervening. In an early passage in this book, Hacking explains the details of a series of experiments designed to discover if it is possible to reveal the fractional electric charges characteristic of ‘free’ quarks.* The experiments involved studying the flow of electric charge across the surface of balls of superconducting niobium:


Now how does one alter the charge on the niobium ball? ‘Well, at that stage,’ said my friend, ‘we spray it with positrons to increase the charge or with electrons to decrease the charge.’ From that day forth I’ve been a scientific realist. So far as I’m concerned, if you can spray them then they are real.7


This brings us to our first principle.




The Reality Principle. Reality is a metaphysical concept, and as such it is beyond the reach of science. Reality consists of things-in-themselves of which we can never hope to gain knowledge. Instead, we have to content ourselves with knowledge of empirical reality, of things-as-they-appear or things-as-they-are-measured. Nevertheless, scientific realists assume that reality (and its entities) exists objectively and independently of perception or measurement. They believe that reality is rational, predictable and accessible to human reason.





Having established what we can and can’t know about reality, it’s time to turn our attention properly to science.



The scientific method


In 2009, Britain’s Science Council announced that after a year of deliberations, it had come up with a definition of science, perhaps the first such definition ever published: ‘Science is the pursuit of knowledge and understanding of the natural and social world following a systematic methodology based on evidence.’8


Given that any simple definition of science is likely to leave much more unsaid than it actually says, I don’t think this is a bad attempt. It all seems perfectly reasonable. There’s just the small matter of the ‘systematic methodology’, the cold, hard, inhuman, unemotional logic engine that is supposed to lie at the very heart of science. A logic that we might associate with Star Trek’s Spock.


The ‘scientific method’ has at least three components. The first concerns the processes or methodologies that scientists use to establish the hard facts about empirical reality. The second concerns methods that scientists use to create abstract theories to accommodate and explain these facts and make testable predictions. The third concerns the methods by which those theories are tested and accepted as true or rejected as false. Let’s take a look at each of these in turn.


Getting at the facts


The first component seems reasonably straightforward and should not detain us unduly. Scientists pride themselves on their detachment and rigour. They are constantly on the lookout for false positives, systematic errors, sample contamination, anything that might mislead them into reporting empirical facts about the world that are later shown to be wrong.


But scientists are human. They are often selective with their data, choosing to ignore inconvenient facts that don’t fit, through the application of a range of approaches that, depending on the circumstances, we might forgive as good judgement or condemn as downright fraud. They make mistakes. Sometimes, driven by greed or venal ambition, they might cheat or lie.


There is no equivalent of a Hippocratic oath for scientists, no verbal or written covenant to commit them to a system of ethics and work solely for the benefit of humankind. Nevertheless, ethical behaviour is deeply woven into the fabric of the scientist’s culture. And the emphasis on repetition, verification and critical analysis of scientific data means that any mistakes or wrongdoing will be quickly found out.


Here’s a relevant example from contemporary high-energy physics. The search for the Higgs boson at CERN’s Large Hadron Collider has involved the detection and analysis of the debris from trillions upon trillions of protons colliding with each other at energies of seven and, most recently, eight trillion electron volts.* If the Higgs boson exists, then one of the many ways in which it can decay involves the production of two high-energy photons, a process written as H → γγ, where H represents the Higgs boson and the Greek symbol γ (gamma) represents a photon.


About three thousand physicists have been involved in each of two detector collaborations searching for the Higgs, called ATLAS and CMS.** One of their tasks is to sift through the data and identify instances where the proton–proton collisions have resulted in the production of two high-energy photons. They narrow down the search by looking for photons emitted in specific directions with specific energies. Even so, finding the photons can’t be taken as evidence that they come from a Higgs boson, as theory predicts that there are many other ways in which such photons can be produced.


The physicists therefore have to use theory to calculate the ‘background’ events that contribute to the signal coming from the two photons. If this can be done reliably, and if any systematic errors in the detectors themselves can be estimated or eliminated, then any significant excess events can be taken as evidence for the Higgs.


On 21 April 2011, an internal discussion note from within the ATLAS collaboration was leaked to a high-energy physics blogger. The note suggested that clear evidence for a Higgs boson had been found in the H → γγ decay channel, with a signal thirty times greater than predicted.


If this was true, it was fantastic, if puzzling, news. But it wasn’t true. The purpose of internal discussion notes such as this is to allow the exchange of data and analysis within the collaboration before a collective, considered view is made public. It was unfortunate that the note had been leaked. Within just a few weeks, ATLAS released an official update based on the analysis of twice as much collision data as the original note, work that no doubt demanded many more sleepless nights for those involved. There was no excess of events. No Higgs boson – yet.*


As ATLAS physicist Jon Butterworth subsequently explained:


Retaining a detached scientific approach is sometimes difficult. And if we can’t always keep clear heads ourselves, it’s not surprising people outside get excited too. This is why we have internal scrutiny, separate teams working on the same analysis, external peer review, repeat experiments, and so on.9


This was a rare example in which the public got to see the way science self-regulates, how it uses checks and balances in an attempt to ensure that it gets its facts right. Scientists don’t really like us looking over their shoulders in this way, as they fear that if we really knew what went on, this would somehow undermine their credibility and authority.


I take a different view. The knowledge that science can be profoundly messy on occasion simply makes it more human and accessible; more Kirk than Spock. Knowing what can go wrong helps us to appreciate that when it does go seriously wrong, this is usually an exception, rather than the rule.


No facts without theory


The process of building a body of accepted scientific facts is often fraught with difficulty, and rarely runs smoothly. We might be tempted to think that once we have built it, this body of evidence forms a clear, neutral, unambiguous substrate on which scientific theories can be contrived. Surely the facts form a ‘blank sheet of paper’, on which the theorists can exercise their creativity?


But this is not the case. It is in fact impossible to make an observation or perform an experiment without the context of a supporting theory in some shape or form. French physicist and philosopher Pierre Duhem once suggested that we go into a laboratory and ask a scientist performing some basic experiments on electrical conductivity to explain what he is doing:


Is he going to answer: ‘I am studying the oscillations of the piece of iron carrying this mirror?’ No, he will tell you that he is measuring the electrical resistance of a coil. If you are astonished, and ask him what meaning these words have, and what relation they have to the phenomena he has perceived and which you at the same time perceived, he will reply that your question would require some long explanations, and he will recommend that you take a course in electricity.10


Facts are never theory-neutral; they are never free of contamination from some theory or other. As we construct layer upon layer of theoretical understanding of phenomena, the concepts of our theories become absorbed into the language we use to describe the phenomena themselves. Facts and theory become hopelessly entangled.


If you doubt this, just look back over the previous paragraphs concerning the search for the Higgs boson at CERN.


This brings us to our second principle.




The Fact Principle. Our knowledge and understanding of empirical reality are founded on verified scientific facts derived from careful observation and experiment. But the facts themselves are not theory-neutral. Observation and experiment are simply not possible without reference to a supporting theory of some kind.





So how do scientists turn this hard-won body of evidence into a scientific theory?



Theory from facts: anything goes?


The naïve answer is to say that theories are derived through a process of induction. Scientists use the data to evolve a system of generalizations, built on abstract concepts. The generalizations may be elevated to the status of natural patterns or ‘laws’. The laws in turn are explained as the logical and inevitable result of the properties and behaviour of a system of theoretical concepts and theoretical entities.


A suitable example appears to be provided by the German mathematician and astronomer Johannes Kepler, who deduced his three laws of planetary motion after years spent mulling over astronomical data collected by the eccentric Dane Tycho Brahe, at Benatky Castle and Observatory near Prague.


Brahe’s painstaking observations of the motion of the planet Mars suggested a circular orbit around the sun, to within an accuracy of about eight minutes of arc. But this was not good enough for Kepler:


… if I had believed that we could ignore these eight minutes, I would have patched up my hypothesis accordingly. But since it was not permissible to ignore them, those eight minutes point the road to a complete reformulation of astronomy.11


Brahe’s observations were just too good.


In his book Astronomia Nova (New Astronomy), published in 1609, Kepler used Brahe’s data to argue that the planets move not in circular orbits around the sun, but in elliptical orbits with the sun at one focus. For this scheme to work, he had to assume that the earth behaves like just any other planet, also moving around the sun in an orbit described by an ellipse.*


This means that a planet moves closer to the sun for some parts of its orbit and further away for other parts. Kepler also noted a balance between the distance of the planet from the sun and the speed of its motion in the orbit. A planet moves faster around that part of its orbit that takes it closest to the sun, and more slowly in that part of its orbit that is more distant. An imaginary line drawn from the sun to the planet will sweep out an area as the planet moves in its orbit. Kepler deduced that the balance between speed and proximity to the sun means that no matter where the planet is in its orbit, such an imaginary line will sweep out equal areas in equal times.


In 1618, Kepler added a third law. The cube of the mean radius of the orbit divided by the square of the period (the time taken for a planet to complete one trip around the sun) is approximately constant for all the planets in the solar system.


Kepler had used Brahe’s facts to develop a set of empirical laws based on the abstract concept of an elliptical orbit. In 1687, Isaac Newton deepened our understanding by devising a theory that explained the origins of Kepler’s elliptical orbits in terms of other abstract concepts – the forces acting between bodies – in three laws of motion and a law of universal gravitation.


So, this seems all very straightforward. Kepler induced his three laws from Brahe’s extensive set of accurate astronomical data. Newton then ‘stood on the shoulders of giants’, using Kepler’s conclusions, among many others, to derive his own laws, thus driving science inexorably in the direction of ultimate truth. Right?


Wrong. Whenever historians examine the details of scientific discoveries, they inevitably find only confusion and muddle, vagueness and error, good fortune often pointing the way to the right answers for the wrong reasons. Occasionally they find true genius. Theorizing involves a deeply human act of creativity. And this, like humour, doesn’t fare well under any kind of rational analysis.


Kepler himself was a mystic. He was pursuing a theory of the solar system in which the sun-centred orbits of the six planets then known were determined by a sequence of Platonic solids, set one inside the other like a Russian matryoshka doll. In arriving at his three laws, he assumed that the planets were held in their orbits by magnetic-like emanations from the sun, which dragged them around like spokes in a wheel. He inverted the roles of gravity and inertia. He made numerous basic arithmetic errors which happened to cancel out.


He stumbled on the mathematical formula that describes the planetary orbits but did not realize that this represented the equation for an ellipse. In frustration, he rejected this formula and, growing increasingly convinced that the orbit must be an ellipse instead, tried that, only to discover that it was the same formula that he’d just abandoned. ‘Ah, what a foolish bird I have been,’ he wrote.12


Not to worry. Newton figured it all out 69 years later, clearing the confusion, sorting the muddle, clarifying the vagueness and eradicating the errors. Except that he didn’t. Although there can be no doubting that Newton’s mechanics represented a tremendous advance, in truth he had simply replaced one mystery with another.


Kepler’s elliptical orbits were no longer a puzzle. They could be explained in terms of the balance between gravitational attraction and the speed with which a planet moves in its orbit. We were left instead to puzzle over the origin of Newton’s force of gravity, which appeared to act instantaneously, at a distance, and with no intervening medium to carry it. Newton himself lamented:


That gravity should be innate, inherent, and essential to matter, so that one body may act upon another, at a distance through a vacuum, without the mediation of anything else, by and through which their action and force may be conveyed from one to another, is to me so great an absurdity, that I believe no man who has in philosophical matters a competent faculty of thinking, can ever fall into it.13


He was accused of introducing ‘occult elements’ into his mechanics. This mystery would not be resolved for another two hundred years, when Einstein replaced Newton’s gravity with the interplay between matter and curved spacetime.


What this excursion into the history of science tells us is that while there can be no doubt at all that Kepler and Newton developed theories and made discoveries that represented real advances in our knowledge of empirical reality, the methods by which these advances were made do not lend themselves to a simple, convenient rationalization. It seems odd that we can’t devise a ‘scientific’ theory about how science is actually supposed to work, a universal scientific method applicable to all science for all time. But it’s a fact.


As Einstein himself admitted: ‘There is no logical path to these laws; only intuition, resting on sympathetic understanding of experience, can reach them.’


Now intuition is all about the acquisition of knowledge without inference or the use of logical reasoning. Often jammed in the door of intuition we find the foot of speculation. If it is the case that in the act of scientific creativity ‘anything goes’, then the door is wedged firmly open for all manner of speculative theorising.*


The importance of the abstract


When a theory is constructed, it will contain concepts that are more or less familiar, often depending on the degree of speculation involved. One important point to note is that the concepts that form the principal base ingredients of any scientific theory are utterly abstract.


For example, in the standard model of particle physics we find elementary particles such as electrons and quarks. These are already rather abstract conceptual entities, but they are not the ones I’m referring to here. Underpinning the theory on which the standard model is based is the abstract mathematical concept of the point particle. This is an idealization, an assumption that for mathematical convenience particles like electrons and quarks can be represented as though they have no spatial extension, with all their mass concentrated to an infinitesimally small point.


Now when the theory is used to make predictions on distance scales much larger than the particles themselves, the assumption of point particles is not likely to cause much of a problem. But as we probe ever smaller distance scales, we can expect to run into trouble. String theory was developed, in part, as a way of avoiding problems with point particles. In this case, the abstract mathematical concept of a zero-dimensional point particle is replaced by another abstract mathematical concept of a one-dimensional string (and, subsequently, many-dimensional ‘branes’).


These mathematical abstractions form a kind of ‘toolkit’ that theorists use to construct their theories. It is a toolkit of points, limits, asymptotes, infinities, infinitesimals, and much more.* There is little or nothing we can do about this abstraction, but we must not forget it is there. It will have some very important implications for scientific methodology.




The Theory Principle. Although physical theories are constructed to describe empirical facts about reality, they are nevertheless founded on abstract mathematical (we could even say metaphysical) concepts. The process of abstraction from facts to theories is highly complex, intuitive and not subject to simple, universal rules applicable to all science for all time. In the act of scientific creation, any approach is in principle valid provided it yields a theory that works.





The Theory Principle begs some obvious questions. Specifically, given the complex and intuitive nature of scientific creation, how are we supposed to know if a theory ‘works’?


Putting theories to the test


This, at least, appears to have a straightforward answer. We know a theory works because we can test it. Now this may be a test against preexisting facts – observations or experimental data – that are necessarily different from the facts from which the theory was sprung. Or it may involve a whole new set of observations or a new series of experiments specifically designed for the purpose.


There are plenty of examples from history. Einstein’s general theory of relativity correctly predicted observations of the advance in the perihelion (the point of closest approach to the sun) of the planet Mercury – a pre-existing fact that couldn’t be explained using Newton’s theory of universal gravitation. The general theory of relativity also predicted that the path of light from distant stars should be bent in the vicinity of sun, a prediction borne out by observations during a solar eclipse in May 1919, recorded by an expedition led by British astrophysicist Arthur Eddington.*


It is when we try to push beyond the test itself in search of a more specific criterion for scientific methodology that we start to run into more problems. In the 1920s, a group of philosophers that came to be known as the Vienna Circle sought to give verification pride of place. For a theory to be scientific, they argued, it needs to be verifiable by reference to the hard facts of empirical reality. This sounds reasonable, until we realize that this leaves us with no certainty. As British philosopher Bertrand Russell put it:


But the real question is: Do any number of cases of a law being fulfilled in the past afford evidence that it will be fulfilled in the future? If not, it becomes plain that we have no ground whatever for expecting the sun to rise tomorrow … It is to be observed that all such expectations are only probable; thus we have not to seek for a proof that they must be fulfilled, but only for some reason in favour of the view that they are likely to be fulfilled.14


This is a life-or-death issue, as Russell went on to explain: ‘The man who has fed the chicken every day throughout its life at last wrings its neck instead, showing that more refined views as to the uniformity of nature would have been useful to the chicken.’15


Verifiability won’t do, argued Austrian philosopher Karl Popper. He suggested falsifiability instead. Theories can never be verified in a way that provides us with certainty, as the chicken can attest, but they can be falsified. A theory should be regarded as scientific if it can in principle be falsified by an appeal to the facts.


But this won’t do either. To see why, let’s take another look at an episode from the history of planetary astronomy.


The planet Uranus was discovered by William Herschel in 1781.** When Newton’s mechanics were used to predict what its orbit should be, this was found to disagree with the observed orbit. What happened? Was this example of disagreement between theory and observation taken to falsify the basis of the calculations, and hence the entire structure of Newtonian mechanics?


No, it wasn’t.


Remember that theories are built out of abstract mathematical concepts, such as point particles or gravitating bodies treated as though all their mass is concentrated at their centres. If we think about how Newton’s laws are actually applied to practical situations, such as the calculation of planetary orbits, then we are forced to admit that no application is possible without a whole series of so-called auxiliary assumptions or hypotheses. And, when faced with potentially falsifying data, the tendency of most scientists is not to throw out an entire theoretical structure (especially one that has stood the test of time), but instead to tinker with the auxiliary assumptions.


This is what happened in this case. The auxiliary assumption that was challenged was the (unstated) one that the solar system consists of just seven planets. British astronomer John Adams and French mathematician Urbain Le Verrier independently proposed that this assumption be abandoned in favour of the introduction of an as yet unobserved eighth planet that was perturbing the orbit of Uranus. In 1846 the German astronomer Johann Galle discovered the new planet, subsequently called Neptune, less than one degree from its predicted position.


This does not necessarily mean that a theory can never be falsified, but it does mean that falsifiability is not a robust criterion for a scientific method. Emboldened by his success, in 1859 Le Verrier challenged the same auxiliary assumption in attempting to solve the problem of the anomaly in the perihelion of Mercury. He proposed another as yet unobserved planet – which he called Vulcan – between the sun and Mercury itself.


No such planet could be found. When confronted by potentially falsifying data, either the theory itself or at least one of the auxiliary assumptions required to apply it must be modified, but the observation or experiment does not tell us which. In fact, in this case it was Newton’s theory of universal gravitation that was at fault.


So, neither verifiability nor falsifiability provides a sufficiently robust criterion for defining ‘science’. And yet history shows that some theories have indeed been falsified and that others have been at least temporarily ‘verified’, in the sense that they have passed all the tests that have been thrown at them so far.


It seems to me that the most important defining criterion is therefore the testability of the theory. Whether we seek to verify it or falsify it, and irrespective of what we actually do with the theory once we know the test results, to qualify as a scientific theory it should in principle be testable.




The Testability Principle. The principal requirement of a scientific theory is that it should in some way be testable through reference to existing or new facts about empirical reality. The test exposes the veracity or falsity of the theory, but there is a caveat. The working stuff of theories is itself abstract and metaphysical. Getting this stuff to apply to the facts or a test situation typically requires wrapping the abstract concepts in a blanket of auxiliary assumptions; some explicitly stated, many taken as read. This means that a test is rarely decisive. When a test shows that a theory is false, the theory is not necessarily abandoned. It may simply mean that one or more of the auxiliary assumptions are wrong.





I want to be clear that the demand for testability in the sense that I’m using this term should not be interpreted as a demand for an immediate yes-no, right-wrong evaluation. Theories take time to develop properly, and may even be perceived to fail if subjected to tests before their concepts, limitations and rules of application are fully understood. Think of testability instead as more of a professional judgement than a simple one-time evaluation.


The Testability Principle demands that scientific theories be actually or potentially capable of providing tests against empirical facts. Isn’t this rather loose? How can we tell if a novel theoretical structure has the potential for yielding predictions that can be tested? For sure, it would be a lot easier if this was all black and white. But I honestly don’t think it’s all that complicated. A theory which, despite considerable effort, shows absolutely no promise of progressing towards testability should not be regarded as a scientific theory. A theory that continually fails repeated tests is a failed theory.



The correspondence theory of truth


All this talk of verification and falsification implies that ‘truth’ plays a central role in whatever we conclude passes for a scientific methodology. But according to the Reality Principle, the reality we seek to study is a metaphysical concept. The Theory Principle says that the common currency of scientific theories involves yet more metaphysics.


It seems obvious that concepts that start out as purely speculative cannot be considered to be true. By the same token, concepts accepted as true may later turn out to be false. Phlogiston was once believed to be a substance contained in all combustible materials, released when these materials burned. This is not what we believe today.


How should we reconcile all this with the idea of scientific truth?


What convinces us either way is, of course, evidence in the form of facts. Here, we anchor the idea of ‘truth’ firmly to the idea of an empirical reality. A statement is true if, and only if, it corresponds to established facts about the real world derived from our perceptions or measurements.


This correspondence theory of truth implies that there can be no truth – no right or wrong – without reference to facts about the external world.* True statements tell it like it really is. The correspondence theory is the natural choice of a realist.


We appreciate that scientific theories are imperfect in many ways and, as Russell noted, we cannot assume that what we regard as true today will necessarily be true tomorrow. But we can think of scientific theories as possessing a verisimilitude, a truth-likeness, which increases with each successive generation of scientific development.


Scientists are constantly refining and improving their theories, and as it makes no sense to develop new theories that are less useful than their predecessors, we might be prepared to accept that successive developments help take us closer and closer to ‘the truth’ about empirical reality.


The correspondence theory shifts the burden from the meaning of ‘truth’ to the meaning of ‘facts’, which seems both logical and helpful. Most often, scientists who claim to be in pursuit of the truth are actually in pursuit of the facts. An interesting and unexpected experimental result will prompt a flurry of activity in competing laboratories, as scientists rush to confirm or refute the facts and so establish the truth.


For example, on 4 July 2012, scientists at CERN declared that they had discovered a new particle ‘consistent’ with the standard-model Higgs boson. Further research will be required to categorize fully its properties and behaviour. This research will establish empirical facts about the existence of a particle that was first hypothesized in 1964. If these facts emerge broadly as anticipated, we may conclude that the statement ‘the Higgs boson exists in nature’ is true, in much the same way that ‘unicorns exist in nature’ or ‘phlogiston exists in nature’ are false.




The Veracity Principle. It is not possible to verify a scientific theory such that it provides absolute certainty for all time. A theory is instead accepted (or even tolerated), on the basis of its ability to survive the tests and meet additional criteria of simplicity, efficacy, utility, explanatory power and less rational, innately human measures such as beauty. Over time the theory becomes familiar and is accepted as ‘true’ or, at least, as possessing a high truth-likeness or verisimilitude. The scientists’ confidence or degree of belief in the theory grows. It is eventually absorbed into the common body of knowledge which forms the current ‘authorized’ version of empirical reality.





The Copernican attitude


There is one final, critically important ingredient to consider. When scientists go about their business – observing, experimenting, theorizing, predicting, testing and so on – they tend to do so with a certain fixed attitude or mindset. It is this attitude that sets science apart, that lends it its ‘Spock-ness’ and exposes it to occasional criticism as a soulless, somewhat inhuman enterprise.


Let me explain.


The purpose of an organized system of religion is to enable its followers to come to terms with their place in the universe, give meaning to their lives and offer moral instruction and comfort in times of need. Religion is all about ‘us’. It puts us at the centre of things, and although not all religious systems necessarily claim that the external physical world is organized principally for our benefit, many do.


Science is very different. Scientists tend to assume that there is, in fact, nothing particularly special about ‘us’. We are not uniquely privileged observers of the universe we inhabit. We are not at the centre of everything. There is nothing special about the planet on which we exist. Or the rather average class G2 main-sequence star that gives us sunlight. Or the galaxy of between 200 and 400 billion stars in which our sun orbits, about two thirds or 25,000 light years from the centre. Or the 53 other galaxies which together with the Milky Way form the Local Group. Or the Virgo Supercluster of which the Local Group forms part. I could go on, but I think you’ve got the message.


This is the Copernican Principle.




The Copernican Principle. The universe is not organized for our benefit and we are not uniquely privileged observers. Science strives to remove ‘us’ from the centre of the picture, making our existence a natural consequence of reality rather than the reason for it. Empirical reality is therefore something that we have learned to observe with detachment, without passion. Scientists ask fundamental questions about how reality works and seek answers in the evidence from observation and experiment, irrespective of their own personal preferences, prejudices and beliefs.





The principle is misnamed insofar as Nicolaus Copernicus himself did not view his heliocentric model of the universe as necessarily undermining earth’s unique position. What he offered was a technical improvement over the Ptolemaic system’s obsession with convoluted structures constructed using epicycles. By putting the sun at the centre, the retrograde motions of the other planets in the solar system could be explained as apparent motions when observed from an orbiting (rather than stationary) earth. The planets don’t really move backwards: they only appear to move backwards because we are also being transported around the sun.


But Copernicus sparked a revolution that was to shape the very nature of science itself. It became apparent that science works best when we remove ‘us’ as the primary objective or purpose of the equations of reality.


Nearly five hundred years on, all the scientific evidence gathered thus far suggests that the Copernican Principle is justified. The evidence suggests rather strongly that we are not privileged: we are not at the centre of things. It points to the singular absence of an intelligent force, moving in mysterious ways to organize the world just for our benefit. As French mathematician and astronomer Pierre-Simon, marquis de Laplace, once advised Napoleon: ‘Je n’avais pas besoin de cette hypothèse-là.’*


Now this has been a bit of a whirlwind tour through some aspects of the philosophy of science and scientific methodology. I hope it wasn’t too much like hard work.


I’ve tried to be reasonable. This ‘working model’ of science acknowledges that reality-in-itself is metaphysical, that the objects of scientific study are the shadows, the things-as-they-appear or things-as-they-are-measured. It accepts that the facts that scientists work with are not theory-neutral – they do not come completely free from contamination by theoretical concepts. It accepts that theories are in their turn populated by metaphysical concepts and mathematical abstractions and are derived by any method that works, from induction to the most extreme speculation. It acknowledges that theories can never be accepted as the ultimate truth. Instead, they are accepted as possessing a high truth-likeness or verisimilitude – they correspond to the facts. In this way they become part of the authorized version of empirical reality.


Finally, the model acknowledges the important role played by the Copernican attitude. Science works best when we resist the temptation to see ourselves as the primary objective or purpose of reality.


This is a bit more elaborate than the Science Council’s definition. But this elaboration is more reflective of actual practice. It is necessary if we are to understand how fairy-tale physics is not only possible, but is able to thrive.





 


* Perhaps we’ve just lost the habit.


* Alas, it’s not possible.


* That’s a lot of trillions, which is why the Large Hadron Collider cost £5 billion to construct. By the way, an electron volt is the amount of energy a single negatively charged electron gains when accelerated through a one-volt electric field. A 100W light bulb burns energy at the rate of about 600 billion billion electron volts per second.


** ATLAS stands for A Toroidal LHC Apparatus. CMS stands for Compact Muon Solenoid.


* We’ll look more closely at the search for the Higgs boson in Chapter 3.


* Although Copernicus had argued for a sun-centred planetary system, the debate was still raging in Kepler’s time. Brahe himself argued for a system in which the planets orbit the sun, which, in turn, orbits a stationary earth.


* For a vivid account of some of the more extreme methods that scientists have used to make discoveries, see Michael Brooks, Free Radicals: The Secret Anarchy of Science, (Profile Books, London, 2011).


* For a recent, highly readable tour through the abstract, see Giovanni Vignale, Beautiful Invisible: Creativity, Imagination, and Theoretical Physics, (Oxford University Press, 2011).


* Eddington was also selective with his data, with history rewarding his choices as ‘good judgement’.


** How you pronounce ‘Uranus’ is entirely up to you. I’m old enough to be stuck with the pronunciation I learned at school: ‘your anus’. This does not make me titter, or blush, because I am no longer eight years old.


* There is an alternative coherence theory of truth which asserts that truth is determined by relations between statements rather than correspondence to external facts. We will return to this alternative interpretation of truth in Chapter 10.


* ‘I had no need of that hypothesis.’ From W. W. Rouse Ball, A Short Account of the History of Mathematics, (4th edition, 1908).
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White Ambassadors of Morning


Light, Quantum Theory and the Nature of Reality


The more success the quantum theory has, the sillier it looks. How non-physicists would scoff if they were able to follow the odd course of developments!


Albert Einstein1


Two years before they hit the stratosphere with Dark Side of the Moon in 1973, the British progressive rock band Pink Floyd released their sixth studio album, called Meddle. Side two is a single 23-minute-long track called ‘Echoes’.* After a short, discordant nightmare sequence in the middle of the track, ‘Echoes’ greets the morning with a return to harmony. Soft, gentle vocals declare: ‘And through the window in the wall, comes streaming in on sunlight wings, a million white ambassadors of morning.’2


This is a particularly pleasant metaphor for photons, the elementary particles that constitute all electromagnetic radiation, including light. However, on a bright morning there are rather more than a million of them streaming through the window. And photons are no ordinary particles. For one thing, they have no mass. They have spin – an intrinsic angular momentum – which we perceive as polarisation. They also have something called phase, which means that they are particles that can also behave like waves.


Let’s look at them a bit more closely.



Einstein’s light quantum hypothesis


In fact, photons were the first ‘quantum particles’, suggested by Einstein in a paper he published in 1905. At that time, light was thought to consist of a series of wave disturbances, with peaks and troughs moving much like the ripples that spread out on the surface of a pond where a stone has been thrown.


The evidence for wave behaviour was very compelling. Light can be diffracted. When forced to squeeze through a narrow aperture or slit in a metal plate, it spreads out (diffracts) in much the same way that ocean waves will spread if forced through a narrow gap in a harbour wall. This is behaviour that’s hard to explain if light is presumed to be composed of particles obeying Newton’s laws of motion and moving in straight lines.


Light also exhibits interference. Shine light on two narrow apertures or slits side by side and it will diffract through both. The wave spreading out beyond each aperture acts as though it comes from a ‘secondary’ source of light, and the two sets of waves run into each other. Where the peak of one wave meets the peak of the other, the result is constructive interference – the waves mutually reinforce to produce a bigger peak. Where trough meets trough the result is a deeper trough. But where peak meets trough the result is destructive interference: the waves cancel each other out.


The result is a pattern of alternating brightness and darkness called interference fringes, which can be observed using photographic film. The bright bands are produced by constructive interference and the dark bands by destructive interference. This is called two-slit interference.
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