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INTRODUCTION


FROM SCOTLAND, FOR MORE THAN 125 YEARS, THE GIFFORD Lectures have been dispatched into the world owing to the behest and endowment of Adam Lord Gifford, a nineteenth-century Edinburgh advocate and judge with a passion for philosophy and natural theology. Under the terms of his will he directed these lectures to be given on the topic of natural theology with the stipulation that the subject be treated “as a strictly natural science” and “without reference to or reliance upon any supposed special exceptional or so-called miraculous revelation. I wish it considered just as astronomy or chemistry is. . . . [T]hey may freely discuss . . . all questions about man’s conceptions of God or the Infinite, their origin, nature, and truth, whether he can have any such conceptions, whether God is under any or what limitations, and so on, as I am persuaded that nothing but good can result from free discussion.” The lectures have focused on religion, science, and philosophy. If you have truly sampled the books that have flowed from them, you will quickly discover their bone-rattling quality. Some of the greatest minds of the Western world have delivered their ideas during the course of these lectures such as William James, Niels Bohr, and Alfred North Whitehead to mention a few. Many of the long list of participants have precipitated major intellectual battles; some have spelled out the vastness of the universe or decried the failure of the secular world to provide a hopeful message about the meaning of life, while others have flat out rejected theology—natural or otherwise—as a worthwhile topic for grown-ups to spend any time thinking about. Seemingly, everything has been said, and all of it is stated with such clarity and force that when the assignment fell to me to add my own perspective, I almost withdrew.


I think I’m like everyone who has read the many books that have come from those lectures. We all feel the tug of an insatiable desire to carry on the quest to know more about the situation in which we humans find ourselves. In a way, we are stupefied by our interest because we do now know a great deal about the physical world, and most of us believe the implications of our modern knowledge, even though we sometimes have a hard time accepting wholly scientific views. Thinking about these things is what a Gifford lecture is all about, and I found myself wanting to throw in my own two cents’ worth. Though submitting my own perspective in that forum is as scary as it is heady, I do want to show that all of the spectacular advances of science still leave us an unshakeable fact. We are personally responsible agents and are to be held accountable for our actions, even though we live in a determined universe.


We humans are big animals, clever and smart as we can be, and we frequently use our reasoning to a fault. And yet, we wonder, is that it? Are we just a fancier and more ingenious animal snorting around for our dinner? Sure, we are vastly more complicated than a bee. Although we both have automatic responses, we humans have cognition and beliefs of all kinds, and the possession of a belief trumps all the automatic biological process and hardware, honed by evolution, that got us to this place. Possession of a belief, though a false one, drove Othello to kill his beloved wife, and Sidney Carton to declare, as he voluntarily took his friend’s place at the guillotine, that it was a far, far better thing he did than he had ever done. Humans are the last word, even though we can feel occasionally pretty inconsequential as we look up at the billions of stars and universes within which we are situated. The question still haunts us, “Are we not part of a bigger scheme of meaning?” Conventional hard-earned wisdom from science and much of philosophy would have it that life has no meaning other than what we bring to it. It’s completely up to us, even though the gnawing question always follows as to whether or not that really is the way it is.


But now, some scientists and philosophers are even suggesting that what we bring to life is not up to us. Here are some truths of modern knowledge and their awkward implications. The physiochemical brain does enable the mind in some way we don’t understand and in so doing, it follows the physical laws of the universe just like other matter. Actually, when we think about it, we wouldn’t want it any other way. For instance, we wouldn’t want our actions, such as lifting our hand to our mouth, to result in a random movement: We want that ice cream in our mouth not on our forehead. Yet, there are those who say that because our brains follow the laws of the physical world, we all, in essence, are zombies, with no volition. The common assumption among scientists is that we know who and what we are only after the fact of nervous system action. Most of us, however, are so busy, we can’t take time out to think through or be burdened by such claims, and only a few of us succumb to existential despair. We want to do our jobs, get home to our wife or husband and kids, play poker, gossip, work, have a Scotch, laugh about things, and simply live. We seemingly don’t puzzle the meaning of life most of the time. We want to live life, not think about it.


And yet, a certain belief is palpably dominant in the intellectual community, and that belief is that we live in a completely determined universe. This belief seems to logically follow from all that our species has learned about the nature of the universe. Physical laws govern the happenings in the physical world. We are part of that physical world. Therefore, there are physical laws that govern our behavior and even our conscious self. Determinism reigns—both physical and social—and we are asked to accept it, and to move on. Einstein bought it. Spinoza bought it. Who are we to question it? Beliefs have consequences and indeed, because we live in what is believed by many to be a determined world, we are commonly asked to be slow to assign blame and to not hold people accountable for their actions or antisocial behavior.


Over the years, Gifford Lecturers have approached the issue of determinism from many different perspectives. The quantum physicists have said there is wiggle room on the idea of determinism ever since quantum mechanics replaced the Newtonian view of matter. There is uncertainty at the atomic and molecular level, and this fact means you are free to choose the Boston cream pie over the berries the next time the dessert tray is passed around; your choice was not determined at the very instant of the big bang.


At the same time, others have argued that atomic uncertainties are not relevant to the workings of the nervous system and how it ultimately produces the human mind. The dominant idea in modern neuroscience is that a full understanding of the brain will reveal all one needs to know about how the brain enables mind, that it will prove to be enabled in an upwardly causal way, and that all is determined.


We humans seem to prefer black and white answers to questions, binary choices, all or nothing, all nature or all nurture, all determined or all random. I will argue that it is not that simple and that modern neuroscience is not, in fact, establishing what amounts to a wholesale fundamentalism with respect to determinism. I will maintain that the mind, which is somehow generated by the physical processes of the brain, constrains the brain. Just as political norms of governance emerge from the individuals who give rise to them and ultimately control them, the emergent mind constrains our brains. In a time when we all think we can agree that causal forces are the only way to understand our physical world, are we not in need of a new frame of thinking to describe the interactions and mutual dependence of the physical with the mental? As Professor John Doyle at Caltech points out, in the world of hardware/software, where everything is known about both systems, their functionality only exists by both realms interacting. Yet, no one has captured how to describe that reality. Something like the big bang happened when mind emerged from the brain. Just as traffic emerges from cars, traffic does ultimately constrain cars, so doesn’t the mind constrain the brain that generated it?


Like trying to sink a cork in water, the issue won’t go away. It keeps popping back. How the mind relates to brain, with its implications for personal responsibility, no matter who addresses it, keeps grabbing our attention. The importance of the answer to this question, which is central for understanding what we humans are experiencing as sentient, forward-looking, and meaning-seeking animals cannot be overstated. I wish to continue in the tradition that examines this fundamental issue and to outline the progress, as I see it, on how that interface of mind and brain might best be understood. Does the mind constrain the brain, or does the brain do everything from the bottom up? It’s tricky, because in nothing that follows here am I suggesting the mind is completely independent from the brain. It is not.


In starting our journey it is important to review what sort of creatures we think we know we are in the twenty-first century. During the last one hundred years there has been a massive accumulation of knowledge about what makes us tick. It is truly daunting, and the question before us now is, Has it trumped earlier understandings on the nature of the human existence?


In my Gifford Lecture series and in this book, I see it as my duty to review the human knowledge of our time that many of the great minds of the past did not possess. Even with all of the fantastic comprehension gained about the mechanisms of mind that neuroscientists now have worked out, none of it impacts responsibility—one of the deep core values of human life. In substantiating this claim, I am going to explain the route and some of the detours that we have taken to reach our current knowledge of the brain and review what we currently know about how it works. To understand some of the claims that have been made about living in a deterministic world, we will visit a few different layers of science, going from the micro world of subatomic particles, places you never thought neuroscience would take you, to the macro social world of you and your buddy high-fiving over the Super Bowl game. These wanderings are going to show us that the physical world has different sets of laws depending on what organizational layer one is looking at, and we will discover what that has to do with human behavior. We are going to end up, of all places, in the courtroom.


Even with all the knowledge of physics, chemistry, biology, psychology, and all the rest, when the moving parts are viewed as a dynamic system, there is an undeniable reality. We are responsible agents. As my kids say, “Get over it.” Human life is a really good deal.




 



Chapter One


THE WAY WE ARE


THERE IS THIS PUZZLE ABOUT EVERYDAY LIFE: WE ALL FEEL like unified conscious agents acting with self-purpose, and we are free to make choices of almost any kind. At the same time everyone realizes we are machines, albeit biological machines, and that the physical laws of the universe apply to both kinds of machines, artificial and human. Are both kinds of machines as completely determined as Einstein, who did not believe in free will, said, or are we free to choose as we wish?


Richard Dawkins represents the enlightened science view that we are all determined mechanistic machines and immediately points out an implication. Why do we punish people who engage in antisocial behavior? Why don’t we simply view them as people who need to be fixed? After all, he argues, if our car stalls and fails us, we don’t beat it up and kick it. We fix it.


Switch out the car for a horse that bucked you off. Now what do we do? The thought of a good poke does pop into the mind more than a trip to the barn for repairs. Something about animate flesh calls upon a seemingly vibrant set of responses that are part of us humans and pull along with them a host of feelings and values and goals and intentions and all those human mental states. In short, there is something about the way we are built, and presumably our brains, that appears to be governing a lot of our everyday behavior and cognition. We seem to have a lot of complexity in our makeup. Our very own brain machine runs on its own steam, even though we think we are in charge. Now that is a puzzle.


Our brains are a vastly parallel and distributed system, each with a gazillion decision-making points and centers of integration. The 24/7 brain never stops managing our thoughts, desires, and bodies. The millions of networks are a sea of forces, not single soldiers waiting for the commander to speak. It is also a determined system, not a freewheeling cowboy acting outside the physical, chemical forces that fill up our universe. And yet, these modern-day facts do not in the least convince us there is not a central “you,” a “self” calling the shots in each of us. Again, that is the puzzle, and our task is to try and understand how it all might work.


The accomplishments of the human brain are one good reason we are convinced of our central and purposeful self. The modern technology and know-how of humans is so crazy-amazing that a monkey with a neural implant in North Carolina can be hooked up to the Internet, and, when stimulated, the firing of his neurons can control the movements of a robot in Japan. Not only that, the nerve impulse travels to Japan faster than it can travel to that monkey’s own leg! Closer to home, take a look at your dinner. If you are lucky, tonight you might have a locally grown salad with sliced pears from Chile and an amazingly tasty gorgonzola from Italy, a lamb chop from New Zealand, roasted potatoes from Idaho, and red wine from France. How many different creative and innovative people cooperated in both scenarios to pull them off? Tons. From the person who first thought about growing his own food, and the one who thought the old grape juice was a bit interesting, to Leonardo, who first drew a flying machine, to the person who took the first bite of that moldy-looking cheese and thought they had a winner, to the many scientists, engineers, software designers, farmers, ranchers, vintners, transporters, retail dealers, and cooks who contributed. Nowhere in the animal kingdom does such creativity or cooperation between unrelated individuals exist. Perhaps even more amazing is that there are people who do not see much difference in the abilities of humans and that of other animals. In fact, they are pretty sure that their darling dog with the big, sad eyes is just a hair’s breadth away from getting his self-help article published: “How to Manipulate Your Human Housemate Without Even Getting Off the Couch.”


Humans have spread across the world and live in hugely varying environments. Meanwhile, our closest living relatives, the chimps, are endangered. You have to ask why humans have been so wildly successful, while our closest living relations are barely hanging on. We can solve problems that no other animal can solve. The only possible answer is that this came about because we have something that they do not. Yet we find this difficult to accept. As we are perched here at the beginning of the twenty-first century, we have more information to help answer some of these questions, information that was not available to the curious and inquiring minds of the past. And curious were those who have gone before us: Human interest in what and who we are is at least as old as history. Etched in the walls of the seventh-century b.c. Temple of Apollo in Delphi is the advice know thyself. Man has always been intrigued with the nature of the mind, self, and the human condition. Where does this curiosity come from? That is not what your dog is thinking about on the couch.


Today, neuroscientists are exploring the brain by poking it, recording from it, stimulating it, analyzing it, and comparing it with those of other animals. Some of its mysteries have been revealed and theories abound. Before we get all impressed with our modern selves, we need to keep our egos in check. Hippocrates, in the fifth century B.C., wrote as if he were a modern neuroscientist: “Men ought to know that from nothing else but the brain come joys, delights, laughter and sports, and sorrows, griefs, despondency, and lamentations. And by this . . . we acquire wisdom and knowledge, and see and hear, and know what are foul and what are fair, what are bad and what are good, what are sweet and what unsavory. . . . And by the same organ we become mad and delirious, and fears and terrors assail us. . . . .”1 His mechanisms of action were sketchy, but he had the principles down.


So I guess that leaves science to explain the mechanisms, and in doing so we best take the advice of Sherlock Holmes, who was known for his scientific method: “The difficulty is to detach the framework of fact—of absolute undeniable fact—from the embellishments of theorists and reporters. Then, having established ourselves upon this sound basis, it is our duty to see what inferences may be drawn and what are the special points upon which the whole mystery turns.”2


This impulse, just nothing but the facts, is a way to start solving a puzzle, and early brain scientists started in that spirit. What is this thing? Let’s get a corpse, open up the skull, and take a look. Let’s make holes in it. Let’s study people with stroke. Let’s try to record electrical signals from it. Let’s see how it hooks itself up during development. As you will see, those are the sort of simple questions that motivated early scientists and still motivate many today. As I go through our story, however, it will become evident that without actually studying the behavior of organisms or knowing what our evolved mental systems were selected to do, settling the question of “self” versus machine becomes a hopeless goal. As the great brain scientist David Marr observed, there is no way to understand how a wing of a bird works by studying its feathers. As the facts accumulate, we need to give them functional context and then examine how that context may, in fact, constrain the underlying elements that generate the function. Let’s begin.


BRAIN DEVELOPMENT


Something short and snappy-sounding like “brain development” should be simple to study and understand, but in humans development ranges far; it takes in not only the neural, but also the molecular, and not only cognitive change over time, but also the influence of the external world. It turns out not to be simple at all: Oftentimes detaching the framework of fact from the theorizing is a long and arduous process with many detours, and such was the fate of unraveling the basics of how the brain develops and works.


EQUIPOTENTIALITY


The early twentieth century had suffered such a detour, the repercussions of which, both in the scientific and lay worlds, are still plaguing us in the form of the nature-versus-nurture question. In 1948, at my alma mater, Dartmouth College, two of Canada’s and America’s great psychologists, Karl Lashley and Donald Hebb, came together to discuss the following question: Is the brain a blank slate and largely what we call today “plastic,” or does the brain come with constraints and is it somewhat determined by its structure?


At the time, the blank slate theory had reigned for the previous twenty years or so, and Lashley had been one of its early proponents. He was one of the first researchers to employ physiological and analytical methods to study brain mechanisms and intelligence in animals; he had carefully induced damage to the cerebral cortex in rats and quantified it, measuring their behavior before and after he made the lesions. While he found that the amount of cortical tissue he removed affected learning and memory, the location of it did not. This convinced him that the loss of skills was related to the volume of excised cortex rather than its location. He did not think that a specific lesion would result in the loss of a specific ability. He proposed the principles of mass action (the action of the brain as a whole determines its performance) and equipotentiality (any part of the brain can carry out a given task, thus no specialization).3


Lashley, while doing his graduate studies, had come under the influence, and became a good friend, of John Watson, the director of the psychological laboratory at Johns Hopkins University. Watson, an outspoken behaviorist and “blank-slater” famously said in 1930, “Give me a dozen healthy infants, well-formed, and my own specified world to bring them up in and I’ll guarantee to take any one at random and train him to become any type of specialist I might select—doctor, lawyer, artist, merchant-chief and, yes, even beggar-man and thief, regardless of his talents, penchants, tendencies, abilities, vocations, and race of his ancestors.”4 Lashley’s principles of mass action and equipotentiality fit well within the framework of behaviorism.


More evidence for this idea of equipotentiality came from one of the first developmental neurobiologists, Paul Weiss. He also thought that the brain was not that specific in its development and coined the famous phrase, “function precedes form,”5 based on the results of his experiments in which he grafted an additional limb onto a newt, an amphibian in the salamander family. The question was, Did the nerves grow out to the limb specifically or did the nerves grow out randomly and then through the use of the limb become adapted to be limb neurons? He had found that transplanted salamander limbs would become innervated and capable of learning movement that was fully coordinated and synchronized with the adjacent limb. Roger Sperry, Weiss’s student and later my mentor, summarized Weiss’s widely accepted resonance principle as “a scheme in which the growth of synaptic connections was conceived to be completely nonselective, diffuse, and universal in downstream contacts.”6 So at the time it was thought that “anything went” in the nervous system—(neuron to neuron) there was no structured system. Lashley started it, the behaviorists pushed it, and the greatest zoologist of the time agreed.


NEURONAL CONNECTIONS AND NEUROSPECIFICITY


But Donald Hebb was not convinced. Although he had studied with Lashley, he was an independent thinker and started to develop his own model. He began to think that it was how specific neuronal connections worked that was important and shied away from the ideas of mass action and equipotentiality. He had already rejected the ideas of Ivan Pavlov, the great Russian physiologist, who had seen the brain as one big reflex arc. He was convinced that the operations of the brain explained behavior, and that psychology and biology of an organism could not be separated, a well-accepted idea now, but unusual at the time. Contrary to the behaviorists who thought that the brain merely reacted to stimuli, he recognized that the brain was always running, even when there was no stimulus present. He strove for a framework that captured that fact with the limited data on brain function that was available in the 1940s.


Hebb set about to postulate how this occurred based on his research. The death knell for strict behaviorism and the return to an earlier idea of neural connectivity’s being of great importance came in 1949 with the publication of Hebb’s book The Organization of Behavior: A Neuropsychological Theory. He wrote: “When an axon of cell A is near enough to excite a cell B and repeatedly or persistently takes part in firing it, some growth process or metabolic change takes place in one or both cells such that A’s efficiency, as one of the cells firing B, is increased.”7 Colloquially this is known in neuroscience as “Neurons that fire together, wire together” and forms the basis of Hebb’s proposals for learning and memory. He proposed that groups of neurons that fire together make up what he called a cell assembly. Neurons in the assembly can continue to fire after an event that has triggered them, and he suggested that this persistence is a form of memory and that thinking is the sequential activation of assemblies. In short, Hebb’s ideas pointed out the centrality of the idea of the importance of connectivity. It remains a central topic of study in neuroscience today.


Hebb focused his attention on neural networks and how they might work to learn information. While he did not focus on how those networks came to be, one of the implications of his theory is that thinking affects the development of the brain. In fact, in earlier experiments on rats published in 1947, Hebb had shown that experience can affect learning.8 Hebb understood that his theory would undergo revision as more discoveries about brain mechanisms were made, but his insistence on combining biology with psychology marked the path that in little more than a decade led to the new field of neuroscience.


It was beginning to be understood that once information was learned and stored, specific brain areas had used that information in different, particular ways. The question remained, however, how did the networks form? In short, how does the brain develop?


The foundational work that became the backbone of modern neuroscience and emphasized the importance of neurospecificity was done by Paul Weiss’s student Roger Sperry. How the connectivity, or wiring, took place was the question that fascinated him. He was skeptical of Weiss’s explanation of nerve growth, where functional activity played a predominant role in the formation of neural circuitry. In 1938, the year that he began his research, other rumblings against the doctrine of the functional plasticity of the nervous system came from two Johns Hopkins Medical School physicians, Frank R. Ford and Barnes Woodall, when they recounted their experiences with clinical patients whose disorders of function, after nerve regeneration, persisted for years without improvement.9 Sperry set out to investigate functional plasticity in rats by seeing what the behavior effects were of changing nerve connections. He switched the nerve connections between the opposing flexor and extensor muscles in each rat’s hind foot, which resulted in reversing the movement of the ankle, to see if the animals could learn to move the foot correctly, as was predicted by Weiss’s functionalist view. He was surprised to find that the rats never adjusted, even after long hours of training.10 For example, while climbing a ladder their foot went up when it should have gone down and vice versa. He had assumed new circuits would be established and normal function would return, but it turned out that motor neurons were not interchangeable. Next he tried the sensory system, transposing the skin nerves from one foot to another. Once again the rats continued to have false reference sensations: when the right foot was shocked, they would lift the left one; when the right foot had a sore, they would lick the left one.11 Both their motor and sensory systems lacked plasticity. Unfortunately, Weiss had made a poor choice in picking the salamander to use as a model for the human in his experiments; regeneration of the nervous system is exhibited only by the lower vertebrates, that is, fishes, frogs, and salamanders. Sperry was returning to the idea that a type of chemotaxis regulated the growth and termination of nerve fibers, first proposed early in the twentieth century by one of the greatest neuroscientists of all time, Santiago Ramón y Cajal.


Sperry thought that the growth of nerve circuits was the result of a highly specific genetic coding for nerve contacts. He performed dozens of clever experiments to make his point. In one, he simply took a frog and surgically turned the eye upside down. Afterwards, when the frog was shown a fly, his tongue went for it in the opposite direction. Even after the eye had been in this position for months, the frog continued to search for it in the wrong direction. There was specificity to the system: it was not plastic and could not adapt. He then took a goldfish and cut parts of the retina. As the nerves regenerated, he watched where they would grow in the part of the midbrain that receives input from the eyes, the optic tectum. It turned out that they would grow very specifically. If they were growing from the back of the retina, they would grow to the front of the tectum, and if they were from the front of the retina, they grew to the back of the tectum. In other words, there was a specific location that they grew to, no matter their starting position. Sperry concluded that “Whenever central fiber systems were disconnected and transplanted or just scrambled by rough surgical section, regrowth always led to orderly functional recovery and under conditions that precluded re-educative adjustments.”12 A bit later in the 1960s, nerve growth was actually observed and photographed, revealing that the growing tip of the nerve continuously sends out several microfilaments, or feelers, that probe in all directions, elongating and retracting as they sense which direction to extend the growth of the nerve.13 Sperry maintained that chemical factors determined which microfilament would dominate and set the course of growth. In his model for neuron growth, neurons grow out to find their connection in the brain by sending out little filopodia (slender cytoplasmic projections from the cell) to see which way to go—testing the waters so to speak—and because of a chemical gradient, they would find their way to a specific place.


This fundamental idea has led to the notion, still prevalent in neuroscience today, of neural specificity. Sperry’s original model has been altered and changed with subtle adjustments and some tweaking, but his general model for neuronal growth remains. With neuron growth and connectivity under genetic control, the overall result of this mechanism of neuron growth is that the brain’s organizational scheme throughout the vertebrate kingdom is generally the same. Leah Krubitzer, an evolutionary neurobiologist at the University of California–Davis, thinks that it is probable that there is a common genetic pattern for the cortex for all species determined by the same genes. She summarizes, “This would explain the persistence of a common plan of organization or a blueprint for development in every mammal examined, and the existence of vestigial sensory apparatus and cortical areas in mammals that do not appear to use a particular sensory system.”14 Some parts get pushed around a bit by different sizes and shapes of skulls and brains, but the relationships have the same overall plan.


Whereas Lashley’s and Weiss’s experiments seemed to show that different areas of the brain were undifferentiated and interchangeable, Sperry had shown that the opposite was true: Most cerebral networks are determined genetically by some chemical or physiochemical coding of pathways and connections. This is a hard-wired view in which the differentiation, migration, and axon guidance of nerve cells is under genetic control. But there was a problem with a pure nativist view that the mind possesses ideas that are only inborn and not derived from external sources. The limits on this idea had been foreshadowed by Hebb.


EXPERIENCE


About the same time as Sperry was fine-tuning his theory of nerve development in the early 1960s, a young British biologist, Peter Marler, became fascinated with songbirds. These birds learned their songs from their fathers. He had noticed, while doing botanical fieldwork, that songbirds of the same species had somewhat different songs (which he called dialects) in different locales. Looking at white-crowned sparrows, he found that young sparrows were eager and able to learn a range of sounds during a brief sensitive period from about 30 to 100 days old. He wondered if he could control what song they learned by what song they were exposed to. He isolated young birds during this sensitive period and exposed them to the songs of either their home dialect or an alien dialect. They learned the dialect that they were exposed to. So the dialect they learned was dependent upon their experience. Then he wondered if they could learn the slightly different song of a different species of sparrow if they were exposed to one. He tried alternating the training song with the song of a different sparrow species that was common in their native habitat, but they learned only the song of their own species.15 So while the song dialect that they learned depended on the song that they were exposed to, the variations of the song that they were able to learn were very limited. There were preexisting neural constraints in what they were able to learn. These built-in constraints presented a problem for the blank-slaters, but did not surprise Niels Jerne.


SELECTION VERSUS INSTRUCTION


In the 1950s, Niels Jerne, the famous Swiss immunologist, rocked the world of immunology to its core. At the time, there was a nearly unanimous consensus among immunologists that antibody formation was equivalent to a learning process in which the antigen played an instructive role. Antigens are usually proteins or polysaccharides that make up parts of cell surfaces. These cells can be microbes, such as bacteria, viruses, or parasites, or nonmicrobial, such as pollen, egg white, or protein from transplanted organs, tissues, or on the surface of transfused blood cells. Jerne suggested that something quite different was happening. He suggested that instead of a specifically designed antibody being formed when an antigen presented itself, the body was born supplied with all the different types of antibodies that it was ever going to have: Antigens were merely molecules that were recognized or selected by one of these innate antibodies. No instruction was going on, just selection. The complexity is built into the immune system, it doesn’t become more so over time. His ideas are the foundation for what is now known about antibody response and clonal selection theory (the cloning, that is, the multiplying, of white blood cells, aka lymphocytes, with receptors that bind to invading antigens). Most of these antibodies will never encounter a matching foreign antigen, but those that do are activated and produce many clones of themselves to bind and inactivate the invading antigen.


Jerne kept on shaking things up. He later suggested that if the immune system works on this selection process, then most likely other systems do, too, including the brain. Jerne wrote an article in 1967, entitled “Antibodies and Learning: Selection versus Instruction,”16 on the importance of viewing the brain as responding to selection processes and not to instruction: The brain was not an undifferentiated mass that could learn anything, just as the immune system was not an undifferentiated system that could produce any type of antibody. He made the startling suggestion that learning may actually be the process of sorting through preexisting capacities that we innately possess to apply to a particular challenge facing us at a moment in time. In other words, these capacities are genetically determined neural networks specialized for particular kinds of learning. An oft-used example is that it is easy to learn to be afraid of snakes, while it is difficult to learn to be afraid of flowers. We have a built-in template that elicits a fear reaction when we detect certain types of motion, such as slithering in the grass, but no such innate reaction to flowers. Here, just as in the immune system, the idea is that complexity is built into the brain, along with the specificity we talked about above as exemplified by the white-crowned sparrow’s song. The very important idea is that there is selection from preexisting capacity. But it also implies constraints. If the capacity is not built-in, it does not exist.


A famous example of selection at work in the world of population biology was observed in Darwin’s original classroom, the Galápagos Islands. In 1977 a drought led to a crop failure of most of the seed-producing shrubs, and it resulted in a high mortality rate of adult medium ground finches. The ground finches had beaks of variable size. The finches ate a diet of seeds, and their livelihood involved their beaks. The finches with smaller beaks were unable to crack the woody Tribulus fruits and hard seeds that remained proportionally common during the time of drought, but the larger-beaked finches could. The scant supply of softer seeds was gobbled up quickly, leaving only the larger, tough seeds that could only be eaten by the birds with the larger beaks. The small-beaked finches perished, leaving the larger-beaked finches: selection from preexisting capacity. The following year, the offspring of the surviving birds tended to be bigger and had bigger beaks.17


The current view of the brain is not the brain as depicted by Lashley, Watson, and Weiss. Their model featured the brain as an undifferentiated mass ready to learn: Any brain could learn anything. For such a brain, it would be as easy to teach it to enjoy the fragrance of roses as the fragrance of rotten eggs; it would be just as easy to teach it to be afraid of flowers as to be afraid of snakes. I don’t know about yours, but essence of rotten eggs wafting out from the kitchen is not going to impress my dinner guests, no matter how many times they come to dinner. Sperry challenged this conception and argued that the brain is built in a very specific way, genetically determined, and that we arrive from the baby factory mostly prewired. This explanation, however, while explaining most of the facts, didn’t explain all the data that continued to pour in from ongoing research. It didn’t completely explain Marler’s songbirds.


ACTIVITY-DEPENDENT PROCESS


It turns out that, as usual in neuroscience, there was more to the story. Wun Sin, Kurt Kass, and their colleagues, studying neuron growth in the optical tectum of frog brains, found that by supplying a light stimulus, they could increase the growth rate and the number of branching projections, or dendritic spines, at the tip of the nerve cell. These dendritic spines conduct electrical stimulation from other nerve cells and are known collectively as the dendritic arbor. Thus, enhanced visual activity actually drove nerve growth.18 Rather than growth solely affected by a type of genetically driven chemotaxis (where cells direct their movement toward certain chemicals) that Sperry proposed, the actual activity of the neuron, its experience, also drives its growth and the neuronal connections it subsequently forms. This is known as an activity-dependent process.


Annoyingly, it has recently been shown that Mom was right: I should have practiced piano more. In fact, practicing any motor skill does make perfect. Practice not only changes the efficacy of synapses,19 but recently it has been shown20 that the synaptic connections in the living mouse rapidly respond to motor skill training and permanently rewire. Training a month-old mouse to reach with its forelimb caused rapid (within an hour!) formation of dendritic spines. After training, the overall spine density returned to the original level by eliminating some of the old spines and stabilizing the new spines formed during learning. These same researchers also showed that different motor skills are encoded by different sets of synapses. The good news is that it may not be too late for me (or at least mice) to heed my mother’s advice. Practice of new tasks also promotes dendritic spine formation in adulthood. The bad news is, I still would have to practice. Motor learning appears to be the result of actual synaptic reorganization, and the stabilized neuronal connections appear to be the foundation of durable motor memory.


Associative learning is another example of how experience can alter neural connectivity. If you have seen the movie Seabiscuit, you may remember when Seabiscuit was being retrained to start running at the sound of a bell. When the bell would sound, the horse would also get a thump on his backside with a riding crop that evoked the “flight” response, and he started to run. After several trials he would run with just the sound of the bell, and off he went to beat the East Coast champion, War Admiral.


Thus, while the overall connectivity pattern is under genetic control, outside stimuli from the environment and training also affect neuronal growth and connectivity. The current view of the brain is that its large-scale plan is genetic, but specific connections at the local level are activity-dependent and a function of epigenetic factors and experience: Both nature and nurture are important, as any observant parent or pet owner can report.


Preexisting Complexity


Human developmental psychology is overflowing with examples of what babies intuitively know about physics, biology, and psychology. For years, Elizabeth Spelke, at Harvard, and Rene Baillargeon, at the University of Illinois, have studied what babies know about physics. This is knowledge that adult humans take for granted and rarely wonder where it has come from. For instance, the coffee cup on your desk would normally not attract much of your visible interest. If, however, you were to suddenly see your coffee cup zoom up to the ceiling, it would then attract your interest in a big way, and you would stare at it. It would have defied gravity. You expect objects to conform to a set of rules, and if they don’t, you stare at them. You would have stared at that cup even if you had never learned about gravity in school. The same thing applies to a baby. If his bottle were to suddenly fly up to the ceiling, he would stare at it.


By taking into account that babies will look longer at objects that aren’t conforming to a set of rules, researchers have teased out what those rules are for a baby. Baillargeon placed a ball in front of three-and-a-half-month-old babies and then blocked it with a screen. She then secretly removed the ball. When the screen fell back and no ball was present, the babies were shocked. This is because they already seem to grasp the physics that mass can’t pass through mass. By three and a half months old, babies expect objects to be permanent and to not disappear when blocked from view.21 In a number of other experiments, they have shown that infants expect objects to be cohesive rather than to spontaneously splinter apart if tugged on. They also expect them to keep the same shape if they pass behind a screen and reemerge: A ball shouldn’t turn into a teddy bear. They expect things to move along continuous paths and not to travel across gaps in space; and they make assumptions about partially hidden shapes: the visible half sphere when fully revealed should be a ball, it shouldn’t have legs. They also expect an object not to move on its own unless something contacts it, and to be solid and not to pass through another object.22 This is knowledge that is genetically determined and which we are born with. How do we know this isn’t learned knowledge? Because babies everywhere know the same stuff at the same age no matter what they have been exposed to.


Preexisting complexity also seems built into the human visual system. At the level of human perception, many other automatic processes are also built in. For example, in the visual realm, what is there is not necessarily what you see. It has long been known that two squares with the same measured light intensity appear to be of different brightness when presented on two different backgrounds. A gray square on a darker background appears to be lighter than the same square on a lighter background.


[image: Images]


The luminance of an object is basically determined by the light shining on it, the reflection from its surface, and the transmittance of the space (for instance, whether there is fog or a filter) between the observer and the object. The perception of an object’s luminance is called brightness. There is not, however, a simple correspondence between an object’s luminance and its perceived brightness. If there are changes in any of these three variables, the relative intensity of the light reaching the eye may or may not be different depending on the combinations of the variables. For example, look at the four walls of the room that you are sitting in. They may all be painted the same color but one may appear lighter than another, depending on how it is illuminated. One wall may appear bright white and another light gray, while the third may be dark gray. Come back later in the day when the light has changed, and so may have the brightness of the walls. Thus there is no fixed relationship between the source of a visual stimulus and the elements that combine to produce the stimulus; and no way for the visual system to figure out how these factors have combined to produce the luminance values in the image that reaches the retina.


Why would such a system evolve? Duke University researchers Dale Purves, Beau Lotto, and colleagues point out that successful behavior requires responses compatible with the origin of the stimulus, rather than the measureable properties of the stimulus; this can only be learned by past experience, both the individual’s past and his evolutionary past.23 For instance, learning the luminance of a ripe fruit hanging against a background of foliage would be more advantageous than its specific optical properties. In other words, they suggest that the visual circuitry and the resulting perception have been selected according to past successes of visually guided behavior. “If this idea is correct, then to the extent that the stimulus is consistent with similarly reflective target surfaces under the same illuminant, the targets will tend to appear similarly bright. However, insofar as the stimulus is consistent with the past experience of the visual system with differently reflective objects in different levels of illumination, the targets will tend to appear differently bright.”24 The point is we are not cognitively aware of this. Our visual perception system has evolved through a process of selection to have this complex automatic mechanism built in.


THE ROAD TO HOMO SAPIENS


Paleoanthropologists estimate that modern-day humans share with the chimpanzee a common ancestor that lived somewhere between five and seven million years ago. For some reason, often blamed on a change in weather that may have caused a change in the food supply, there was a split in our common line. After a few false starts and unsuccessful branchings, one line eventually evolved into the chimps (Pan troglodytes) and the other into Homo sapiens. Although we Homo sapiens are the only surviving hominid from this line, many came before us. The few fossil remains of these hominids provide us clues about how we have evolved.


Our First Bipedal Ancestor


One hominid fossil in particular caused quite a stir. In 1974 Donald Johanson shocked the anthropological world when he uncovered the first approximately four-million-year-old fossil remains of what became known as an Australopithecus afarensis. Nearly 40 percent of the skeleton was found, and portions of the pelvic bone revealed it to be the remains of a female: the now famous Lucy. The discovery of Lucy was not what was so shocking. What was shocking was she was fully bipedal but did not have a big brain. Up until that time, it was thought that our ancestors had evolved a big brain first and that big brain and its big ideas had led to bipedalism. A few years later, in 1980, Mary Leakey found fossil footprints of A. afarensis dating to 3.5 million years ago that had nearly identical shape, form, and weight distribution as our footprints, providing additional evidence of full-blown bipedalism before the evolution of a big brain. More recently, Tim White and colleagues have made another fascinating discovery. They have found several fossils, including an intermediate foot, of Ardipithecus ramidus dating to 4.4 million years ago.25 With each fossil discovery, theorists are being sent back to the drawing board. Tim White and his international team now suggest that our last common ancestor with the chimp was less chimplike than has been generally thought and that the chimp itself has undergone more evolutionary changes since the divergence than has been previously appreciated.


One such theorist, the psychologist Leon Festinger, was curious about the origins of modern man, and wondered just exactly which of our ancestors could be recognized as the earliest human. He pointed out that bipedalism must have been a “nearly disastrous disadvantage,”26 for it greatly reduced the speed of movement, both for running and for climbing. In addition, while a four-legged animal can still run quite well on three legs, a bipedal animal with an injured leg cannot. This disadvantage obviously made it more vulnerable to predators.


Becoming bipedal produced another disadvantage: The birth canal became smaller. A wider pelvis would have made bipedalism mechanically impossible. Embryonically, the skulls of primates form in plates that slide over the brain and do not coalesce until after birth. This allows the skull to remain pliable enough to fit through the birth canal, but also allows the brain to grow after birth. At birth, a human baby has a brain that is about three times larger than that of a baby chimp, but it is developmentally less advanced. Thus, in comparison with other apes, we are born one year prematurely, producing another disadvantage: Human babies are helpless and need to be cared for longer. After birth, however, there is a striking difference between the developing child’s brain and that of the chimp. The child’s brain continues to expand through the adolescent years and triples in size with all kinds of refinements and influences going on in this plastic period. It ends up weighing about 1300 grams. A chimp’s brain, however, is nearly fully developed at birth and ends up with a weight of about 400 grams.


Bipedalism must have had some advantage that allowed our ancestors to survive and successfully reproduce. Festinger suggested the advantage these hominids had was not that they had two free appendages to use for things other than locomotion, but they had a brain that was now inventive enough to figure out what those possible other uses could be: “The arms and hands were not, and are not, specialized appendages as, for example, the legs of man are. An extraordinary variety of uses was invented for the arms and hands—and invented is the key word.” Owen Lovejoy, speculating about the Ardipithecus ramidus fossils, suggests that those appendages were used by males to carry food to females in a food-for-sex swap, setting a whole constellation of physiological, behavioral, and social changes into play.27 Festinger suggested that ingenuity and imitation drove brain evolution: “All the humans that lived about two and a half million years ago need not have had the idea of manufacturing tools with sharp edges. . . . If one individual, or a small group of them, invent a new process, others can, and do, imitate and learn.” Most of what we humans do originated with just one human’s smart idea, which we copy. Who was it that made that first cup of joe from those rather uninteresting-looking beans? That was someone else with a different brain from mine. Luckily, however, I didn’t have to reinvent the wheel. I can use another guy’s smart idea. Invention and imitation are ubiquitous in the human world, but are shockingly rare among our animal friends.
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