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For Billy and Ada. I hope the people in this book are right,
and that you live to see humanity reach the stars.
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Introduction


‘I don’t expect your children to die of old age’


Lord and Master! Hear me call. Oh, come the master!


Lord, the need is great! The ones I called, the spirits


Will not leave.


‘Der Zauberlehrling’, or ‘The Sorcerer’s Apprentice’, Johann Wolfgang von Goethe (1797). Translated using artificial intelligence (specifically, Google Translate).


I was sitting in the passenger seat of a huge black BMW SUV, being driven around the byzantine freeways of the southern San Francisco Bay Area on a gorgeous October afternoon, when he said it: ‘I don’t expect your children to die of old age.’


To borrow a line from Douglas Adams,* when you’re cruising down the road in the fast lane and you lazily sail past a few hard-driving cars and are feeling pretty pleased with yourself and then accidentally change down from fourth to first instead of third, thus making your engine leap out of your bonnet in a rather ugly mess, it tends to throw you off your stride in much the same way that this remark threw me off mine.


My companion was a guy called Paul Crowley, a man whose day job is as a cryptography engineer on Google’s Android phone-operating system, but whose chief preoccupation in life is helping humanity reach the stars without first being destroyed by its own technological success.


There is a group of people, of whom Paul is one, who think that now is the crunch time. The next 100 years or so will be the inflexion point for humanity – either we go on and colonise the cosmos, becoming a galaxy-spanning civilisation of near-immortal demigods, or we annihilate ourselves with one or more of the technologies that we have developed. My children, they think, have a good chance of reaching demigodhood; they have, also, a good chance of not doing so. They want to improve the odds of the former.


I have been aware of these people for a few years. They’re known as the Rationalists.


You’ve probably read a lot about artificial intelligence (AI) in recent years. Will it take our jobs? Will it form new, deadly, autonomous weapons on the battlefield? Will it lead to an era of inequality, as the rich buy all the robots and computers that run the new economy, and the poor find themselves left even further behind? Will we get those robot butlers we were promised?


These are serious and real concerns which deserve the many articles and books written about them, apart from the butler thing. But while the Rationalists are worried about that stuff, it’s not the focus of their concern. Instead, they’re worried that an AI will – in the relatively near future, the future that my children could easily live to see, or not far beyond it – become as smart as a human. And that when it does so, it will become as good as we are at designing artificial-intelligence systems, because designing artificial-intelligence systems is something that humans can do.


And so a machine that is as smart as a human could, possibly, very quickly improve itself, get better at improving itself, improve itself some more, and so on. An explosion would take place: suddenly, humans would find themselves vastly intellectually outgunned. Intelligence is what has made humans the most successful large animals on the planet; the tiny difference in DNA between us and gorillas, the thing that makes us smarter, is the difference that means our thronging billions live on every continent on the planet, while gorillas are going extinct in the mountains of Congo and Rwanda. If there’s a machine that’s smarter than us, the Rationalists say, we would live only at its sufferance – as gorillas do, just about, at ours.


And, they say, just because a machine is smart, it doesn’t mean that it’s nice. It doesn’t even mean that it’s conscious. And if we aren’t extraordinarily careful about how we build it – and even more careful about what we tell it to do – then it is possible that a future with AI could be, as far as we are concerned, extremely short and unpleasant. Or it could, equally, be glorious, spreading out across the galaxy, bounded only by the physical limits of entropy, light speed and the size of atoms.


This book is about that future. It’s my attempt to work out whether I believe, as (some of) the Rationalists do, that we’re on the brink of something – that my children, realistically, may not die of old age. It’s also a look at the people themselves, who are fascinating, strange, clever, kind, frightened and self-sabotaging.


A word before I start. One of the people you’ll meet in this book, the blogger and psychiatrist Scott Alexander, has an excellent habit. At the top of many of his blog posts – which are usually brilliant, thoughtful and terrifyingly long – he has a little line or two in italics, ‘Epistemic status’; and then says how confident he is in his conclusions, and why. ‘Epistemic status: Uncertain, especially on the accuracy of the economic studies cited.’ ‘Epistemic status: Pieced together from memory years after the event.’ ‘Epistemic status: Wild speculation.’ I think this is wise.


So, here we go. Epistemic status: Fairly confident. I think most of the claims in this book are true; I think I have given a fair account to the best of my ability of what the people in it believe, and how they live. But I am human, and therefore have a brain that goes wrong in predictable ways. One of those ways (according to some more people you’ll meet in these pages) is that when we find a fact we like, we ask ourselves, ‘Can I believe this?’, whereas if we find a fact we don’t like, we ask ourselves, ‘Do I have to believe this?’


I am fond of many – not all – of the people in this book, and I suspect that I therefore erred on the side of ‘Do I have to?’ when confronted with things that might make me like them less. For these reasons I am extremely confident that I have made errors throughout this book. I hope that none of them are major, or defamatory. Whether they are or not, they’re mine, not anyone else’s.


I flew to California in October 2017 to meet Paul and a few others involved in the Rationalist community. Their biggest in-real-life hub is based around Berkeley and Silicon Valley, although the community is really distributed around the internet.


This wasn’t the first time I’d come into contact with them. I’d been aware of the community since about 2014, when I wrote a review of Nick Bostrom’s Superintelligence: Paths, Dangers, Strategies. If you’re vaguely aware of a conversation going on about whether or not AI will destroy the world, it’s probably because of Bostrom’s book. Elon Musk read it, in between making lots of money setting up PayPal and then systematically losing it again by trying to fly to Mars, and reported back: ‘We need to be super-careful with AI. Potentially more dangerous than nukes.’1 Bill Gates says we should all read it to understand AI.2 Bostrom’s work influenced Stephen Hawking’s view that AI could be ‘the best or worst thing to happen to humanity’.3


It was an amazingly dense, difficult book – writing my review, I opened it at random to select a passage, and ended up with: ‘An oracle constructed with domesticity motivation might also have goal content that disvalues the excessive use of resources in producing its answers.’4 I have a pretty good idea what that means, but it’s not exactly a Ladybird Introduction to AI. Still, it sold extraordinarily well for what was essentially a work of academic philosophy, getting up to number 17 on the New York Times bestseller list.


And it is, once you get your head around it, somewhat terrifying. It compares humanity’s efforts to build a superintelligent machine – and those efforts are ongoing, serious and, possibly, quite close to completion – to a bunch of sparrows trying to find an owl chick to raise, to protect them. As in, you can see where they’re going with it, but it may be that they haven’t 100 per cent thought through all the possible consequences.


Its release was, roughly speaking, when the Rationalists’ con­cerns became mainstream. But apparently the book was not widely understood in the media, being met with a lot of references to The Terminator. A few people from the community, though, including Paul, read my review, and decided that I’d essentially got the gist of it. So they contacted me.


Over the next few years, I became more involved with the Rationalists. I started reading their websites; I learned the jargon, all these technical and semi-technical terms like ‘updating’ and ‘paperclip maximiser’ and ‘Pascal’s mugging’ (I’ll explain what all those things are later). I read the things you’re supposed to read, especially and notably ‘the Sequences’ (I’ll explain what they are later, as well). I came to terms with the huge possible impacts, positive and/or negative, of superhuman AI. And I became increasingly enamoured of their approach to the world, of which AI fears were only a part. It was also about people who want to make humanity better, to help us reach the stars, to stop us from destroying ourselves, to find ways of making us immortal. A whole related sub-branch is dedicated to making charitable giving more efficient. And it’s about ways of helping us think about how we think – about using our best understanding of how the human mind works to make us better at achieving the things we want to achieve, and how to make us better at finding out things that are true and debating them with other people in charitable, kind ways.


I also gathered that human-level intelligence could be quite close: most people in the AI research field think it’ll happen within the next century and possibly in the next few decades. And it all seemed pretty hard to argue with, on balance.


But somehow I hadn’t put two and two together. The huge impacts and the possibly imminent arrival of AI were both things I understood and accepted on an intellectual level, but the implications of those two things hadn’t really sunk in, in a visceral, gut-level, intuitive-understanding sort of way.


So when I was told that there was a real chance that my two young children would not die of old age, it shouldn’t have shocked me – my children were, at the time, two and three years old; they could fairly confidently expect to live another 90 or 100 years; 90 years is well into the ‘superhuman AI is more likely than not’ bit of most researchers’ predictions; superhuman AI, many people in the field believe, has the potential to either kill us all or make us near-immortal post-human demigods.


But it had all been an intellectual game, up to that point. Now we were talking about my actual, real-life children, my little toddlers Billy and Ada, who liked dinosaurs and Octonauts and the lower-quality Pixar movies. It left me somewhat winded. It brought to mind all the people who were worrying about robots taking people’s jobs, or being used on the battlefield, and made me think: The iceberg is 100 yards off the port bow, and you are worrying about whether the deckchairs are safe.


As it happened, in the autumn of 2017 when I was out in California, there were a series of enormous wildfires.5 A million acres of bush and forest in the north of the state burned; 43 people died and thousands of homes were destroyed, particularly around the Napa wine region. Those fires were just a few miles north of the Bay Area. Each morning when I woke up in my sad little Airbnb above a noisy nightclub in Berkeley I could smell woodsmoke; the sun was partly hidden behind a haze of it. When I went into San Francisco itself, doing the tourist thing, you could look north from Pier 39 and see that the far shore of the Bay was occluded behind a grey curtain of smoke, hanging in the valley like some ominous mist. One night I climbed the huge hill behind the Berkeley campus to see the sunset, and the smoke made the sun a vivid, bloody ball as it sank behind the almost invisible Golden Gate, 13 miles away: a startling sight which my iPhone camera was entirely unable to capture. (I even saw someone, up on the hill behind Berkeley, putting a cigarette out in the dry grass as he watched the sun sink into the smoke. I wanted to grab him by the collar and shout at him.)


A short distance away, everything was on fire and people were dying – but here, in this cosy little enclave of civilisation, no one was paying attention, even as the smoke drifted over their homes. The few who did were wearing surgical masks – in the face of a fiery death, people were worrying about asthma. Icebergs and deckchairs.


The metaphor is ridiculous, of course. There was no serious risk of anyone burning to death in Berkeley, but there was a pretty good chance of aggravating any pre-existing lung conditions. People were behaving perfectly sensibly. But I’ve been a journalist for over a decade now, and you don’t get anywhere in this business by ignoring corny and obvious metaphors that are staring you in the face. So I started asking: Are we going to (metaphorically; possibly literally) burn to death?


It seemed to me important to find out whether the whole children-not-dying-of-old-age thing was a widely held belief. So I went and spoke to Anna Salamon.


Salamon is the president and co-founder of a non-profit organisation called the Center for Applied Rationality (CFAR, which people pronounce See-Far), and a key member of the Rationalists. CFAR, along with the Machine Intelligence Research Institute, or MIRI, is probably the closest thing the Rationalist community has to a real-world, as opposed to online, heart. Its office, which it shares with MIRI, is a couple of minutes’ walk from the UCLA Berkeley campus, on a quiet road parallel with University Avenue, on the third floor of an unassuming office block. MIRI was set up by Eliezer Yudkowsky, the founder and driving force of the movement, an odd and polarising figure. (His name will come up again.) Salamon used to work for MIRI, on the problems of AI safety and existential risk, before going off to set up CFAR with the goal of training other bright, conscientious young people to work on the problems. Its mission is to instil in those bright young people the skills and methods of rationality that Yudkowsky and the Rationalists propound.


I’m a few minutes early to meet her and find myself looking around the shared lounge bit between the MIRI and CFAR offices, entirely alone and feeling extremely weirded out. It’s a little dilapidated – it has something of a university junior common room feel, not the futuristic gleaming tech start-up look I’d been expecting. There’s no reception, just a bunch of faintly elderly sofas and bean bags. One wall is dominated by a vast picture of the Earth from space; on another there is a whiteboard, covered in equations, as well as an H.P. Lovecraft-ish slogan (‘Do not anger timeless beings with unspeakable names’), and a jaunty little reminder to ‘Thank Stanislav Petrov!’ (Petrov, if you’re unfamiliar with the name, was a Russian military officer who is credited with preventing a major nuclear war being triggered in September 1983, more of which later.)


There is also an expensive-looking road bike with drop handlebars and a pannier rack, propped up against a water cooler, with a post-it note saying: ‘Is this your bike? Talk to Aaron.’ For something with such a huge mission, this little place feels a bit lost in the vast suburban sprawl of the Bay Area; a little worn around the edges.


Before answering any question, Anna pauses for a tangible moment, a half-second or so; I’m fairly sure that this is a learned behaviour, an attempt to vet each statement to make sure it’s something she thinks, rather than simply something she’s saying. The conversation is initially quite hard. She’s kind and thoughtful, but seems wary of me, and answers in short sentences or single words. I think she’s concerned that I’m not here with good intentions as far as the Rationalist movement is concerned. (There is an understandable streak of paranoia among the Rationalists, I come to learn. Many of them are extremely intelligent and in some respects quite influential, but in others they are highly vulnerable – nerdy, often autistic or with other social deficits – and it would be extremely easy for me to write a book mocking them. I do not want to do that.)


I ask her, first, what her main goal is; CFAR is intended to train people with these rationality techniques, so I wondered whether that was an aim in itself, or whether it was a means to a greater end. She says that the primary goal is ‘to help humanity reach the stars’, and to do so while still recognisably human – not necessarily physically, but in terms of the things we care about and value. She thinks that there are lots of ways in which that might not happen, but the ‘largest and most tractable part’ of the problem is the risk of AI destroying humanity as we understand it.


Eventually I build up the courage to ask her the big one. Paul, I say, thinks that if humanity survives the next 100 years then we’re probably going to make it to a glorious cosmic future. That my children probably won’t die of old age.


‘I agree with that.’


Either something terrible will happen, or they make it to …


‘The singularity.’


Later on I meet Rob Bensinger, who’s the research comms manager at MIRI. It is probably best to think of Rob as the aforementioned Eliezer Yudkowsky’s messenger on Earth; Yudkowsky himself agreed only to answer technical questions, via email. Rob, a polymath who had become part of Yudkowsky’s circle a couple of years before, speaks for him, like one of the angels who appear in the Bible when God has something to say but can’t bring Himself to turn up in person.


When I meet Rob, MIRI is preparing for a ‘retreat’. They weren’t actually going anywhere, but in recent years they’d found that when they had previously had real, proper, go-off-into-a-cabin-in-the-woods-somewhere retreats they had been extremely successful. They’d really focused people’s minds, improved their productivity.


But hiring a cabin that can fit a dozen people is quite expensive and inconvenient, so they were experimenting with ways of having the same effect without needing to go anywhere. Instead, they’d hung a large white sheet across the office and used uplighting and other little visual tricks to make it feel like somewhere else. Rob said that it had been effective. It struck me as a rather clever solution.


I ask him the children question, and he demurs. ‘I wouldn’t like to be on the record as saying something that specific. It’s a pretty sensitive thing and I wouldn’t want to off-the-cuff it.’ I press him a bit, though, and he says that Paul’s view ‘seems normal to me’. ‘Most people expect AI this century, and most people interested in AI risk generally think the risk is pretty serious, not just a small risk but a medium-sized to large risk, shall we say. I’d say it’s a this-century problem, not a next-century problem. I think most people will agree with me, within AI. The Open Philanthropy Project (OpenPhil) gives it at least a 10 per cent chance of happening in the next 20 years.’


As it happened, I was going to OpenPhil the next day. It’s across the Bay from Berkeley, in downtown San Francisco itself. OpenPhil and GiveWell are two organisations run on Rationalist lines that look at the most effective ways to donate money to charity. They’re central to something called the Effective Altruism (EA) movement, which is strongly linked to the Rationalist community. OpenPhil in particular has donated millions of dollars to AI safety organisations, and MIRI in particular, over the years.


Holden Karnofsky, the co-founder of both OpenPhil and GiveWell, confirms what Rob said, that OpenPhil thinks there’s about a 10 per cent chance of ‘transformative’ AI in the next 20 years. ‘That would clearly meet your criteria’ of my children not dying of old age, he said. Isn’t that terrifying? I ask him. ‘Yes,’ he says. ‘We live in a truly weird time.’ We don’t realise how fast things are changing now, in a way unlike any other time in history, but it’s only going to get faster: ‘If transformative AI comes, that could be transformative in ways that would make the Industrial Revolution look small. Yes, it’s really strange and it’s disorienting.’


Not everyone I spoke to agreed with this. Some people reckoned the timeline was too short, and that it was unlikely (though not impossible, by any means) that human-level AI would arrive in my children’s lifetimes. Others thought that the timeline was perfectly realistic but that human-level AI wouldn’t bring the sort of spectacular change (and possible destruction) that would lead to them not dying of old age. Others were understandably wary about putting these sorts of numbers on things to begin with.


But it seemed like we were at least dealing with something that was not unrealistic. Sensible, intelligent people, including AI researchers at serious AI companies, senior academics and so on, thought that there was a respectable chance that the next 100 years would see either an ascension to demigodhood or a complete, civilisation-ending catastrophe. More than civilisation-ending, in fact: human-life-ending.


This book is about some of those people. Specifically, it is about a community of them who came together around a series of blog posts written by Yudkowsky in the mid- to late 2000s, and who are known as the Rationalists.


It is also, in part, an attempt to work out whether I agree with them.







*Specifically, from Chapter 13 of The Hitch-Hiker’s Guide to the Galaxy, the bit where Ford introduces Arthur to Zaphod and Arthur says, ‘We’ve met.’







Part One





Introductions




Chapter 1


Introducing the Rationalists


The Rationalist community, as it exists now, is sprawling and global. It has hubs in a dozen or more cities and a thronging online presence. It’s full of strange people with strange ideas – about AI (the idea that AI has the potential to be an existential risk to humanity can, I think, be largely traced back to it, or its precursors), about transhumanism, cryonics; about the universe being a simulation – and unorthodox practices, such as polyamorous relationships (ones with several people at once) and group living, which have led to outsiders accusing it of being a cult.


This whole ecosystem has its roots in the writing of the strange, irascible and brilliant Eliezer Yudkowsky. The key text – the holy book, according to those who think the whole thing is a quasi-religion – is a huge series of blog posts he wrote in the mid-2000s, an ambitious, sprawling set of writing which takes in everything from evolutionary biology to quantum mechanics to AI, and which came to be known as the Sequences. But as far as I can tell, the first visible sign of its birth is a single, much older blog post written on 18 November 1996. It was entitled ‘Staring into the Singularity’.1 Yudkowsky was 17 years and two months old at the time. The post is still online, by the way. But it is marked at the top by a big red warning triangle, like the sort you get in the back of your car to warn of a road accident, saying: ‘This document has been marked as wrong, obsolete, deprecated by an improved version, or just plain old.’ This sort of thing goes on a lot in the Rationalist community. Being wrong is actively praised, as long as you hold up your hands, admit it and correct it.


‘Staring into the Singularity’ is a fascinating read, although the logic doesn’t really bear scrutiny, as you’d expect from a 17-year-old. It begins: ‘If computing speeds double every two years, what happens when computer-based AIs are doing the research?’ This is a reference to Moore’s law, which says (roughly, in one formulation) that computers get twice as powerful every two years. So computing speed doubles every two years. Yudkowsky points out a corollary: that two years for a human need not seem like two years for a computer. ‘Computing speed doubles every two years of work. Computing speed doubles every two subjective years of work.’ That is, if a computer can think as powerfully as a human, but twice as fast, then it can do two years’ worth of work in a single year. ‘Two years after Artificial Intelligences reach human equivalence, their speed doubles. One year later, their speed doubles again. Six months – three months – 1.5 months … Singularity.’ Things would speed up, exponentially. The world would be changing too fast for us to understand the changes. We would be through the looking glass. This is, roughly, the idea of the ‘fast take-off’ that Nick Bostrom would describe nearly two decades later, although Yudkowsky’s version makes a few weird assumptions and leaps of logic (as, again, is fair enough given his age).


The term ‘singularity’, by the way, is a reference to physics and black holes. When an object is massive enough and small enough, it bends spacetime so much that the usual laws of physics no longer work. By analogy, when intelligent systems start improving themselves fast enough, our usual ways of predicting the future – our assumptions that tomorrow will be essentially like today – will, say singularitarians, break down. The computer scientist and science-fiction writer Vernor Vinge wrote in 1983: ‘We will soon create intelligences greater than our own. When this happens, human history will have reached a kind of singularity, an intellectual transition as impenetrable as the knotted space-time at the centre of a black hole, and the world will pass far beyond our understanding.’2


Yudkowsky’s explicit goal in ‘Staring into the Singularity’ is to bring about AI – the singularity – as soon as possible. ‘Human civilisation will continue to change until we either create superintelligence, or wipe ourselves out,’ he wrote. This superintelligent thing we create, he thinks, can solve all of humanity’s problems, and it is high time that it does so: ‘I have had it. I have had it with crack houses, dictatorships, torture chambers, disease, old age, spinal paralysis, and world hunger. I have had it with a planetary death rate of 150,000 sentient beings per day. I have had it with this planet. I have had it with mortality. None of this is necessary. The time has come to stop turning away from the mugging on the corner, the beggar on the street. It is no longer necessary to look nervously away, repeating the mantra: “I can’t solve all the problems of the world.” We can. We can end this.’ Yudkowsky was, you suspect, quite an annoying 17-year-old, but he was undeniably bright.


In 2000 – still only 20, remember – he founded the Singularity Institute for Artificial Intelligence. The Singularity Institute was a little non-profit based in Berkeley which would later become known as the Machine Intelligence Research Institute, which you’ve already met. It had, at first, the goal of bringing about this glorious technological future, and Yudkowsky had set a target date for achieving the singularity. It was 2005. (He didn’t manage it.)


I asked Paul Crowley – whom you met in the introduction, driving me around northern California – about all this. ‘My broad picture of how it started,’ says Paul, ‘is Eliezer started by thinking superintelligence is the key to everything, and we need to get there as quickly as possible. It’s intelligent, he thought, so it’ll do the right thing.’


But even by the time he founded the Singularity Institute, at least according to what he wrote later,3 Yudkowsky had started to wonder whether he was making a terrible mistake. ‘The first crack in my childhood technophilia appeared in, I think, 1997 or 1998,’ he wrote, when he noticed his fellow techno-enthusiasts being glibly optimistic about the difficulties of controlling future technologies – specifically, nanotech. By the end of that debate, he says, the young Yudkowsky ‘had managed to notice, for the first time, that the survival of Earth-originating intelligent life stood at risk’. Still, he cracked on with the Singularity Institute, full steam ahead, for superintelligence. ‘Just like I’d been originally planning to do,’ he writes, with some scorn, ‘but now, with a different reason.’


This feels, reading his work now, like a key moment, at least in retrospect. What Yudkowsky didn’t do, he says, was ‘declare a Halt, Melt and Catch Fire’. He didn’t look at his own thinking, accept that it was all completely wrong and cast out his conclusions (in his own, later, words, he didn’t appreciate ‘the importance of saying “Oops”’). Instead, he looked at his thinking, realised that it was wrong, and decided that his conclusions were conveniently right anyway.


But slowly – between 2000 and 2002, between the ages of 20 and 22, probably too young to be placing the entire future of the world on your own shoulders, but that appears to have been the sort of person young Yudkowsky was – he came to the realisation that not only was he wrong, he was disastrously wrong. The exact ways in which he was wrong are going to be the topic of much more discussion in this book, but according to Yudkowsky himself by the time he had reached the wise old age of 27 his stupidity had led him to try to build a device which would destroy the world. ‘[To] say, I almost destroyed the world!, would have been too prideful,’ he wrote.4 But he had been trying to do something which he thought, if he had had the wherewithal to actually do it, would have done exactly that.


So he decided to try to save the world instead.


Yudkowsky was not the first person to think about what would come after humans. He was firmly part of the traditions of trans­humanist and singularitarian thinking, which had been around for years when he was writing ‘Staring into the Singularity’; some of the ideas they hurled about had existed for millennia. Bostrom notes in a paper that in the Epic of Gilgamesh, a 4,000-year-old Sumerian legend which foreshadows parts of the Old Testament, ‘a king sets out on a quest for immortality. Gilgamesh learns that there exists a natural means – an herb that grows at the bottom of the sea.’5 (He finds it, but a snake steals it off him before he can eat it, as is so often the way.) The Elixir of Life, the Philosopher’s Stone, the Fountain of Youth and various other myths represent similar ideas.


Bostrom also points out that early transhumanist-style myths contain an element that remains in modern discussion of its ideas: hubris leading to nemesis. Prometheus steals fire from the gods, which most of us can agree was a good thing from humanity’s point of view: his punishment was to have his liver repeatedly pecked out by an eagle for eternity. Daedalus improves on human abilities by, among other things, building wax-and-feather wings to grant himself and his son Icarus the power of flight; Icarus promptly flies too close to the sun, melting the wax, and plunges into the sea. St Augustine thought that alchemy, and the search for a panacea or eternal life, was ungodly, possibly demonic.


The idea that science could improve on the human-basic form became more plausible after the Enlightenment and Renaissance. Nicolas de Condorcet wondered in 1795 whether science would progress until ‘the duration of the average interval between birth and wearing out has itself no specific limit whatsoever’, and that people would choose to live until ‘naturally, without illness or accident, [they find] life a burden’.6 Benjamin Franklin wrote of wanting to be ‘embalmed’ in such a way that he could be revived in the future, since he had ‘a very ardent desire to see and observe the state of America a hundred years hence’.7 Bostrom points out that this foreshadows the modern idea of cryonics, preserving the brain for revival in the future.


The term ‘transhumanism’ and some of its most recognisable ideas sprang up in the first half of the twentieth century. In 1923 J.B.S. Haldane predicted a world in which humans used genetic science to make themselves cleverer, healthier and taller. The term itself was apparently coined by Julian Huxley, brother of Aldous, in 1927: ‘The human species can, if it wishes, transcend itself – not just sporadically, an individual here in one way, an individual there in another way – but in its entirety, as humanity. We need a name for this new belief. Perhaps transhumanism will serve.’8


But transhumanism and singularitarianism really took off as philosophies in the last decades of the twentieth century. There were various different, and to some degree competing, ideas of what transhumanism involved – Yudkowsky, in a since-deleted online autobiography9 he wrote at the age of 20, credits Ed Regis’ 1990 book Great Mambo Chicken and the Transhuman Condition, an early, comical taxonomy of these different visions, as an inspiration. The idea of cryonics began to become more popular in this period – super-cooling the brains (and perhaps bodies) of dying people in order to preserve them, as Franklin wished, with the idea of reviving them when technology advanced sufficiently to do so. Transhumanists also talked about how nanotechnology can transform everything. A large subset of them were keen on the idea of uploading – scanning a human brain so precisely, probably by slicing it apart, that you could simulate it in a computer, creating a digital version of the mind that you scanned. (The original, of course, would be destroyed in the process.) Machine-brain interfaces – ways of linking a human brain to a computer, or linking human brains via computers, to improve human cognition – were a constant topic. All of this, naturally, overlapped with the ‘singularitarian’ vision of a world in which superintelligent AI or other technological advances rendered human life unrecognisable (but unrecognisable, they’d have said, in a good way). Most of all, they wanted – want – to stop death. About 150,000 people die every day, worldwide. Most of us wave that away, saying that death gives life meaning, or that eternity would be boring. The transhumanists (not unreasonably, to my mind) ask: OK, but if death didn’t exist, would you all be saying, ‘We ought to limit our lives to about 80 years, to give them meaning?’


As befits a movement that gets a book written about it with the term ‘Great Mambo Chicken’ in its title, some of its members were and are – by the tightly corseted standards of Western society, I should say – deeply weird. There’s an affectionate 2006 Slate article about transhumanists which says, at one point, ‘Remember those kids who played Dungeons & Dragons and ran the science-fiction club in your high school? They’ve become transhumanists.’10 There appears to have been an element of truth in that gently mocking phrase.


Transhumanists have a tendency, for instance, to give themselves strange names. The Slate article mentions one who calls herself Wrye Sententia (Dr Sententia is a professor at UC Davis and the director of a non-profit called the Institute for Ethics and Emerging Technologies. Having a strange name doesn’t stop you doing interesting work.) Another changed his name from Fereidoun M. Esfandiary, which was an interesting enough name to begin with, to FM-2030. There’s a Tom Morrow, which is lovely. And there’s a guy who was once called Max O’Connor but who changed his name to Max More, because ‘It seemed to really encapsulate the essence of what my goal is: always to improve, never to be static. I was going to get better at everything, become smarter, fitter, and healthier.’11


More would later become CEO and president of Alcor, one of the largest cryonics companies in the world. But he is mainly relevant to this story because in 1988, along with Tom Morrow (see? Lovely), he began publishing Extropy Magazine. It was mainly about transhumanism – how to improve upon the human form, make it immortal, make it cybernetic, and so on. In 1992 he founded something called the Extropy Institute, which set up a mailing list – a sort of early precursor of social media, for those of you under the age of 35; you just all chat in your emails – called the Extropians.


One of the names on the Extropians’ mailing list was Eliezer Yudkowsky. ‘This was in the 1990s,’ says Robin Hanson, an economist at George Mason University and an important early Rationalist figure. ‘Myself, Nick Bostrom, Eliezer and many others were on it, discussing big future topics back then.’ But neither Bostrom nor Yudkowsky were satisfied with the Extropians. ‘It was a relatively libertarian take on futurism,’ says Hanson. ‘Some people, including Nick Bostrom, didn’t like that libertarian take, so they created the World Transhumanist Association, explicitly to no longer be so libertarian.’ The World Transhumanist Association later became Humanity+ or H+. ‘It hardly trips off the tongue as a descriptor,’ says Hanson. ‘But that’s what they insisted they call everything.’ Humanity+ had a more left-wing, less utopian approach to the future.


Yudkowsky, on the other hand, felt that the problem with the Extropians was a lack of ambition. He set up an alternative, the SL4 mailing list. SL4 stands for (Future) Shock Level 4; it’s a reference to the 1970 Alvin Toffler book Future Shock.12 Future shock is the psychological impact of technological change; Toffler describes it as a sensation of ‘too much change in a short period of time’.


Yudkowsky took the concept further, dividing it up into ‘levels’ of future shock, or rather into people who are comfortable with different levels of it. Someone of ‘shock level 0’ (SL0) is comfort­able with the bog-standard tech they see around them. ‘The use of this measure is that it’s hard to introduce anyone to an idea more than one shock level above,’ he said. ‘If somebody is still worried about virtual reality (low end of SL1), you can safely try explaining medical immortality (low-end SL2), but not nano­technology (SL3) or uploading (high SL3). They might believe you, but they will be frightened – shocked.’


He acknowledged that transhumanists like the Extropians were SL3, comfortable with the idea of human-level AI and major bodily changes up to and including uploading human brains onto computers. But he wanted to create people of SL4, the highest level. SL4, he says, is being comfortable with the idea that technology, at some point, will render human life unrecognisable: ‘the total evaporation of “life as we know it”’. (I’m taking this from a 1999 post13 of his on SL4, when he’d just turned 20. He also fleshes it out in a long essay called ‘The Plan to Singularity’14 from about the same time.) He wanted to convert SL2s and SL3s to SL4s, to build a community of people who were comfortable talking about ideas of the post-human future. So he set up this mailing list and called it, reasonably enough, SL4.


Its archives are still available online, and digging through them is a fascinating experience. It’s a bit like that Sex Pistols gig in 1976, where there were only 40 people in the audience but all of them went on to form major bands. Going through the list of authors, you find the founders of major AI companies – such as Ben Goertzel – or AI researchers like Bill Hubbard. Wei Dai, an AI researcher at Imperial College London who played an important role in the creation of cryptocurrencies, is on there. Bostrom and Hanson are both there, and Anna Salamon. Other people who play roles in the story – Michael Vassar, Michael Anissimov – are contributors.


Nick Bostrom did a minor double-take when I asked him about SL4 and the Extropians, as though he hadn’t thought about it in a long time. I think he gave a sort of chuckle. ‘Yeah, it was humble beginnings,’ he said. ‘I’d been thinking through some of these things before, but I didn’t know there were other people thinking about it. It’s a bit strange. Nowadays you’d just Google it and immediately find whatever there is, but in the early 1990s when I was a student no one else was interested in it. So it was a bit of a revelation when I started using the internet in 1996 that there were these communities, people chatting about it.’


Several of the key concepts that do the rounds in the Rationalsphere these days first arose on SL4 and the Extropians. The aforementioned ‘paperclip maximiser’ was first mentioned there, possibly by Yudkowsky: ‘Someone searched [the Extropians’ archive] recently and found a plausible first mention by me,’ he told me by email; he was and remains wary about talking to me on the phone. ‘I wasn’t sure if it was me, Nick, or Anders Sandberg, but it kind of sounds like me.’ The ‘AI box’ experiment, in which Yudkowsky attempted to demonstrate that even an ‘oracle’ superintelligent AI, locked in a box and only able to communicate by text, was not safe, took place on SL4.15 Bostrom first linked to his paper arguing that we may be living in a computer simulation on SL4.16


But although SL4 gathered quite an impressive bunch of people, it still wasn’t enough to satisfy Yudkowsky. Looking at the archives, you see that he’s extremely busy in the first few years, up to about 2004, but later on he seems to be less involved. No new threads of his appear at all between 2005 and 2008. The Rationalists’ own semi-official history of themselves, on the wiki page of Yudkowsky’s website LessWrong, says that he ‘frequently expressed annoyance, frustration, and disappointment in his interlocutors’ inability to think in ways he considered obviously rational’ and that after ‘failed attempts at teaching people to use Bayes’ Theorem, he went largely quiet from SL4 to work on AI safety research directly’.17


Then Robin Hanson, the economist and fellow SL4/Extropians commenter, set up a blog of his own called Overcoming Bias. ‘I started this blog after I got tenure at George Mason,’ Hanson told me, ‘as something to do in my spare time.’ When I speak to him, via Skype from his office at the university, he’d accidentally left his window open all weekend during one of the more dramatic periods of cold weather the US East Coast had seen for a while. He was wrapped up in a puffa jacket and woollen hat and his breath was visible in the air, even on the low-res Skype connection. ‘I decided to theme it on overcoming bias.’


This was 2006, a few years before the publication of Daniel Kahneman’s famous book Thinking, Fast and Slow, about the various systematic biases in human thought. But Kahneman’s groundbreaking work with Amos Tversky was already extant and slowly becoming more widely known. Hanson, a polymath and autodidact in a similar, if less extreme, vein to Yudkowsky, had picked up a lot of Kahneman and Tversky’s work in his travels around the sciences – he’d qualified as a physicist, before doing post-grad degrees in social science and economics. Overcoming Bias was explicitly founded on the ‘general theme of how to move our beliefs closer to reality, in the face of our natural biases such as overconfidence and wishful thinking, and our bias to believe we have corrected for such biases, when we have done no such thing’.18


He invited a few old Extropians/SL4 veterans to come and join him, people who’d impressed him with the quality of their thinking. Among them were Nick Bostrom and Eliezer Yudkowsky. ‘Nick just blogged a few things,’ he said. ‘But Eliezer blogged a lot, which was great.’ It’s at this point that Yudkowsky began what would later become known as the Sequences. In essence, they were a reaction to the fact that he couldn’t get people to understand what he was talking about when he said that AI was a threat.


The problem he had was that no one really took him seriously. So in order to explain AI, he found he had to explain thought itself, and why human thought wasn’t particularly representative of good thought. So he found he had to explain human thought – all its biases and systematic errors, all its self-delusions and predictable mistakes; he’d found a natural home on Overcoming Bias. And to explain human thought, he found he had to explain – everything, really. It was like when you pull on a loose thread and end up unravelling your entire favourite jumper.


It was a meandering, unfocused thing, for a long time; at one point he gets on to quantum physics; at another he approvingly cites George Orwell’s (somewhat silly) proscriptions against using the passive voice. Paul Crowley tells an illustrative story. ‘There’s this post, about fake utility functions,’19 he says. (Don’t worry about what a utility function is or how it can be fake.) ‘If you want to know the story of how this got written, it’s a good one to read. It begins by saying something like, “Today I can finally talk about this idea of fake utility functions. I was going to talk about it six months ago. But then, when I sat down to write it, I found I had to set out this idea, and then to explain that idea it helps if I explain this other idea. And then I thought it would be easier if the reader understood evolutionary biology, so I ended up writing an introduction to evolutionary biology.” He ended up writing about two dozen posts just on evolutionary biology. And the joke of it is this post wasn’t even some cornerstone of the whole thesis; it was just something he wanted to write.’


Slowly, the blog posts built up, and up and up. For an idea of how much, think of The Lord of the Rings books. When you add all three together, they come to about 455,000 words. War and Peace, a book which is actually more famous for being long than it is for being good (it’s OK), is about the 587,000 mark. According to the Kindle app on my iPhone, War and Peace is 18 arbitrary dots long. Rationality: From AI to Zombies, the edited e-book edition of Yudkowsky’s blog posts, merits 19 dots. If the Kindle app’s length indicator is accurate, then that puts RATZ at around 620,000 words long.* The unedited Sequences were more like a million. That’s a fair old slog. There are few things so dispiriting as reading on a Kindle and realising that after 30 minutes you’ve only gone from 3 per cent to 4 per cent. And this is not a book about elves fighting orcs, which if nothing else keeps you moving along. Yudkowsky is an engaging writer, but by its nature it’s heavy going.


But it became pretty successful. In 2009 Yudkowsky moved his blog posts over to a new website, LessWrong, which was intended as a sort of community hub where anyone could post. At about the same time – 2010 – he started publishing something else, his Harry Potter fan fiction Harry Potter and the Methods of Rationality, which does exactly what it says on the tin: it involves a nerdy scientist-Harry trying to work out what the rules of this magical universe are, using Rationalist-style methods. It was a surprising success, gathering 34,000 reviews on the site FanFiction.net; it may be the most-read thing that Yudkowsky has ever done, and attracted large numbers of readers to his other work, especially LessWrong.


At its peak, LessWrong had about a million page views a day.20 Some posts had hundreds of thousands of unique page views (a metric that avoids the problem you get of someone clicking ‘refresh’ and suddenly counting as two hits). It’s probably not completely inaccurate to say that a million people have read some of the Sequences, and I’d guess that the number of people who’ve read the whole thing is probably a high-five figure or low-six. I may be off by an order of magnitude, of course – there’s no easy way to tell.


What Yudkowsky was trying to do with all this was to explain why AI was dangerous. But because he found that first he had to describe intelligence, and human intelligence, his project became more ambitious: to improve human rationality, in order to help prevent humanity from destroying itself.







*The Bible still wins. The King James Authorised Version weighs in at 783,137 words. While looking that up, I learned that in the early days someone managed to miss one word out, getting it down to a more manageable 783,136 but unfortunately changing the Sixth Commandment to read ‘Thou shalt commit adultery’.







Chapter 2


The cosmic endowment


We’ll get on to why the Rationalists think that AI is so dangerous soon. But first we should look at why they, and the singularitarians who came before them, are also so keen on it. The gamble, they think, is between extinction and godhood.


According to the Rationalists, getting AI right could be the greatest thing that ever happens to our species. If humanity survives the next few decades, or maybe centuries – it’s not clear exactly how long, but probably a fairly insignificant period in comparison to how long we’ve already existed, and certainly an insignificant period in comparison to how long everything else has – then things could go extraordinarily right for us. This is what Paul Crowley meant, or part of what he meant, by saying that he didn’t expect my children to die of old age.


It is improving technology, and specifically AI, that people are talking about when they refer to this glorious future. ‘The potential benefits are huge, since everything that civilisation has to offer is a product of human intelligence,’ wrote the authors of an open letter in 2015.1 ‘[We] cannot predict what we might achieve when this intelligence is magnified by the tools AI may provide, but the eradication of disease and poverty are not unfathomable.’ That letter was signed by more than 150 people, including dozens of senior computer scientists and AI researchers, three founding members of Apple, Google DeepMind and Tesla, and Professor Stuart Russell of Berkeley, the author of the standard textbook for AI undergrads. (The late Stephen Hawking also signed, but AI researchers used to get understandably annoyed when he made the headlines rather than the people who actually do this for a living.) Max Tegmark, a professor of cosmology at the Massachusetts Institute of Technology and director of its Future of Life Institute, writes in his book Life 3.0: Being Human in the Age of Artificial Intelligence of ‘a global utopia free of disease, poverty and crime’ as a possible outcome of the development of a powerful AI. These are real, serious people who believe that, in the reasonably foreseeable future, AI could solve some of humanity’s most pressing problems. But ‘solving our problems’ is actually the least of it. If humanity survives, we have to start looking at some very big numbers.


Let’s imagine the Earth will probably be able to support human life for another billion years or so. (At around that point, the sun will enter a phase in which it is much brighter and hotter than it currently is; it will cause the Earth to enter a runaway greenhouse process as the seas evaporate, and it will become too hot for complex life.2) Let’s imagine that humans continue to live for a century or so each for the next billion years, and that the human population settles at a nice, sustainable 1 billion, less than one-seventh of its current levels. These are the assumptions that Nick Bostrom – author of the aforementioned Superintelligence, and founder of Oxford’s Future of Humanity Institute (FHI) – goes with.3 That would mean that we would have at least 10,000,000,000,000,000 descendants. The total number of Homo sapiens who have ever lived up to now, according to an estimate by the Population Research Bureau, is about 108,000,000,000.4 In other words, the entire history of humanity so far represents only about one-ninety-thousandth of what it could be, if we just avoid being wiped out.


But! We still have only just started to scratch the surface. What if humanity leaves the Earth? Imagine a ‘technologically mature’ civilisation, says Bostrom. One that can build spacecraft that travel at 50 per cent of the speed of light. That civilisation could reach 6,000,000,000,000,000,000 stellar systems, he calculates, before the expansion of the universe puts the rest out of reach. One that could travel at 99 per cent of the speed of light could reach about 15 times as many as that.5 Imagine that 10 per cent of those suns have planets that are or could be made habitable, and on average could each sustain 1 billion people for 1 billion years. That would put the number of humans who could exist in the future at around 1035, or 1 followed by 35 zeroes. All the humans who have ever lived would be vastly less than a rounding error, compared to the ones who could follow us, if we get it right.


But! Yes. It gets bigger. Much bigger.


First, we could build our own habitats (an example would be the Orbitals in Iain M. Banks’ Culture novels, thin wheels of matter millions of kilometres in diameter, with humans living on the inside of the rim), out of spare space rocks, so we’re not limited by the number of planets we happen to find. That gets Bostrom up to 1043 potential humans.
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