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Introduction



Defending the Internet 
(Because Somebody Has To)


The machine itself makes no demands and holds out no promises: it is the human spirit that makes demands and keeps promises. In order to reconquer the machine and subdue it to human purposes, one must first understand it and assimilate it. So far, we have embraced the machine without fully understanding it, or, like the weaker romantics, we have rejected the machine without first seeing how much of it we could intelligently assimilate.


—Lewis Mumford, Technics and Civilization, 1934


To paraphrase Pogo, we have met the internet and it is us.1


What the internet is, good and bad, is made of human accomplishment and human failure. All the ills the internet is accused of fostering—racism, divisiveness, injustice, inequity, ignorance—are not the fault of the technology. The technology did not cause them—we did. Neither will technology solve them. We must. The net and artificial intelligence are not the dystopian hellfire that media proclaim in the latest of their many moral panics over new technologies. Neither are these technologies keys to some utopian future. The net and AI are tools, like the printing press and steam, the transmitter and the automobile, at once magnificent and perilous, which we may use to good ends and bad—with no certainty as to which will prevail. What the net is and what our connected society becomes on it is our responsibility. For that reason, we must reclaim power over the internet from corporations, technologists, politicians, and the malign actors who exploit and corrupt it. The net is ours. It is a human enterprise, a public institution.


I am old enough to remember life before the internet. That means I am also old enough to remember the fond hopes we held for the internet when it entered our lives, promising new freedoms for all to speak and be heard, to gather and act, to teach and learn. Granted, some of those wishes and dreams were unrealistic, even utopian. The internet could no more foster world peace and extend democracy than the telegraph could (and similar hopes were held for it). But that nascent world wide web was a marvelous means of discovery, where we so-called early adopters could link to information and one another and begin to reimagine the possibilities of public discourse in a connected world.


What happened to that internet? One could argue that it was brought to ruin by corporate domination, rampant capitalism, unscrupulous barons of technology, and trolls, as some do. Lord knows, the internet has problems—of course it does, it’s only human. But I come here to defend the internet—not its current corporate landlords or latter-day Gilded Age moguls, but instead the freedoms, especially of speech, that it fosters. My defense relies on two arguments: first that the press has lately had it in for the internet, treating it unfairly and portraying it inaccurately, and second that many of the sins unjustly attributed to the internet are instead ours to address. The internet is not ruined. It is still being built. We can reclaim the hopes we had for it, or we can let it decline. That is the choice we face.


To my first defense: Media are engaged in a full-throated moral panic against the internet. Let me define these terms. When I speak of “media,” I mean the content industry as a whole: news media (journalism, journalists, editors, newspapers, magazines—in sum, the press), broadcast (note who is booked on radio and TV shows to criticize the net), Hollywood (see how the internet is portrayed in such films as The Social Network), and book publishers (which regularly add their warnings about the internet to bookstore shelves). I will also examine these industries’ proprietors—publishers, moguls, conglomerates, hedge funds, trade associations, and their lobbyists—who trade on their political and PR clout to push for protectionist legislation and legalized graft against the technology companies they now see as competition.


Moral panic is a phenomenon with a long history, first labeled in the sixties, in which media—from news to entertainment—as well as politicians and self-appointed moral guardians join together to decree that some force is a danger to society and must be stopped through law and cultural condemnation. Moral entrepreneurs—preachers, censors, authors, and ad hoc paternalistic organizations—are agents of moral panics, as they write books and op-eds, appear on shows, and create advocacy arms to fight those they decide are folk devils endangering society.


This latest moral panic accuses the internet, its technologies, technologists, corporations, and moguls of destroying democracy, youth, and culture by allowing or causing hatred, bigotry, disinformation, and ignorance through nefarious means, including algorithms, addiction, and surveillance. The press of the past made similar accusations against the telegraph, radio, television, comics, and video games—always conveniently forgetting that they’ve mapped this road to hell before. Media industries—particularly the news—never acknowledge their own conflict of interest in trying to disadvantage their new online competitors.


I am media myself, a journalist with more than fifty years’ experience. There is, I fear, much to criticize about my field lately: its credulous coverage of politics as sport, its bothsidesing and normalization of the rise of populist fascism, its too-frequent neglect of race and inequality, its chronic lack of diversity, its addiction to conflict over discourse, its dependence on access to power, its failure to develop strategies for its own future. I approach criticism of my own field with some reluctance at a time when “media” as an institution is a punching bag, when the news is under attack from the far right and authoritarians around the world, when trust in journalism is plummeting, and when the industry’s economic viability is in question. But that is precisely why the critique is necessary, to strengthen the institution of journalism in this era of unlimited speech, when trust, authority, credibility, and expertise are needed most.


Now to my second defense: In the ongoing public furor, the internet is often accused of crimes that are not of its making. Here I will attempt to bring evidence and research—receipts—that show who the real culprits may be. Spoiler: It’s often us. The internet did not make us hate. Society brought its long-entrenched bigotries and biases online. The internet does not invent and spread lies. We—or our crazy uncles—do. The internet did not suddenly make teenagers lives’ miserable. We, their elders, have done that to them with the pressure we place on them, with our generations’ attacks on their right to read and their bodily autonomy, and with our malfeasance managing the environment that will be their burden. So does the internet corrupt us, or do we corrupt it—that is, is the internet the root of our problems or a reflection of them?


Research shows that the internet does not cocoon us into echo chambers and filter bubbles but instead bursts the bubbles of homophily and sameness we construct for ourselves when we choose to live, work, and congregate with people like us. Scholars have learned that disinformation, so-called “fake news,” and online campaigns of political manipulation are not nearly as effective as news coverage and political panic would lead us to believe. This is why I will assert that rather than trying to legislate and moderate bad speech out of existence—and whom can we trust to decide whose speech is bad?—a far wiser path would be to create the means to find, share, and support good speech now that so many more may speak. That is the root of my optimism: that the more people can create and share, converse and collaborate, the more wheat there will be amidst even the greater chaff. The task is to find and support it.


Some of the problems associated with the net should indeed be blamed on its current proprietors. First there is the neglect companies give to the health of interaction in their environs, where I believe moderation of speech is both their right and responsibility. Then there is the greed that contaminates so much of online activity—though this, too, can be traced back to mass media’s own business model, for the incumbents are the ones who invented the attention economy that fosters clickbait, spam, and tracking and makes our web a cluttered, ugly, flashing mess. And there is the obnoxiousness of the tech bros and, far worse than them, the cultish AI boys, whose bad reputations rub off on their creations. We need to wrest control of the future from them.


My point is that it is critical for us to separate that which is caused by the technology and technologists from that which is the result of our own pathologies, for otherwise we cannot begin to honestly address each. Too often, the internet is used as an excuse to deflect attention from the hard work needed to improve ourselves. Making the internet our all-purpose boogeyman defers attention to the deeper problems at hand.


My greater concern is that panic over the internet will lead to—it has already resulted in—sometimes well-intentioned and often ill-conceived regulation of the net, curtailing the opportunities it offers to those who have not been heard through old media, who have not had a role in the setting of norms and policies that govern us. Internet regulation in Europe has justified the overanxious erasure of much lawful speech that is deemed possibly harmful or illegal (or infringement of copyright) without due process and the opportunity to appeal. Europe’s laws have been copied by other regimes around the world as a cover for official censorship of dissent. The end result could be a balkanized internet with ever less freedom of expression for all.


We live in a fascinating and fortunate time when we have the benefit—the gift, the blessing, even—of the internet to connect us to one another, to bring information to us, to allow anyone to create and share. The internet, I will remind us, was a godsend during the COVID pandemic, allowing most of us to continue working, learning, carrying on with our lives, and staying in touch with friends and loved ones (and also stabbing a stake into the heart of commuting to offices).


And now along comes artificial intelligence—machine learning, neural networks, large language models, and generative AI, under the brands ChatGPT and Google Gemini and Claude. To my mind, the net and AI are a continuum, for without the network that collects and connects all that is written, the machine could not be taught to analyze, predict, and write. In that sense AI is an arm of the internet. AI, too, is speech, for now the algorithm can be made to produce prose that sounds just like us because it has been trained on our words.


With the arrival of this speaking machine, we witness an instant replay of the press’ and politicians’ reaction to the internet. They raise fear and hackles about a machine that some of its own creators—followers of faux philosophies including longtermism and effective altruism, which I will examine—claim could be a threat to humankind’s very existence. That is so much macho chest-thumping by AI boys with superhero fantasies. But their views are being heeded in the press and in policy forums from the White House to No. 10 Downing and Brussels, while scholars researching AI—especially women and people of color—are all but ignored in news coverage and debate.


I seek a saner and more productive conversation about the future of the net and society, driven not by presumptive fears and attention-grabbing headlines but informed instead by the perspective of history and what we can learn from prior technological transitions. I want there to be a more balanced view of the internet and its opportunities and risks based on research into technology and its impact, with empirical evidence of its benefits and harms. The debate over the internet and who controls it must occur in the broader context of power, privilege, and race. If discourse about the internet is dominated only by criticism, complaint, and accusation, then I fear that the freedom it has brought us could be curtailed for us all. If we turn our attention instead to the opportunities the net provides, who knows what we might build?


I will submit that the ultimate responsibility for the fate of the internet and its freedom must be ours, first because it is up to us how we behave there, second because we need to decide what we expect of the companies that run its services and of the politicians we elect to protect our freedoms there. In the end, I will propose that all of us—technologists, corporations, journalists, politicians, and us, as citizens and users—offer covenants of mutual obligation so we might be held accountable to one another for the internet we build.


There is one more critical term to define: What is the internet? We speak of it as a machine, which brings to mind giant, noisy, oily black, iron monstrosities of an industrial age. To call even the computer the “machine,” Marshall McLuhan complained, is “pure rear-view mirrorism, seeing the old environment in the mirror of the new one while ignoring the new one.” In 2006—long past the time when he should have learned better—the late Senator Ted Stevens infamously declared that “the internet is not something that you just dump something on, it’s not a big truck, it’s, it’s a series of tubes.” It is not that either. It is not wires and cables, fiber and plugs. Nor is the internet the companies that have become synonymous with it—Google, Facebook, Amazon, Microsoft, TikTok, and whatever Twitter is lately (here I will refuse to call it X). They are merely our guests online.2


I will go so far as to say that the internet is not technology. The internet is us. It is our connections—to each other and to information. It is our conversation, our creativity, our community. It is a human network. It is speech. That is what I am here to defend.
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It is perfectly reasonable to begin our understanding of the internet and AI as technologies, for they were built by technologists. So was movable type. Johannes Gutenberg had to solve myriad technological problems of metallurgy, chemistry, engineering, design, and mathematics to create his first printed books. Yet in time, the technologists of print receded from power, and what mattered more was what could be created with their technology. As I recount in my book The Gutenberg Parenthesis, it took a half-century for the printed book to evolve past its scribal roots and take on the features we consider fundamental to the form: titles, title pages, page numbers, and paragraph indentation. At that time, by the way, the book business was in shambles, for this new technology had attracted too much investment, and the market was sated with its first products, mainly editions of the ancients’ works. The fledgling industry was rescued by Martin Luther and the rash of publishing that fueled his Reformation and with it the Counter-Reformation, not to mention peasants’ wars and a Thirty Years’ War to follow. Technological transitions are rarely without turmoil.


It was another century along from Luther, a few years either side of 1600, before there came a rush of innovation with print: the invention of the essay with Montaigne and the modern novel with Cervantes, the development of a market for printed plays with Shakespeare, and the birth of the newspaper. Another century on, in 1710, came a business model for print in the form of copyright, when speech—writing, creativity, art—became what we now think of as content, property, a tradable asset. The technology of print evolved hardly at all until the 1800s, when other advances—steam-powered presses, the electrified telegraph, lithography, and the typesetting machine—gave birth to mass media. Gutenberg’s technology of sculpted and molded letters in lead was finally superseded half a millennium after its birth by new scientific arts—first light on photographic paper, known as cold type, then a computer language called Postscript, which defines letters as shapes to be displayed by your printer or screen. Gutenberg had a damned impressive run of five centuries, but his era was over.


If history is a guide—though never a carbon copy—the timeline of print’s development from technology to cultural keystone could indicate that we have time still to determine how to shape the technology of our age and how it might shape society. The internet is young. I don’t think we have yet begun to understand what it is and could be. We reflexively define the future in the analogue of the past, in McLuhan’s rearview mirror. The change and disruption that we think are coming at such a swift pace might instead be slow and only beginning. That is not to say that we can stand back, relax, and do nothing about the challenges this latest technology brings. To the contrary, the need to understand and manage it is urgent, for choices are upon us. We have agency and responsibility to determine the net’s future, and we would be wise to learn from lessons of the past.


There will come a time—I think it is now—when we might understand the internet less as a technology than as a tool we use to mold our culture. Yet news media still cover the internet on the technology beat. There are exceptions, notably The Washington Post’s Taylor Lorenz, Drew Harwell, and Shira Ovide. Lorenz’ reporting and her book, Extremely Online, focus on the new generation of creators who are using TikTok, Instagram, YouTube, and what was Twitter as tools to create their own culture, no longer captives of old Hollywood. She understands the internet as its people.3 Much of the rest of the press still focus their coverage on the big technology companies, their mostly bro technologists and executives, and their algorithms as mysterious black boxes that the journalists cannot explain. Eventually, that will seem as absurd as writing about the telegraph as sparks, radio as waves, television as pixels. All these technologies are important not because of how they work but only insofar as they help us communicate and invent, create or destroy. It will make sense to cover the internet on cultural, political, economic, educational, and environmental beats. But that is the least of my complaints about media’s treatment of the internet in news, film, and books.


For the press to treat us as the victims of the internet is to patronize us and deny our agency, choice, and responsibility for what we do there. In the headlines I will quote throughout this book, journalists paint a warped picture of the net and us. Reading them, the random future historian or alien visitor would be forgiven for thinking we as a species are nothing but spittle-lipped, vein-popping, screaming fountains of hateful, disgusting, vile, and ignorant conspiracies. There are such unfortunate creatures among us, but they do not represent us. That is not the internet most of us make or see.


There is a predictable arc to a technology’s adoption by society. It is new and strange, then wondrous and possibly miraculous, then flawed and disappointing, then ominous and frightening, then commonplace and boring, then everywhere and invisible. Such were the paths taken by steam, electricity, the telegraph, the lightbulb, the automobile, the telephone, radio, and television. In 1991, Mark Weiser, chief technology officer of the legendary Xerox Palo Alto Research Center, made a prediction about the acceptance of the computer: “The most profound technologies are those that disappear. They weave themselves into the fabric of everyday life until they are indistinguishable from it.… Such disappearance is a fundamental consequence not of technology, but of human psychology. Whenever people learn something sufficiently well, they cease to be aware of it.”4


I am writing these lines at an annual conference of the Association of Internet Researchers, a group of scholars from around the world who, though knowledgeable about technology, do not study the net as a technology. These researchers come from many disciplines: communications, sociology, political science, psychology, law, economics. They present papers and hold discussions about the internet and democracy, culture, race, gender, sex, ethics, privacy, education, governance, and humor.


I attended one session about deep fakes, a topic raising much fear and foreboding in press coverage of the internet and disinformation, especially as AI’s ability to replicate and impersonate the human voice, words, and facial expressions only gets better. How will we ever know what is true again? Around the same time, Google announced a new feature in its phones made possible by AI, enabling users to swap heads in pictures, so that one frown in the family portrait can be turned upside down. A Washington Post columnist soon cried that this capability “is destroying humanity,” for it “encapsulates all the horrors of our moment and gleefully promises to make them worse.… The message here is unmistakable. Don’t be a prisoner to unsatisfying reality. Just make it whatever you want it to be.”5 This agita would have been better placed a century before, when a photographer swapped Abraham Lincoln’s head with that of notorious anti-abolitionist John Calhoun because he thought the president needed a more stately portrait. Deep fakes, indeed.6


The professors’ papers and Google’s innovation provoked me to wonder about reaction to earlier genres that in their time could have been seen as deep fakes: fiction, say, and biographies, which purport to present reality. And what of journalism? As historian Michael Schudson recounts, the interview, which has become a staple of news media, was at first inveighed against as sensationalistic and a violation of professional ethics. And photography? When the camera left the studio and ventured onto streets in a small black box, “fiendish kodakers” were condemned for invading privacy in public. Come Photoshop, we’d fret that the verity of the photograph would be forever in doubt. Said one of the scholars in the room, “We forgot that we already figured out that we can’t know truth.”


I would like to see such scholarly explorations find their way into classrooms and news so each might help society acclimate to the change that is afoot. I want to see college programs such as the one I am developing in internet studies, not to teach programming but instead to give today’s students and tomorrow’s leaders of every institution affected by the internet—that is, everyone—grounding in the history and context of technological change and human reaction to it, informed by the humanities and social sciences. I want to see journalists call upon research on technology and society in their reporting. Instead, as you will see in the following chapters, the press too often relies on the promises of technologists or the proclamations of peril from opportunistic moral guardians and politicians. I hope that with better education and better journalism the public may gain greater understanding of both the rewards and risks of life in our connected world.


With her monumental work, The Printing Press as an Agent of Change, Elizabeth Eisenstein is said to have founded the discipline of book history in 1979, more than five hundred years after Gutenberg. It is astounding that the field had not existed long before. “I could not find a single book,” Eisenstein wrote, “or even a sizeable article which attempted to survey the consequences of the fifteenth-century communications shift.” How could that be? We cannot afford to wait half a millennium to study the internet and its effects.
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Who am I to make this case? Just an internet user and a journalist who has long written about technology. In this book, I will be critical of news and technology companies. So you should know this about me: I have worked for many news companies—Advance Publications (Condé Nast and Advance Local newspapers), Time Inc., Tribune Company, News Corp., Hearst, and The Guardian. You should also know that internet companies—Google and Facebook—contributed to the journalism school where I taught for seventeen years, though I have never been paid by them. Internet pioneer Craig Newmark, founder of craigslist, is a friend of mine and benefactor of the school. Also, I long ago bought bits of stock in tech companies and mutual funds that hold them, but I do not actively trade.


You should also know about my history online and some of my mistakes. I am fortunate to have lived atop the continental divide between eras. At the Chicago Tribune in the 1970s (when I was but a nipper of an intern) I saw my words set in hot lead by the magnificent machines called Linotypes just as that last successor technology to Gutenberg, called hot type, fell to computers. I was the kid who wasn’t frightened of new computers that appeared suddenly at everyone’s desk, and I trained the newsroom on the foreign concepts of a cursor and not hitting the return key at the end of every line. This is how I became a nerd.


I came online in 1981 when I spent as much as it would have taken to buy a used car at the time—$1,795—to own my first computer, an Osborne 1. Called the original portable computer, my Osborne was, at twenty-eight pounds, more accurately called luggable. I bought a modem with it to connect in slow motion over an old-fashioned (wired) phone line to CompuServe, where I discovered a wealth of conversation online.


I came on the internet in 1994 when I went to work briefly for Delphi, the first consumer service to provide access to the net for those not in the military or universities. It was bought by Rupert Murdoch’s News Corp. and turned into a disaster, not the least because such closed online services were about to be superseded by the open web. I left to build the first news sites for Advance Publications just as the first commercial browsers were released and newspapers were debating whether to put their news on AOL, as The New York Times had, or Prodigy, or this new thing, this world wide web. We went with the web, and in 1995 I produced my first site: a weather page with nothing but five-day forecasts.


It was from that perch that I watched the news industry struggle to find its place online. It has not been easy. Media were in the business of exploiting scarcity. Newspaper publishers often operated in monopolies where they controlled access to the audience, which allowed them to dictate the pricing of advertising. Magazines were environments for brands. Television was the only way to reach the so-called mass market. The arts and entertainment—film, books, music—ruled a gauntlet that let only a few creators through to try their luck in the blockbuster economy. Then the internet exploded scarcity. Suddenly, anyone could publish or broadcast. Content as a commodity lost its value, as did advertising, now that both were everywhere. The net connected buyers and sellers directly, bypassing media and marketing. The net challenged the business primacy of media, its power, and its ego.


Newspaper publishers dared think they could compete with internet companies. I was part of the initial meetings to establish a newspaper industry consortium called New Century Network, which would have allowed publishers to share ad sales and content online, while readers could have signed on to newspapers’ sites across the country with ease. A venture-capital firm thought this was a winning idea and tried to invest, but that tore the coalition apart as half the mogul-members thought the value of their brands and business was too precious to share with these Silicon Valley upstarts. The network died at age three.


My boss, Steve Newhouse, now head of Advance Publications, the company his family owns, was different from other moguls. He understood early on that the internet commodified content and that the real value of online would be conversation. He taught me that. The lesson stuck with me as I helped start our local news sites and worked alongside the magazine sites—Epicurious, Style.com, Vogue.com—providing opportunities for conversation. The lesson also stayed with me when I started blogging, which taught me that media and society are properly understood as conversations. And the lesson helped me as I tried to understand the internet and wrote books about it.


In 2011, I published What Would Google Do?, an effort to answer quandaries about the internet from colleagues in news and other industries by examining—reverse-engineering—Google’s success. Google did not attempt to control scarcity; it exploited abundance by placing its ads everywhere on the web. It supported and relied on openness, on everything being available to be found by its search engine. It made its watchword “don’t be evil” and explained that this was license to all employees to hold even their own bosses to account, for if they did not, the users would. I admired Google, which at the time was far from a controversial view. Journalists loved Google then. When the book was published, I joined a new podcast called This Week in Google, where we still follow the company and anything else that matters online. I still like Google, all in all, even though it has killed many of the services I liked and depended on.


I have made mistakes. The first is that—like the technologists of Silicon Valley—I was too optimistic about the goodwill of all users. Almost all users are good people—but not all, and the few exceptions are enough to cause much trouble. This is why we cannot have nice things. The internet companies did not fully anticipate how the internet, how any open system, would be exploited and corrupted by bad actors: spammers, hate groups, conspiracy theorists, governments, spies. Edward Snowden woke me up to the latter, revealing how the US government had spliced into internet cables to snoop on us. The 2016 elections in the US and the UK made me see how the internet would be used not only by democracy movements such as the Arab Spring and #OccupyWallStreet but also by authoritarian, white-supremacist, and fascist movements in my backyard. Through the university center I directed, I helped raise money from Facebook, the Ford Foundation, and others to fund research to fight disinformation online, though I’ve since seen that we might have gone overboard thinking anyone could get close to eliminating disinformation. It will always be with us.


My biggest mistake has been to lose sight of the value of the fundamental structure of the internet—open, built to detour around attempts to control it—and to think that companies could be counted on to preserve and protect those values. For then came Elon Musk. It is not hard now to see what a terrible error it was to trust a large slice of public discourse to a single company, which could be taken over and ruined by a nihilistic, narcissistic billionaire such as him. As I will report, there are alternatives to his dystopian vision that are open source and federated, true to the intent of the internet’s creators. I use them now. I loved Twitter. But I let it seduce me away from continuing to love my own blog, where I could speak without a billionaire’s control, for blogging rests on open-source software in a web where anyone could link to anyone without permission. That is the internet as it was intended to be. Musk tries to portray himself as a free-speech absolutist, but he is not. As he brought the company he bought to ruin, he made it harder for some to speak and find others’ speech, and easier to harass people for their speech.
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Free speech is no simple matter. As frustrated law professors must constantly re-explain, America’s First Amendment prohibits only the government from censoring speech—and yes, there are exceptions, including fraud, obscenity, and defamation, though those are high bars to clear in court. If an editor or publisher, producer or platform, refuses to carry your speech, that is not censorship you may decry on the basis of the First Amendment. It is not “cancel culture.” (This is the only time in this book that I will mention that bogus trope.) In fact, such editorial choice is itself speech, for it would violate a newspaper’s or a social network’s own freedom of expression if it were required to carry any speech. (Republicans in Texas and Florida each passed laws limiting the power of platforms to moderate discussion and requiring them to carry certain political speech. No matter what they or certain judges think, that is clearly a violation of the First Amendment.)


You have a right to speak but not a right to be published in print or amplified online. That is to say that a platform need not carry or promote your words. You have a right to speak, but not without consequences. Criticizing your speech, fact-checking it, or debating it is not censorship. If you are harassed for your speech, cowed into silence out of fear, it is clear that your harasser’s freedom of expression conflicts with yours. In 2023 the Supreme Court ruled that harassment—short of threats of violence—can be protected speech. In the United States, we historically believe that defending speech requires defending its worst: Larry Flynt and his porn, even the KKK marching in Skokie.


You have a right to lie, for if you were legally required to tell the truth, then courts or companies would need to adjudicate official truth; in an enlightened society, we tolerate no such imposition. As we well know by now, even former presidents may lie. Said the Department of Justice’s election-interference indictment against Donald Trump: “The Defendant had a right, like every American, to speak publicly about the election and even to claim, falsely, that there had been outcome-determinative fraud during the election and that he had won.”


Of course, concepts of free speech vary greatly across national, cultural, and legal regimes. Germany’s Network Enforcement law, the Netzwerkdurchsetzungsgesetz or NetzDG, requires platforms to take down manifestly illegal content such as hate speech within twenty-four hours and lesser problematic content, including misinformation and “fake news,” within a week, and to report certain activities to authorities. NetzDG subjects platforms to significant fines, and so some free-speech advocates say it leads to overly cautious deletion of users’ speech. China tightly controls speech online. Russia arrests people for their speech. Iran executes speakers. As an American, I know how privileged I am to enjoy the protection of the First Amendment. It is not just that laws differ, but so do definitions and perceptions of hate speech, misinformation, harmful speech, and false news. So many laws regulating online speech are vague on the specifics because these ideas are complex.


Now that everyone can speak online, some say that all speech should be monitored and moderated, made safe for everyone by excluding hate speech, propaganda, harassment, sex of one sort or another, and spam. Let me be very clear and repeat: to moderate speech on a private platform is that platform’s right and its own exercise of free expression. I argue that such moderation is also a platform’s responsibility. We, the market, will decide whether a given platform does a good or bad job of it; this is why so many users left Musk’s ex-Twitter and some authors departed Substack. But I worry when I hear phrases such as “illegal speech” or “harmful speech” or simply “bad speech” in the context of governments forbidding or imposing speech themselves. The private sphere—editors and publishers—have long decided what speech is worth carrying, while critics and consumers have the final word on the speech that spreads and lasts.


Governments have had difficulty controlling speech ever since Gutenberg. Popes banned books, kings of England and France licensed printing. Even they had to deputize others to do the dirty work for them, for printers turned out too much content to monitor. Now there is more speech than ever, and so again governments force intermediaries to do their bidding, telling platforms that they must make the speech conform to certain often vaguely written rules or else their companies could be fined, their executives jailed. The rules are vaguely written because it is hard to simply define good speech vs. bad. Speech is messy because we are.


Consider this case study: Yoel Roth, who holds a PhD in communications from the University of Pennsylvania, worked in trust and safety at Twitter for seven years and headed it into the early days of Elon Musk’s reign. He has told the story of an infamous 2019 tweet by model Chrissy Teigen calling then President Donald Trump a “pussy ass bitch.” Trump’s White House asked Twitter to delete it. Twitter’s rules forbade “behavior that harasses or intimidates, or is otherwise intended to shame or degrade others.” Teigen’s tweet, Roth said, “could be interpreted as falling within its penumbra,” but the moderation team could not agree. Twitter also had a three-insult rule, requiring a pile on of barbs before it would intervene, in hopes that the platform could “avoid arbitrating schoolyard disputes.” In a post on the Lawfare blog, Roth recalls a Talmudic dissection of the tweet:


And so Twitter’s policy teams set about determining whether Teigen’s post violated the three-insult rule—a question that required an exacting analysis not just of the post’s sentiment (clearly hostile) and context (provoked; the president had referred to Teigen as the “filthy mouthed wife” of musician John Legend), but also the grammatical specifics of its construction. Did “pussy,” “ass,” and “bitch” each constitute separate insults, thereby breaking the three-insult rule and warranting a Trump-pleasing removal of the post? (This clearly would have been the politically pragmatic interpretation for a company already beleaguered by accusations of bias against conservatives.) Or—as I concluded at the time, drawing on the sentence diagramming skills I learned in elementary school—did “pussy” modify “ass,” which in turn modified “bitch,” resulting in only a single, adjective-laden insult?… Here was a billion-dollar company, investing a significant amount of time in parsing the sentence structure of a crude insult. I was aware of the absurdity at the time.


Twitter did not take down the tweet. It did finally and permanently suspend Trump’s Twitter account (or not so permanently, as Musk reversed the decision) after executives concluded that he had violated the company’s policy on glorification of violence in the January 6 attack on the US Capitol. Twitter was attacked from the left for not acting sooner and from the right for muzzling Trump.7


Now imagine decisions like this being made by moderators and machines—and I do not exaggerate—hundreds of millions a time a month at Facebook and other social networks, each of their rulings likely to anger someone. What do we expect these platforms to do? Cleanse public discourse of offense for all until it is as banal as a nursery rhyme? Let all flowers and weeds blossom until it is as noxious as Larry Flynt or 8chan? Edit us? Civilize us? Ban the bad guys? Ignore them? This conundrum is what led tech journalist and researcher Mike Masnick to issue Masnick’s Impossibility Theorem: “Content moderation at scale is impossible to do well.” It is one reason why University of Virginia communications scholar Siva Vaidhyanathan argues it was a mistake to try to connect all humankind online. And it is why Roth says it is wrong to have companies act as governments’ agents—though that is what regulators do when they deputize private, corporate intermediaries to enforce government’s wishes regarding speech because the issues are too vast, too complex, too controversial, and too difficult for agencies or courts to handle. Regulating human behavior—whether by government or by technology—is complicated because we are complicated.8
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This is a book entirely about speech: what enables it, who threatens it, how we value it, and how we must protect it. In the first chapter, I will examine the threat to the internet and expression online posed by the current moral panic over the net, including a case study of journalists’ anthropomorphic reaction to AI as the machine-cum-golem. In the second chapter, I will address head-on seven deadly sins attributed to the net, sharing research about these issues as I attempt to separate technology’s faults from our own. It is a mixed verdict. In the third, I seek historical context by looking back at moral panics past, regarding novels, the telegraph, radio, film, TV, and video games. Next, I look at journalists’ reaction to AI and what they are not reporting about its major proponents and the frankly frightening philosophy that drives some technologists’ worldviews. There’s a critical story there that most reporters are missing.


My base fear about all the panicked reporting over the internet is that it will result—it already has resulted—in efforts to control and hamper speech. I will argue that internet hosts must be able to exercise their own freedom to decide what they do and do not carry—indeed, we are right to expect them to make difficult choices and to moderate the worst speech. But I will also argue that to turn these intermediaries into unofficial agents of government censorship is perilous. That is the next chapter, a review of regulation and its unintended consequences thus far. I do not oppose regulation and indeed will propose a framework for it that makes sense to me.


Having come this far, it is important to ask what it is about the internet that we should protect. So in the next chapters, I will try to summon back to mind the fond if sometimes dashed hopes that many of us had in the early days of the internet and the web, followed by a thank-you note to the net, asking us all to keep in mind its benefits not only during the pandemic but every day as we seek information, buy from an emporium of unlimited choice, stay connected with friends, and organize movements.


Finally, I will ask what the internet could be, proposing ways to think about the fixes and protections that we, as the net’s true and proper proprietors, should offer it and the future. I end by calling on the entire internet community—technologists, platforms, journalists, policymakers, government, and every one of us—to enter into covenants of mutual obligation. Everything each of us does on the internet is a brick we add to building that future. We bear responsibility to each other and generations to come.


That is the structure of this book: exploring the internet as it is, as it was, and as it could be. It is told with the realism that comes from living through the internet’s first third of a century, with mistakes made and lessons learned, and the optimism that springs from studying the history of technological change and believing in the value of human creativity and discourse. I aim this to be a positive but pragmatic provocation, an antidote to the moral panics I explore next.
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Chapter 1



The War on the Internet


It has been accused of corrupting the morals of youth and of nations, aggravating anxiety and untold psychological ills, stealing our attention, exploiting our emotions, seducing the vulnerable into escaping from reality, subverting truth, undermining the authority of institutions, invading home and family, wasting time, cheapening the culture, and peddling pornography. Countless calls have been made to regulate and tax it and even to ban it as an emblem of greed and capitalism at the lowest ebb. Not to mention that it has been implicated as a cause of ruined eyesight and posture, addiction, overdose, and even suicide.1


It was the novel, the object of one of the first of many media moral panics that would follow.


“These books are written chiefly to the young, the ignorant, and the idle,” Samuel Johnson observed in 1750. “They are the entertainment of minds unfurnished with ideas, and therefore easily susceptible… open to every false suggestion.”


“It might be said of the present age that the power of controlling thought is passing from the ballad-maker to the novel writer,” said historian Spencer Walpole in 1879. “The novel influences for good or for evil the thoughts of its readers: the thoughts of its readers may ultimately determine the government of the world.”


“Millions of young girls and thousands of young boys are novelized into idiocy,” Hour magazine warned in 1880. “Novel-readers are like opium-smokers: the more they have it the more they want of it, and the publishers, delighted at this state of affairs, go on corrupting public taste and understanding and making fortunes out of this corruption.”2


Invention of this powerful new cultural form is credited to Miguel de Cervantes, whose Don Quixote was itself a fiction about the madness fiction could induce in its hero: “With too little sleep and too much reading his brains dried up, causing him to lose his mind.” Two centuries on from Quixote’s and the modern novel’s birth on the press in 1605, other societal and technological forces drove the genre to sudden popularity and prominence. Education expanded and literacy spread to take in children, women, and the new middling class. Labor moved outside the home, and an industrial and commercial workforce found leisure time to fill in newfound privacy. Trains provided space and time for reading of printed matter, which could be bought from hawkers on board and in station stalls. Books became immensely less expensive to produce thanks to technology: the mechanization and industrialization of printing, and paper made from cheap wood pulp. Novels found ever-larger audiences. Some were serialized in newspapers, some sold in separate installments that came to be called the penny dreadfuls, and many were offered to those who otherwise could not afford them in lending libraries, which themselves were charged with corrupting the morals of women. Here was the dawn of mass culture—and elite fear and contempt for it.


Today, the internet has been accused of each of the novel’s alleged misdemeanors and many more: the polarization of society into echo chambers and filter bubbles, the platforming of disinformation in a war on truth, the rise of hate speech and resurgence of racism, the ruin of youth, the end of privacy, the theft of content, the death of news—not to mention robbing us of our attention, altering our brains, making us stupid, and electing Donald Trump.


Coverage of the internet’s faults and perils is now everywhere in the headlines. “Have smartphones destroyed a generation?” asks The Atlantic. “Digital addictions are drowning us in dopamine,” warns The Wall Street Journal. “Social media looks like the new opiate of the masses,” declares Bloomberg. “Silicon Valley destroys our social skills. Wall it off,” commands National Review. “It’s time to unfriend the internet,” decrees The New York Times. And The Guardian ponders ominously, “Has technology evolved beyond our control?” Television joins the battle cry, with local news and morning-show chats picking up scare stories from newspapers. The newsmagazine show 60 Minutes offers segments on “how screen time impacts the physical structure of kids’ brains, as well as their emotional development and mental health” and how artificial intelligence allegedly imperils humanity.


Books about the internet can be just as dire. Some claim the net is ruining us: Meganets: How Digital Forces Beyond Our Control Commandeer Our Daily Lives and Inner Realities, by David Auerbach; The Shallows: What the Internet Is Doing to Our Brains, by Nicholas Carr; Why You Can’t Pay Attention—and How to Think Deeply Again, by Johann Hari; and Why Social Media Is Ruining Your Life, by Katherine Ormerod. Some titles proclaim Armageddon: New Dark Age: Technology and the End of the Future, by James Bridle, and World Without Mind: The Existential Threat of Big Tech, by Franklin Foer. In Ten Arguments for Deleting Your Social Media Accounts Right Now, self-hating technologist Jaron Lanier, who coined and helped invent “virtual reality,” asserts that social media is making us into—these are his words—addicts, assholes, robots, lab rats, trolls, and zombies devoid of empathy, happiness, and free will.3


In her almost seven-hundred-page screed, The Age of Surveillance Capitalism: The Fight for a Human Future at the New Frontier of Power, Harvard Business School’s Shoshana Zuboff declares that the internet’s “surveillance capitalism feeds on every aspect of every human’s experience” with “no exit, no voice, and no loyalty, only helplessness, resignation, and psychic numbing,” which is built upon “a weaponized virus of moral nihilism programmed to target human agency and delete resistance and creativity from the text of human possibility,” all part of a “cunning fraud designed to render us helpless and passive in the face of implacable forces that are and must always be indifferent to the merely human.” And in The Internet Is Not What You Think It Is, Justin E. H. Smith proclaims: “The internet is anti-human. If we could put it on trial, its crime would be a crime against humanity.”4


Get a grip, people.


The current moral panic over the internet, demonizing it as the cause of much that is wrong today, is very much like those reactions brought on by the novel, the book before it, and later by the telegraph, radio, cinema, telephone, television, comic books, pornography, rock lyrics, and video games. “A moral panic,” in sociologist Ashley Crossman’s definition, “is a widespread fear, most often an irrational one, that someone or something is a threat to the values, safety, and interests of a community or society at large. Typically a moral panic is perpetuated by the news media, fueled by politicians, and often results in the passage of new laws or policies that target the source of the panic. In this way, moral panic can foster increased social control.”5


That is precisely my concern: that technopanic in the press paves the way for governments, whether well-intentioned or authoritarian, to fence in the freedoms the net has brought us all—but especially those who for too long were marginalized in mass media but now, at last, can be heard online. And so, under cover of commentators’ cries that “something must be done,” legislators propose laws to take away protection of freedom of expression online, to at once ban certain speech or to force platforms to carry it, to bar young people from social media, to ban TikTok, to demand that technology companies take down “legal but harmful speech,” and to forbid the nipple, novels, textbooks, and even children’s books as pornography.


It wasn’t long ago that the press paid reverential obeisance to Silicon Valley, writing no end of starstruck features about every new product announcement, romanticizing the digital future, raising geeks to celebrity status, and lionizing their investors as prescient business geniuses. An entire genre of computer magazines appeared and then disappeared, paradoxically put out of business by the technology they celebrated. The surviving pioneer, Wired, “held that the digital revolution would sweep away a host of old social institutions, draining them of their power as it rendered them obsolete,” recounts George Washington University professor David Karpf, who read every issue of the magazine to audit its vision of the future. “In their place, Wired repeatedly proclaimed, the revolution would bring an era of transformative abundance and prosperity, its foothold in the future secured by the irresistible dynamics of bandwidth, processing power, and the free market.” In 1996, Time magazine enthroned a barefoot, baby-faced Marc Andreessen, a founder of Netscape, on its cover as the representative of “the golden geeks.” In 2010, Time anointed Mark Zuckerberg its person of the year, and four years later its cover still lauded his “plan to get every human online.” But by 2021, Time had turned on him and suggested on the cover that everyone should delete Facebook.6


What happened? Did the public fall out of love with the internet and technology? Apparently not, for we are all accused of ongoing addiction to both. Even embattled Facebook has tipped over the line to three billion monthly users. The Edelman Trust Barometer’s special report on technology in 2022 crowned the technology industry the most trusted of all—ahead of food, health, manufacturing, and retail—with 76 percent of respondents worldwide putting their faith in it, even as social media’s tarnished reputation lowered its average. Did the internet suddenly sour like old milk and go bad? There have been numerous missteps and scandals—a long string, from Cambridge Analytica scraping information about Facebook’s users to troll armies attacking elections. And countless problems dog the net relating to disinformation, hate speech, violations of privacy, and alleged addiction among youth, which I will examine in the next chapter. But in truth, our computers and phones and the services offered on them have become only more useful and popular. Perhaps the internet fell off a pedestal built too high by both technologists and the press. Or perhaps it was pushed.7


Researcher Nirit Weiss-Blatt has a theory. She studied press coverage of technology—primarily the big Silicon Valley companies—and in her review of data and in interviews with prominent journalists and communications experts she found a consensus: that news organizations’ attitude toward tech flipped practically 180 degrees at an identifiable moment, “Donald Trump’s victory in November 2016 and the reckoning that followed it.” In the event, journalists wanted someone else to blame. That, she says, was the start of the techlash. Hers is a convincing analysis.8


The Information Technology & Innovation Foundation takes a longer-term view of techlash, theorizing that it might be a byproduct of shrinking newsrooms, where “it may be easier to simply quote the professional technology critics without critically examining the merits of their claims and questioning whether they deserve to be repeated.” “As the ‘if it bleeds, it leads’ rule suggests, the press tends to give coverage to issues that raise fear, because they grab attention and generate traffic.… The desire to attract an audience in a competitive online environment creates a strong incentive for reporters and editors to highlight ever more extreme claims, a process that can create a ‘panic cycle’ around emerging technologies.”9


The content industry—in the body of newspapers and then magazines and next television—is mortally imperiled by the internet itself, not by Google or Facebook or craigslist per se, not by tech companies stealing (in publishers’ view) their revenue, but simply by the fact that the internet has finally opened the public square to all, not just those privileged to own printing presses and broadcast towers. Publishers and journalists resent the intrusion on what they think of as their turf. They are jealous of technology’s success. As they did at the dawn of radio, television, cheap books, and even billboards, incumbents ganged up to fight back. Their trade associations, founded to convince advertisers of the value of advertising, are now lobbyists spending political capital earned through journalism to buy favors from politicians in the form of protectionist legislation in countries from Germany to Australia to Canada. Old press barons and pols seek to disadvantage the business of new online competitors through regulation, threats to break them up, and extortionate payouts.


If this were merely the battle of titans, old vs. new, that might not be of much concern to the rest of us except as entertainment: pop the popcorn. But our newfound liberty, our speech, and our connections and creativity enabled by the internet are also threatened in the current storm of moral panic and its effects. What is at stake is nothing less than public discourse and our freedom of expression. The internet has allowed movements to coalesce, seeking justice against inequality too long ignored by the press. It brings information, education, commerce, and culture to those willing to look for it. It is where we, all of us, can create our culture instead of merely consuming the cultural content packaged and fed to us by the old industries. The internet is us. When it is threatened, we are threatened.






[image: image]








The story of the media industry’s relationship with the internet industry follows the arc of a tragic Hallmark romance movie, as the two devolved from friends to “frenemies” to foes. How did they fall out of love? It is a story of both economic and political competition and envy.


Some portray the internet as “new media,” a next genre born alongside print and broadcast. I disagree. The opposite is true. The internet—the connected world—is not a subset of media but instead a superset, encompassing media, along with every other sector of society—communication, finance, commerce, education, even crime—all drawn into its irresistible gravity. At the start, the internet did indeed look like a newspaper or a magazine or a TV channel, for as Marshall McLuhan says, the content of any medium is always a prior medium. More important, internet companies borrowed their business model from the old industry, filling up with content to attract attention to sell to advertisers. That, of course, is just the problem: they compete.


But there is a deeper irony at work: Much of what is wrong with the internet it learned from its publishing ancestors. Both industries seek to maximize audience for advertising. Newspapers seduce with sensationalism. TV drags us back with cliffhangers. Online sites fool us into following links with clickbait. It’s all about grabbing attention. The Washington Post publishes advice on how to avoid online doomscrolling with no appreciation of the fact that newspapers invented doomscrolling. Addiction is at the core of the business model of every enterprise built on subscriptions and ratings, whether periodicals or movie sequels, miniseries or cable channels. Much of the internet does spread disinformation, but so do many so-called news outlets—especially Fox News and talk radio. Social media companies are said to play on fear to increase engagement. Well, hell, newspapers, magazines, and TV do that with every breathless headline and BREAKING NEWS chyron hectoring us about crime and disease, money and sex, life and death. I do not say this to blame the incumbents and acquit the internet. I regret that thus far the internet is copying the worst of the old ways. I cannot wait for the net and its creators to break free of this legacy, to reimagine themselves in this new reality.


When journalists report on internet companies, they engage in an unstated conflict of interest. They are covering companies that compete with them for the same audience, attention, and advertising.


Publishers accuse Google and Facebook of stealing their audiences and their affection, though in truth, trust in the news started falling alongside audience size in the US in the 1970s. Newspaper circulation began plummeting before the web—from 64 million in 1990 to 20.9 million in 2022. Surely news organizations bear at least as much responsibility as the internet for the fact that today, 36 percent of those surveyed worldwide say they sometimes or often choose to avoid news.10


Publishers next charge Google, Facebook, and Twitter with stealing their content and with it audience attention when the search and social platforms use headlines to link to news. Publishers insist that their headlines are valuable and that platforms should pay for the privilege of quoting them. The platforms contend in response that when they link via headlines, they are sending readers to news organizations, which amounts to free promotion.


What irks publishers most is that Silicon Valley stole what they still think of as their ad dollars. “Tech overlords Google and Facebook have used monopoly to rob journalism of its revenue,” whines a headline in USA Today. From a turn-of-the-century high of $67 billion, newspapers now bring in about a tenth that amount in print advertising revenue. Who is to say that that lost revenue was publishers’ by rights?


When they began, the founders of both Google and Facebook said they did not want to take advertising. They changed their minds. In 2000, Google launched AdWords, the first self-service ad system, and changed the rules of advertising. Google enabled small merchants who never could afford to appear in expensive metropolitan newspapers and national magazines to suddenly advertise and sell to the world, creating a huge, new market. Unlike old advertising—where marketers pay up front and shoulder all the risk if a campaign flops—Google decided to charge only if a user clicks on an ad; thus Google shares risk and reward with the merchant. Google also provides more data about advertising performance than print or broadcast could. Advertisers had long wanted data to measure the effectiveness of their ads, and now they have it.


In 2007, three years after launching, Facebook announced Social Ads. “Facebook Ads represent a completely new way of advertising online,” Mark Zuckerberg proclaimed. “For the last hundred years, media has been pushed out to people, but now marketers are going to be a part of the conversation.”11 By Facebook’s very nature, its users share information about themselves, and that generates information that can be used to target potential customers for greater relevance and efficacy (leading to Zuboff’s charge of “surveillance capitalism”). The internet once again one-upped the old boys.




OEBPS/images/9781541604131.jpg
W,
dob
We

eav

Why We Must Reclaim the Internet
from Moguls, Misanthropes,
and Moral Panic

J Jeff Jarvis

\






OEBPS/images/sborn.jpg





OEBPS/images/publisher-logo.png
BOOKS





OEBPS/images/Art_tit.jpg
The
Web
We
Weave

Why We Must Reclaim the Internet
from Moguls, Misanthropes,
and Moral Panic

Jeff Jarvis

BASIC BOOKS

New York





OEBPS/images/chorn.jpg
SR





