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One



WHAT IS LIFE?


Have you ever wondered what makes you alive? What makes anything alive?


At the 2012 meeting of the American Chemical Society, in a session on the origin of life, Andrew Ellington proposed a radical theory: “Life does not exist.” Andy is a chemistry professor from the University of Texas at Austin, and this was the first slide of his presentation on RNA* chemistry and the origin of life. His idea left me incredibly perplexed.


I was perplexed because I probably should have agreed with Andy. But I don’t. When I attended Andy’s lecture I was pretty sure I was alive, as I am now. You’re probably confident you are alive too. Haven’t you spent your whole life, well, living? Being alive matters. It’s very different from not being alive.


Yet despite our natural confidence in our own existence, some scientists challenge it and argue that life may be just an illusion or epiphenomenon, explainable by known physics and chemistry. Physicist and public intellectual Sean Carroll is one such individual. In a crowded evening lecture on the Arizona State University campus where I work, I was aghast in my seat as Sean stated how the equations of particle physics are sufficient to explain the existence of all matter—including you and me. Jack Szostak, a Noble Prize winner, holds a similar view, arguing that the focus on defining life is holding us back from understanding life’s origin. According to Jack, the closer you look at any of the “defining” properties of life, the more the boundary between life and nonlife blurs.1


As a child, I remember trying to take an insect apart and then failing to restore it to its original state. I was too surprised at the time to even feel upset. We are all familiar with how life cannot be reduced to its parts, be they elementary particles, atoms, or even molecules. Perhaps it is easiest to take the view, as Andy, Jack, and Sean do, that life is not a property of its parts, and that therefore we don’t need to worry about defining it. If true, it follows that all we need to understand what life does and how it emerges is to understand those parts.


In my training as a theoretical physicist, I was taught to believe that life was not a conceptually deep scientific problem. Instead, the most fundamental concepts regarding the nature of reality were what other physicists had studied—things like space, time, light, energy, and matter. Indeed, the successes of physics have been nothing short of profound: over the short span of the last four hundred years,2 we have gained a deep understanding of how our universe works. We have even defined what we mean by “universe.” At the very small scales, we understand much about the elementary constituents of all matter. At the very largest scales, we can take photos of distant galaxies whose light took more than 13.5 billion years to reach our telescopes.


Yet the origin of life remains one of the greatest puzzles in science. Physics, as we collectively understand it at this moment in history, provides a fundamental description of a universe devoid of life. It’s not the universe I live in, and I bet you don’t live there either.


But if life does exist, what is it?


What are we?


If Vitalism Is Dead, Maybe You Are Too


In stark contrast to the views of modern physicists and chemists, scientists used to believe life exists as a separate category from matter.


Animated matter was believed to be imbued with a “vital” force,3 sometimes referred to as the élan vital. Aristotle called it entelechy; Gottfried Wilhelm Leibniz called it monads.4 They were both describing, as many have, a unique quality found only in living entities that directs living behaviors, such as the development of an embryo, regeneration of a lost limb, or any of the other purposeful activities that seem uniquely characteristic of life. This concept of being alive is somewhat akin to the religious concept of a soul, and some have even called it that. Whatever you call it, we think these features are unique to life because we do not observe them in nonliving things. A rock does not restore its original shape when cut in two, but a planarian worm can and does. Vitalism, as the scientific movement came to be called, was driven by the idea that what makes matter come alive cannot be described mechanically and is therefore not material.


While modern materialists like Andy, Sean, and Jack regard the known properties of matter as sufficient for explaining life, the vitalists had quite the opposite view. They believed that life does, in fact, exist, but it cannot be explained in terms of the properties of matter.


Often, the idea of a vital principle was discussed in terms of a life energy or vital spark that could animate even dead matter. If this sounds a bit Frankensteinian, that’s because it is. Mary Shelley was just twenty-one when her famous novel Frankenstein was published in 1818.5 When she penned the book, she was reflecting on the leading science of her day, particularly theories on the soul, what makes us alive, and how we might reanimate the dead with electricity.


Mary was influenced by the contemporary work of Luigi Galvani, work later carried on by his nephew Giovanni Aldini.6 These two attempted to animate body parts through electrostimulation; they would stimulate dead frogs’ legs with electric shocks to make them “dance.” Mary was also reportedly inspired by Erasmus Darwin, grandfather of the more famous Darwin, Charles. The elder Darwin wrote on the topic of spontaneous generation, citing how inanimate materials could spontaneously become animated in water warmed by sunlight.7


In Mary’s novel, the body parts of the recently deceased could be reanimated by electrocution if they were properly wired together. This is how her lead character, Dr. Victor Frankenstein, made his “living” monster from dead bodies. If we were to try to write down laws of physics that could explain Dr. Frankenstein’s unique insight in animating the monster, we might conjecture he had discovered a life “force” that dissipated slowly after death, and that whatever substance this force was made of was strongly coupled to electromagnetism. It’s a bit of an odd set of properties Dr. Frankenstein discovered in his fictional universe, but matter in our real universe has many strange properties too. Our universe is weird when you start to understand it (in fact, it gets odder the more you think you understand it).


We might imagine a consistent physics that Dr. Frankenstein tapped into that explains life. It just so happens that whatever physics he was onto is not the physics that describes our real universe. The real physics underlying life might be even stranger still. While right now we do not understand what principles govern life, they may one day be as obvious to subsequent generations as the curvature of space-time or the existence of particles of light (photons) are to us now.


Many of the vitalists thought life could not be produced by things that were not already themselves alive. Living matter was special because its parts were special, carrying some of that requisite élan vital. Thus, living things were necessary to make more living things; even Dr. Frankenstein had to make his monster from once living parts that were only recently deceased.


Around the time of the publication of Frankenstein, the idea that life is necessary to produce the stuff of life was already beginning to lose popular support within the scientific community. In 1828, Friedrich Wöhler synthesized urea, an organic molecule found in urine, from two other simple molecules, cyanic acid and ammonium. Friedrich’s experiment showed that biologically derived molecules do not carry any sort of life force. The component parts of living matter are no different from those of nonliving matter. In experiments like these, scientists have repeatedly demonstrated that there is nothing that separates the properties of nonliving chemistry from living chemistry: the former can easily be transformed to the latter under appropriate conditions. The sharp boundary between nonlife and life started to blur as humanity began to understand more about chemistry and the physics underlying it. Sean, Jack, Andy, and many others who hold similar views are right . . . to a degree.


In fact, as much as we have looked, we have found the transformation from a nonliving to a living substance is not excluded by any known law of physics or chemistry. There is no life conservation law that says life cannot be created or destroyed. Of course, this is obvious, because we know organisms are born and die—but sometimes it is the most obvious observations that are the hardest to explain scientifically, and harder still to turn into mathematical law.


What modern science has taught us is that life is not a property of matter.


Physicists and chemists see very intimately what the rest of us who think life exists cannot: there is no magic transition point where a molecule or collection of molecules is suddenly “living.” Life is the vaporware of chemistry: a property so obvious in our day-to-day experience—that we are living—is nonexistent when you look at our parts.


If life is not a property of matter, and material things are what exist, then life does not exist. This is probably the logic Andy was going for.


Yet here we are.


The Paradox of Defining Life


Look around you right now. I’ll bet you can confidently catalog what is living and what is not. I could quiz a four-year-old, and they would probably corroborate your classification. In fact, small children seem rather good at telling the difference between living things and inanimate objects with little explicit direction. Once a child is taught that plants are alive, they can readily tell those apart from nonliving things and act accordingly—for example, not stomping on the flower bed but perhaps jumping in the mud instead. Kids can also misclassify life by assuming inanimate objects, like a favorite stuffed animal, are life. Are they wrong in doing this, or are we wrong in correcting them?


Whether we are teaching the correct story to our children assumes that we have it right ourselves. It seems so obvious to us that some things are alive and others are not that “I’ll know it when I see it” has become a popular mantra at professional astrobiology conferences. I could count more times than I have fingers and toes how often I’ve heard this said in lectures by distinguished scientists. Typically, it is meant in jest about the fact that defining life is hard. Naturally this is almost invariably followed by the speaker attempting to define life.


The idiom “I’ll know it when I see it” takes its popular use from the 1964 United States Supreme Court case Jacobellis v. Ohio in a statement made by Supreme Court justice Potter Stewart regarding the subjectivity of deciding whether something constitutes pornography.8 The point made in the court case was that there is no objective definition for pornography—whether something is considered pornography or art is determined by the opinion of the viewer. Just as with defining pornography, current definitions of life are based on our subjective understanding. There are no objective criteria that are universally accepted by scientists, or anyone else for that matter.


This is not for lack of effort. There are dozens of definitions proposed for life. While it might seem like life should be easy to define, it is not.9 For any definition there are always exceptions.


Consider, for example, a definition that includes “the ability to eat, metabolize, excrete, breathe, move, grow, reproduce, and be responsive to external stimuli.” You surely are doing at least a few of these things right now. If you opened an introductory biology textbook, you would likely encounter a similar list without having to read past the first chapter. Biologists have gotten quite good at describing life on Earth. However, this description doesn’t necessarily help us understand life as a general phenomenon in our universe, or to understand the artificial life and intelligences we are creating. Using this defining list, any aliens visiting the Earth might assume cars are the dominant life-form. Despite the way many of us like to name our cars or assign them a gender (my children named our car Little Blue), we usually view this as anthropomorphizing and typically do not consider our cars to be examples of life.


The potential for misclassification of cars as life was pointed out by Carl Sagan, the acclaimed science communicator and an early pioneer in astrobiology, in a colorful essay he penned about the vexed problem of defining life. As Carl pointed out in reference to the textbook definition, “Many such properties are either present in machines that nobody is willing to call alive, or absent from organisms that everybody is willing to call alive.”10 I disagree with Carl’s assertion that we must exclude machines, but I do agree with his other key philosophical observation: one of the great paradoxes in attempts to define life—and a key reason why our definitions continue to fail us—is that even if we start from reasonable assumptions, we do not get what we feel are intuitively reasonable answers.


We end up with cases we want excluded being included, and cases we want included being excluded.


One of the most popular definitions for life circulating in scientific communities is that “life is a self-sustaining chemical system capable of Darwinian evolution.” This definition was first developed in an exobiology* discipline working group organized by John Rummel, who at the time was manager of NASA’s Exobiology Program. Although the definition was developed under the auspices of a NASA working group, it is by no means the official NASA definition, as is sometimes claimed in popular news outlets. It’s not even necessarily a widely accepted definition.


Gerald Joyce, a highly respected RNA chemist, has been mis-accredited as the sole author of this definition, which he himself will point out. This is because in 1994 he wrote about the working group’s definition in the foreword of a book titled Origins of Life: The Central Concepts.11 RNA, short for ribonucleic acid, is believed to have played an early role in the origin of life, at least by those scientists who adhere to the RNA World hypothesis.12 This model proposes that life started with RNA, as opposed to DNA (deoxyribonucleic acid), as the genetic material. During the last few decades, the RNA World has been considered the leading hypothesis for the origin of life on Earth. Gerry studies the in vitro evolution of RNA molecules to understand potential mechanisms of chemical evolution in the putative RNA World. He and his colleagues have demonstrated amazing capabilities in RNA, such as the ability for self-replication and evolution under controlled conditions. Because RNA chemistry isolated and evolved in a test tube can fulfill so many functions of living biochemistry, it is understandable one might arrive at a definition of life as a self-sustaining chemical system capable of Darwinian evolution.


A lot of people use this definition and like it. But at the same time, like all definitions for life, it fails to deliver on solving the hardest problems. It has not allowed us to prove a mechanism for the origin of life nor design new instruments to search for and measure the presence of alien life on another world.


Let’s first focus on the notion of “self-sustaining.” In vitro evolution proceeds by taking a sample from one test tube and transferring it to another, and then another, to simulate successive rounds of evolutionary selection. Because evolution occurs only by intervention of the experimenter, it requires continual human input to sustain an evolving population of RNA.* Most people do not feel comfortable referring to these systems as “life” because they are not self-sustaining and they require human intervention. Most people thus take the stance, like the NASA working group did, that such systems should be excluded.


However, this reasoning also excludes parasites: instead of depending on an experimenter and a test tube, parasites depend on their host organism to survive and reproduce. A fascinating example is the parasite Ophiocordyceps unilateralis, more popularly known as zombie ant fungus, a species of fungi that infiltrates and controls the brains of its host ant, leading the ant to abandon its colony as part of the life cycle of the fungus. These ants, piloted by fungi, are referred to as zombies because they are literally that: while animated, they are not in control. Many of us would consider parasites like Ophiocordyceps unilateralis alive, but it is not self-sustaining without the ant. And indeed, is the ant even really alive when it is being piloted? It requires the fungus at that point to live and to behave.


Then there’s the vexed issue of what defines a “self.” Our ability to sustain our human selves is deeply dependent on others. Try to imagine how long a typical human, accustomed to life as enabled by technology and modern society, could survive in the wild on their own. For most of us this might be only days or weeks. This is not unlike the cells within your body, which would be hard pressed to survive outside the context of you as a living organism. Obviously, there are notable exceptions, like human alpinists who have trained to survive under some of the most harrowing conditions imaginable, or an untrained individual who happens to pick up the skills quickly enough to survive and has just the right amount of luck. But such exceptions are not the rule in modern societies. Are we less alive now as individuals than we were in the past, because once upon a time we were more self-sustaining as individuals (or at least lived in smaller self-sustaining groups)? Are only societies alive now, because they are the things that are self-sustaining?


Next, there’s the concept of “Darwinian evolution,” which many would argue is the defining feature of life. In general, Darwinian evolution applies only to things that can reproduce. Reproduction allows traits to be inherited by offspring from their parents, and selection on these inherited traits can cause populations to change over time. However, by this definition an astronaut in space is not alive and neither is your grandmother, because neither is capable of reproduction. Some organisms, like worker bees or mules, never have the chance to reproduce because they are literally unable to. Are these individuals never alive?


You meet all kinds of people at astrobiology conferences, and some love to challenge your ideas and have you challenge theirs. Lucas Mix, an ordained priest and astrobiologist, is among this crowd. He is open-minded enough to really engage with things he disagrees with. Lucas makes a very clear point in what he calls Darwin life.13 He argues that definitionally it applies only to populations, because populations are the only things that can evolve. I am not a Darwinian system, and neither are you (I mean the human part, not the large populations of microbial cells within our bodies, which can and do evolve). This means that you as an individual are not life and neither was Albert Einstein, but together you might constitute an example of life as members of the same evolving population. If we read too literally into the NASA definition, no individual is life.


In any definition, some things we meant to include will always fall outside the boundary of what counts as life. However, a real understanding of what life is should not depend on how comfortable we are with what will ultimately be considered “alive” or “life.” Neither of these are precisely defined scientific terms. We don’t yet have a general understanding of the category of things that we should group together and call “life.” Therefore either our categorization is wrong or life is not something to be categorized.


Why Life?


If you visit any physics department and hang around the students long enough, you will invariably join a discussion about how all the “great” physicists became great by their mid-twenties. Newton was just twenty-three years old when he discovered the universal law of gravitation. Einstein was twenty-six when he had his “annus mirabilis,” producing groundbreaking work on the photoelectric effect, Brownian motion, special relativity, and the equivalence of mass and energy. Given the youth of many of the individuals among history’s greatest physicists, it is perhaps not surprising that some might think all the great discoveries in physics should also happen while societies themselves are still young, and there might even now be nothing very deep left to discover.


As you can imagine, this puts a bit of pressure at a young age on those among us who want to make significant contributions to the field of theoretical physics. It makes many physicists conservative in the problems we approach early in our careers. I, too, thought fundamental problems were what physicists said they were, so I was not very interested in the origin of life when my PhD adviser, Marcelo Gleiser, a theoretical physicist and cosmologist, suggested that I work on it. In fact, I spent the first three years of my PhD fairly resistant to the idea! I thought I would work on the origin of life for a time, but then get back to the business of being a real physicist and studying real physicist things. However, as my time in graduate school progressed, I became more and more intrigued by the origin-of-life problem. It had none of the baggage or dogmas of conventional theoretical physics and held all the things that attracted me to studying physics in the first place: in origin-of-life research, the ideas were on such tenuous theoretical footing that one could build a new understanding of reality from the bottom up, just as Isaac Newton had done for motion and gravity, James Clerk Maxwell for light, Charles Darwin for evolution, Emmy Noether for symmetries and conservation laws, and Werner Heisenberg and Erwin Schrödinger for elementary particles. As a PhD student, this was a risky thing to decide to spend your career on.


A challenge (as always) was: Where to start in uncharted territory? I was pointed repeatedly to the work of the now controversial, famous physicist Erwin Schrödinger, who played a foundational role in the development of quantum mechanics. In 1943, Erwin, then director of Theoretical Physics at Trinity College in Dublin, Ireland, delivered a series of lectures at the Dublin Institute for Advanced Studies on the topic of life, which was published in the subsequent year as a highly influential book. He aptly titled his lectures “What Is Life?”14 Reading the book of lectures was refreshing for me as a student, not necessarily because of its content, but because of its validation of life as a problem for the physicist’s conception of nature. Erwin argued that life should obey mathematical laws that are simple to describe and that are mathematically elegant.


Importantly for our discussion in this book, what is significant is not that ideas can be written in math. Instead, it is that the abstraction we uncover—which may be written in the form of mathematical laws that explain life—should have high explanatory power. In the philosophy of science, there is a lot of debate about what constitutes “explanation,” but in general we might consider the explanatory power to be higher for theories that clarify more facts about the world, change surprising facts into everyday knowledge, make better (more accurate) predictions, have fewer assumptions, are testable by more observations or experiments, and as the famous Occam’s razor holds, they should also be based on a relatively simple set of elements. In addition to these criteria, the quantum physicist David Deutsch adds that good theories are “hard to vary.”15 That is, a key feature of a good theory is that if you change the details even slightly it is no longer explanatory.


My view is that physics is not a discipline about particles and fields, galaxies and black holes or condensed matter—although those may be things some physicists study. Instead, physics is a way of approaching the world by developing abstract descriptions of nature that possess, in their abstraction away from the everyday objects of our experience, the highest explanatory power. In this book we are after a theory with high explanatory power that will provide new, deeper insights into the nature of life. Incidentally, the fact that explanatory theories work in physics, and science more broadly, is itself an important clue into the nature of life. Life is, after all, the only kind of physical system we know of that can write down explanations like the laws of physics.


Although just about every physicist’s dream is to come up with new mathematical theories for how reality works, Erwin avoided mathematical explanation to make his “What Is Life?” lectures more accessible. They attracted an audience of several hundred, and Erwin wrote in the book version that the audience was warned that “the subject-matter was a difficult one and that the lectures could not be termed popular, even though the physicist’s most dreaded weapon, mathematical deduction, would hardly be utilized.” My guess is he knew enough to know that had he tried to explain life by mathematical deduction at that point in time, he would have failed. Maybe he did not want to admit this.


Erwin framed his question about life, assuming a well-defined boundary is significant. He asked, “How can the events in space and time which take place within the spatial boundary of a living organism be accounted for by physics and chemistry?” Here was his first major misstep, dooming him and many generations of physicists to not find the answer. If there is a fundamental unit of life, it is not an individual organism, because no individual is isolated from the evolutionary chain of events that produced it.


Erwin introduced a new concept to partially explain life, which he called negative entropy (later shortened to “negentropy” by another well-known physicist, Léon Brillouin, in his own writing on related topics).16 Erwin drew inspiration from the second law of thermodynamics, which states that the entropy of an isolated system should always increase. The three laws of thermodynamics were developed in the 1800s by Sadi Carnot, Ludwig Boltzmann, and others, who were able to codify the relationship between heat and energy. In these laws, entropy is a way of measuring how disorderly things are. You can also think of it as a measure of the unavailability of energy for doing useful things. According to physicists, maximum “disorder”—aka maximum entropy—means a system can do nothing more of interest and therefore it is deadly boring.


For living things to, well, live, they need to harness energy from their environment—that is, they need to eat and then be able to metabolize what they have eaten to turn it into energy and biomass. The banana bread I had for a snack this afternoon is currently being metabolized in my stomach as I type this. This in effect decreases the entropy of my environment, creating more order instead of disorder. Because acquiring energy in this way is so central to what life must do to persist, many have confused this with what life is.


Erwin asked, if entropy always increases, then how do we exist? This is the crux of what is sometimes called Schrödinger’s paradox: the fact that living organisms persist even though the second law suggests we should not.


As far as paradoxes go, this one is easily resolved. One need only recognize that the second law is a statistical and not an exact statement. Instead of thinking about a box with a gas of particles inside it, physicists will think about many identical boxes with the same kinds of particles inside them. There is nothing to prohibit a single box from violating the statistical trend of the rest, at least for a short time. If you had ten boxes with particles zigging and zagging about like billiard balls, one box could—by random chance—arrive at having all the particles in the same corner. This, for physicists, would be considered an ordered, low entropy state because there are fewer ways to describe the box with all the particles in the same corner than there are to describe the multitude of ways the box could be with particles zigzagging in random directions. Perhaps our biosphere is an example of a system in a state of negative entropy, only temporarily averting the second law by fluctuating into an unlikely ordered state. Indeed, this would be observationally consistent with what we know of the distribution of life in the universe—we appear to be the only planet that has undergone such a large, rare fluctuation to order and to life, as far as we know right now. A further reason there is no paradox here is that life on Earth is part of a larger open system, therefore statistically entropy can continue to increase overall in the universe despite the temporary fluctuation that is life as we know it.


In inventing the idea of negative entropy, Erwin did not explain life. He explained only how life could be compatible with the known laws of physics.


Local systems that maintain low entropy by harvesting external free energy (as we do from the Sun) and ejecting waste heat (as our biosphere does, in the form of radiation) are known as dissipative structures, described by Ilya Prigogine in work that won him the Nobel Prize in Chemistry in 1977. Ilya discovered how chemical systems that exchange energy and/or matter with their environment exhibit the emergence of different kinds of organization. Examples range from turbulent flows to convection cells to the patterned spots on a leopard. Ilya was a larger-than-life personality and built up an almost cultlike following based on his conviction that dissipative structures offer a general theory to explain much of the natural world, including life.


Yet there are plenty of examples of dissipative structures that most would not consider “living.” Take for example the Great Red Spot of Jupiter. This storm is driven by the disequilibria conditions created when warm, moist air meets cold, dry air, and it has persisted as an organized structure in the atmosphere of Jupiter for nearly two hundred years.17 There are somewhat similar dissipative structures on the surface of the Earth too—what we call hurricanes, which like the Great Red Spot are storms with high winds that self-organize into a temporarily persistent spiral shape. You would probably be just as hesitant to call a hurricane an example of life on Earth as you would be to call the Great Red Spot on Jupiter an example of alien life.


Unique to Earth (as far as we currently know) are dissipative structures also visible from space that are indeed examples of life: these we call cities. Cities provide an interconnected web of lights visible beyond Earth because of the electromagnetic radiation they give off at night. Like storms, they “self”-organize, only under far-from-equilibrium conditions. Hurricanes and cities are formed by some of the same physics: they are both examples of states of organization maintained far from equilibrium. Many things we observe can be explained in terms of the exchange of energy and work to construct organized assemblies of matter.


Dissipative structures include examples where life exploits the fact that open, far-from-equilibrium systems can locally maintain order. It is necessary that this be true for life as we know it to exist, but it does not explain why life exists. It does not explain the key way in which storms and cities differ. The current Great Red Spot has no memory of the multitude of similar systems that may have preceded it over the several-billion-year history of Jupiter; studying the storm won’t allow us to extract a detailed history of storms that persisted in Jupiter’s past. By contrast, cities are the direct consequence of evolutionary processes that began on Earth more than 3.7 billion years ago, with the gradual acquisition of information leading to the emergence of what we call cellular life, multicellular life, societies with language, and eventually the artifacts of those societies that we call cities. This memory is encoded in the very existence of a city, and you can find evidence of this history by peeling back the different architectural and biological layers much like a palimpsest. Cities do not spontaneously fluctuate into existence because a disequilibrium exists; they require a long causal chain of events—a lineage, as I’ll describe throughout this book—for the universe to construct them. The memory that leads to the construction of a city is acquired over eons via selection; it is not spontaneously self-organized in space, but instead assembled across time.


As hard as we look, there is no evidence that life violates any of the known laws of physics. But being consistent with known laws of physics does not mean life is explained by those laws. In What Is Life?, Erwin wrote:


Living matter, while not eluding the laws of physics as established up to date, is likely to involve other laws of physics hitherto unknown.


That was over seventy-five years ago. To this day, despite the efforts of generations of talented scientists, we cannot derive life from the known laws of physics, even if we are pretty sure it must be consistent with them.


From Atoms to Agents


You may be wondering what any of the foregoing discussion has to do with the actual experience of being alive. Perhaps it sounds like scientists are focusing on all the wrong problems. The ideas of reproduction, metabolism, entropy, order, etc., while possibly relevant to your or my existence, do not instill in us the visceral sense of what it is to be alive in our day-to-day experience.


When asked what it is like to be alive, the most characteristic features we humans usually point to are ones related to the concepts of agency and free will. As technical terms these have defied ready definitions or explanations because right now they are based more on our experience of the world than what is captured by our scientific understanding of it.


Free will is a familiar subject to popular debate, so let’s start there. You probably feel like you have free will. I do too. In fact, I feel like I chose to write this book, and you may feel like you chose to read it. Current popular accounts in physics would claim this cannot be true. For example, Brian Greene, the acclaimed science communicator and string theorist, writes, “The processes of life are molecular meanderings, fully described by physical laws that simultaneously tell a high level of information-based story.”18 I first came across this quote from his recent book, scrolling through posts on Twitter (now X) while cooking breakfast. What stopped me cold on both fronts (cooking and scrolling, which can be risky when done simultaneously) was not the posting of this quote by a fan of Brian’s book. Instead, it was Brian’s own response. He tweeted back, “Reducing life/mind to its molecular basis does not in any way diminish life or mind, but rather aggrandizes both: look at the amazing and wonderful things particles can accomplish.” I had seen videos of Brian arguing how physics has no need for free will, and therefore neither should we: current physics provides an elegant enough description of the universe. But could anyone really believe physics at this moment in history provides an ultimate explanation for what and why we are?


Let’s take a step back to illuminate the conflict between free will and current physics. Free will is generally considered the capacity to act at one’s own discretion, independent of your current state or history. The laws of physics, at least as we understand them now, describe a universe that is fully determined from the beginning. Everything that happens is literally unfolded in the dynamics of elementary particles and fields. Your thoughts and feelings have no impact on reality, let alone you. There’s no room for free will, because everything about you was already determined in the initial state of the universe. End of story. Or is it?


Many scientists assume that all causation occurs at the most microphysical layers of reality, at the fundamental scale of elementary particles. This leaves no room at large scales for what is called higher-level causation, e.g., for us to matter to the universe at all. You may think that your thoughts control your behavior, but the counterargument runs just as Brian declared it: those thoughts are really “just” informational patterns that emerge from the interaction of thousands of neurons, each made up of thousands of molecules interacting, and each molecule is a collection of atoms that are in turn composed of elementary particles—all subject to (known) physics. In this way, a thought—which is a pattern carried by particular chemical and neuronal arrangements—can be reduced to its most basic causes at the level of elementary particles. If the laws of physics have sufficient explanatory power to cover what happens for the low-level things reality is made of, maybe that really is enough to explain it all. The rest is just a constrained outcome within those laws.


Daniel Dennett, the prominent philosopher of mind, has a telling example of the tension this presents in his essay “Herding Cats and Free Will Inflation,”19 in which he makes the important distinction between causation and control. He uses an example centering on the contrast between a boulder and an expert skier hurtling down the same mountain. The boulder, as Dan says, is “out of control”—its trajectory is determined by the laws of physics, but it is not controlled. The skier’s trajectory is also determined by the laws of physics, but she is in control. Her decisions, her skill and strength, the conditions of her skis: all go into determining her trajectory. Causation and control are not the same thing, Dan then argues, because all things are caused but not all things that are caused are controlled. Control requires an agent. Agents can control a process via feedback: information about the trajectory and conditions can be used by a controller to regulate its action. Agents gain self-control via evolution and learning, and this is also how they can control some aspects of themselves and their environment.


A focus on agency and control should be contrasted with “free will inflation,” as Dan calls it: most arguments on free will assume it is all or nothing. The “all” gives free will in all situations, such that nothing can be said to be determined. This is what Brian argues against: physics (and indeed reality) is not a random playground for agents to make any decision we want. We observe things to have determined behavior, particularly at the microscale. The “nothing” removes free will as a possibility at all, because it assumes causation (without control) is sufficient to describe everything. This view ignores that agents also can influence what happens. Dan resolves this by pointing out that you cannot have control over all causation, but you can have it over some. It follows that sometimes you can exert free will, but not always, because you cannot control everything. Free will is something we have sometimes, but not always.


While Dan resolves how free will cannot be all or nothing by invoking agency as a causal category, there is still an open question: we do not know what gives agents this special causal power of control. Indeed, Brian intersects similar concepts in his idea of informational patterns but fails to give a mechanistic account of the physics of what those are.


In the 1970s, the physicist Philip (Phil) W. Anderson, who was awarded a Nobel Prize for his fundamental contributions to our understanding of matter, boldly declared “More Is Different” in a hugely influential essay in a leading scientific research journal Science.20 Phil was among the most prominent voices opposing the reductionist perspective shared by Sean, Andy, Jack, Brian, and others I’ve already highlighted. Phil’s central argument claimed that while we can reduce the components of the universe to elementary building blocks, and in turn describe these by reasonably simple laws (the edifice of the last four hundred years of physics), this does not imply that we can reconstruct the universe from those laws alone. Each new scale—moving up from elementary particles to atoms to chemistry to biology to technology—might have its own fundamental rules or laws, not fully reducible to the lower levels. His work inspired much of the complex systems science that followed. He was involved in the early days of the Santa Fe Institute (SFI), which has been described by David Kushner in Rolling Stone as a “Justice League for renegade geeks.”21 At SFI you will find the kinds of geniuses that like to push against standard paradigms, building the scientific understanding needed for the next century, not the past one. Indeed, thanks to SFI, we now have a sect of scientists that hang out in the desert Southwest of the United States, who think about complex things, and often are found proudly wearing the slogan “More Is Different” on their T-shirts.


It would probably have been a bit less interesting to declare “More Is the Same.” I am glad I do not live in that universe, and that some of my colleagues share my sentiment that such a universe might be far more boring than the one we live in.


What physics explains right now, very deeply, are some fundamental aspects of reality but not nearly all of them. Yet modern physicists have been rather ambitious in their desire to explain everything. Some literally think we can have a “theory of everything.” Such a theory would be able to explain the origins of gravity, the elementary particles, and by extension—or so some think—everything else, including the agents that Dan points to, if only we had a computer large enough to simulate them with known physics. But in the words of David Krakauer, president of SFI, “A theory of everything is a theory of everything except those things that theorize.”22 For all the talk of the explanatory power of a theory of everything, any attempts at making one are to date missing an important feature of our reality: us.


Personally, I am convinced there is entirely new physics in the living universe (the part of reality that includes living things), awaiting our discovery. Or at least I am convinced that adopting this view is more productive for gaining traction on hard problems like the origin of life or finding aliens than assuming there is nothing fundamentally new to discover in life. More radically, it is not just new laws in the old paradigm that we need to dream up, but new ways of doing physics and new implications for our understanding of seemingly elementary things we think we already have a handle on, like matter and time.


To get to an answer for “What is life?” we may need to ask a different question: “Why life?” That is, we must transition from defining life based on a set of descriptors possibly unique to our Earth, to deriving life’s properties from a fundamental theory of the kind physicists are known for developing, which not only explains what but also why. This is necessary if we are to have any hope of solving how life first emerged on Earth or generalizing our understanding of the possibilities for life that may lie beyond the boundaries of our own planet.


I am alive and you are too. It’s time we had a physics that could explain this, but we might need new explanations to do so.


Natural Kinds


When I was an undergraduate student, our physics professors would often tell tales of how shortsighted scientists were at the turn of the nineteenth century into the twentieth. “They thought all the problems were solved!” I would hear one professor chuckle in a course on classical mechanics. “There was nothing fundamental left to be discovered!” Another would gasp in a course on thermodynamics. “The prevailing thought of the day was that all that was left was technical refinement,” to yet more amusement in a class on quantum mechanics. I would laugh too. So long as I studied what physics departments taught, it seemed that shortsighted views of the future were just a history lesson—one we were taught about the past but that we were not taught to look out for in the present. “Look at everything we did in the last century!” my professors would say, seemingly amused by how closed-minded their predecessors had been not to see quantum mechanics or general relativity coming.


It did not occur to me that one hundred years from now, future physicists might be saying a similar thing about the turn of the twenty-first century. That is, until I was hired as a professor intending to apply the approaches of theoretical physics in a new way to the problem of the origin of life.


With some trepidation I followed my then postdoctoral mentor, Paul Davies, director of the Beyond Center for Fundamental Concepts in Science at Arizona State University (ASU), to the office of the dean of the College of Liberal Arts and Sciences to discuss the details of my hire to the faculty at ASU. In the very academic environment of a disheveled office, with papers scattered on tables and unerased whiteboards on the walls, we discussed what school within ASU would be my most fitting tenure home.* The options were the School of Earth and Space Exploration, the School of Life Sciences, or the Department of Physics. “To be frank, it doesn’t matter which you choose, they all have equally deplorable numbers of women faculty,” the dean said, looking me straight in the eye. Paul raised an eyebrow. This did not faze me, and neither did the reality that only two of the stated three options were really available: the physics department already thought I wasn’t hirable—the problems I worked on were too far outside of the scope of what physicists do, even though I was formally trained as a theoretical physicist and approached my work as such.


Lee Cronin, the Regius Professor of Chemistry at the University of Glasgow, describes what our field is going through as “pre-paradigmatic”: understanding what life is and how it arises is exciting because there are no established frameworks that researchers need hold ourselves to. For those of us in the trenches, this can be a source of inspiration: pre-paradigmatic science affords more room for creativity. It’s also a challenge. You are hanging over the edge of what we know and need to raise money to do it, convince colleagues you are on the right track (or in the case of the problem of life, sometimes that there is a problem to be solved at all!), and convince students and postdoctoral researchers to risk their careers working on hard problems with you. Science is first and foremost a social endeavor.


Lee’s reference to Thomas Kuhn’s idea of science in its pre-paradigm phase is apt. Thomas Kuhn was a historian and philosopher of science who introduced the concept of a “paradigm shift” in his highly influential book, The Structure of Scientific Revolutions,23 published in 1962. Thomas’s key argument was that science is not continuous in its generation of new knowledge: instead, there are major and abrupt transitions—paradigm shifts—that open new approaches to understanding the world that scientists would not have considered valid in earlier generations. A key feature of his idea is that what constitutes scientific truth is informed not only by what might be objective features of the world, but also the consensus of the scientific community at a given point in history. Immature sciences, or those that are pre-paradigmatic, are those that lack consensus. This lack of consensus can take many forms: in the relevant questions to ask, in the answers we might find, or in who is qualified to ask and answer the questions.


There is no standard paradigm that defines a discipline squarely housing the study of what life is, nor are there standard methods of study for how we should approach this problem. The boundary between the phenomena we want to think of as life and not life is fuzzy at best and may not exist at all.


We cannot always see this clearly because of the arbitrary boundaries we set between the current classification of disciplines we think are needed to solve the problem, which are based on paradigms not suited for solving what life is. I am a physicist by training, so I must constantly check the biases I bring from that training into how I think about the world and my work on the origin of life.


In my experience, and broadly speaking, biologists approach the problem by defining life in terms of observed features of life on Earth, which is not especially useful when you’re looking for life’s origins or for life elsewhere in the universe. Astrobiologists need guiding principles to inform how they conduct their search, but they, too, end up being overly anthropocentric in their reasoning: their search is most often directed at signs of life that would indicate biology exactly as we observe it here on Earth. Chemists either think life does not exist or that it is all chemistry (probably these are equivalent views). Computer scientists tend to focus too much on the software—the information processing and replicative abilities of life—and not enough on the hardware, i.e., the fact that life is a physical system that emerges from chemistry, and that the properties of chemistry literally matter. Physicists tend to focus too much on the physical—life is about thermodynamics and flows of energy and matter—and miss the informational and evolutionary aspects that seem to be the most distinctive features of the things we want to call life. Philosophers focus too much on the need for a definition or the flaws of providing one, and not enough on how we can move as a community beyond the definitional phase into a new paradigm.


Nature does not share these boundaries between disciplines. They are artifacts of our human conception of nature, our need to classify things, and historical contingencies in how our understanding of the reality around us has evolved over the last few centuries. That is, they are the product of paradigms established in the past. We are in part pre-paradigmatic in understanding life as a general phenomenon in the universe because there is no defined discipline that can fully accommodate the intellectual discussion that needs to be had about what life is—at least not yet.


Now, it may be the case that life does not warrant a deep explanation in the manner that other physical phenomena do. I am biased by my training as a theoretical physicist and by my desire for deep explanations, and I must admit that there may well be no such fundamental explanation. Yet given how attempts to define life based on common sense criteria have so far failed, it may be our best shot. I also find it hard to believe that quantum physics and theories of gravity reveal deeper aspects about the fundamental nature of reality than life does: life is after all the only part of the universe we know of that can comprehend the rest, including writing down these theories of physics. Surely that warrants an explanation that is equally as deep as quantum physics or relativity, if not deeper.


In the Beyond Center for Fundamental Concepts in Science where I work at ASU, we regularly hold workshops on boundary-pushing topics, with provocative titles like “Why the Quantum?,” “Quantifying Complexity: Can It Be Done?,” “Nature as Computation,” “The Origins of Meaning,” “Mathematics: Evolved or Eternal?,” and “Infinite Turtles or Ground Truth?” After one such workshop I was walking back toward campus from the meeting venue with Frank Wilczek. Frank is the modern instantiation of the iconic physicist—when you think of a physicist, you probably have a Frank-like avatar in your mind. He won the Nobel Prize for work on quantum chromodynamics done in his early twenties, and he has contributed foundational ideas to many other areas of physics, from proposing axions as a dark matter candidate to more recent work on the idea of time crystals. I greatly admire Frank, but I don’t agree with him much on things outside the standard canon of physics, including his views on life or self-reproduction. On this occasion, we were discussing the question of what life is. I explained some of my ideas, to which Frank responded to the effect of “Well that is not an intuitive view.” I was a bit perplexed, as it seemed completely intuitive to me, even if somewhat unorthodox.


While I was very confused that an abstract idea about what life is wouldn’t resonate with one of the world’s great physicists, I was also struck by what Frank said next: “Maybe the problem is life is not a natural kind.” I wasn’t familiar with the term at the time, so I had to go look it up after our conversation. Philosophers refer to categories as kinds, and a kind is natural when it reflects the structure of the natural world and not our own subjective views as humans. I’m pretty sure Frank was implying that the way we talk about life is not a category the universe recognizes but is rather a human-derived construct. I could not agree with this point then. But I have come to think that this is probably right. As is the fact that life does not exist, at least not in the way we currently think it does. That something is missing from the modern foundations of physics from which we might explain, and in turn derive, life’s key features is, however, a very real possibility.





________


* RNA is an acronym for ribonucleic acid, an important biomolecule believed by some to play a critical role in the origin of life due to its function as an information-bearing molecule and a chemical catalyst.


* “Exobiology” is an alternative term for the branch of research also known as astrobiology. While both terms were used in the early days of the field, as the science has matured and become a more serious research endeavor with federally supported research programs, “astrobiology” became more commonly used, but both are still in use and can be used interchangeably.


* In vitro evolution works by allowing RNA molecules to replicate in a test tube. Those that are the best replicators, i.e., those that are most “fit” in the terminology of evolutionary theory, will take a larger share of the resources and therefore be more abundant. A small sample of material is taken from the test tube and transferred to another with fresh resources, and exponential growth is allowed to happen again. Over successive iterations, the “fittest” molecules can be amplified in the population—that is, they are selected above the rest. In this way, evolution is not an autonomous process but requires an agent (the experimenter) to drive it.


* I was approved for hire by the provost before a tenure department. For those of you who know how universities hire, you will know this is a bit backward. But I had a large grant and a competing offer from another institution, so ASU decided it might be worth keeping me.
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