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To teachers everywhere, and my teachers in
particular; in fond memory of Peter Sinclair





INTRODUCTION


How to lie with statistics


The truly genuine problem . . . does not consist of proving something false but in proving that the authentic object is authentic.


—UMBERTO ECO1


You know the old story about storks delivering babies?
It’s true.


I can prove it with statistics.


Take a look at the estimated population of storks in each country, and then at the number of babies born each year. Across Europe, there’s a remarkably strong relationship. More storks, more babies; fewer storks, fewer babies.


The pattern is easily strong enough to pass a traditional hurdle for publication in an academic journal. In fact, a scientific paper has been published with the title ‘Storks Deliver Babies (p = 0.008)’. Without getting too technical, all those zeros tell us that this is not a coincidence.2


Perhaps you have already guessed the trick. Large European countries such as Germany, Poland and Turkey are home to many babies and many storks. Small countries such as Albania and Denmark have few babies and few storks. While there’s a clear pattern in the data, that pattern does not mean that storks cause babies to appear.


You can ‘prove’ anything with statistics, it seems – even that storks deliver babies.


You’d certainly have got that impression from reading How to Lie with Statistics. Published in 1954 by a little-known American freelance journalist named Darrell Huff, this wisecracking, cynical little book immediately received a rave review from the New York Times and went on to become perhaps the most popular book on statistics ever published, selling well over a million copies.


The book deserves the popularity, and the praise. It’s a marvel of statistical communication. It also made Darrell Huff a nerd legend. Ben Goldacre, an epidemiologist and bestselling author of Bad Science, has written admiringly of how ‘The Huff’ had written a ‘ripper’. The American writer Charles Wheelan describes his book Naked Statistics as ‘an homage’ to Huff’s ‘classic’. The respected journal Statistical Science organised a Huff retrospective fifty years after its publication.


I used to feel the same way. As a teenager, I loved reading How to Lie with Statistics. Bright, sharp, and illustrated throughout with playful cartoons, the book gave me a peek behind the curtain of statistical manipulation, showing me how the swindling was done so that I would not be fooled again.


Huff is full of examples. He begins by pondering how much money Yale graduates make. According to a 1950 survey, the class of 1924 had an average income of close to $500,000 a year in today’s terms. That is just plausible enough to believe – this is Yale, after all – but half a million dollars a year is a lot of money. Is that really the average?


No. Huff explains that this ‘improbably salubrious’ figure comes from self-reported data, which means we can expect people to exaggerate their income for the sake of vanity. Furthermore, the survey is only of people who bothered to respond – and only those alumni that Yale could find. And who are easily found? The rich and famous. ‘Who are the little lost sheep down in the Yale rolls as “address unknown”?’ asks Huff. Yale will keep track of the millionaire alumni, but some of the also-ran graduates might easily have slipped through the net. All this means that the survey will present a grossly inflated view.


Huff briskly moves on through a vast range of statistical crimes, from toothpaste advertisements based on cherry-picked research to maps that change their meaning depending on how you colour them in. As Huff wrote, ‘The crooks already know these tricks; honest men must learn them in self-defense.’


If you read How to Lie with Statistics, you will come away more sceptical about the ways numbers can deceive you. It’s a clever and instructive book.


But I’ve spent more than a decade trying to communicate statistical ideas and fact-check numerical claims – and over the years, I’ve become more and more uneasy about How to Lie with Statistics and what that little book represents. What does it say about statistics – and about us – that the most successful book on the subject is, from cover to cover, a warning about misinformation?


Darrell Huff published How to Lie with Statistics in 1954. But something else happened that very same year: two British researchers, Richard Doll and Austin Bradford Hill, produced one of the first convincing studies to demonstrate that smoking cigarettes caused lung cancer.3


Doll and Hill could not have figured this out without statistics. Lung cancer rates had increased six-fold in the UK in just fifteen years; by 1950 the UK had the highest in the world, and deaths from lung cancer exceeded deaths from tuberculosis for the first time. Even to realise that this was happening required a statistical perspective. No single doctor would have formed more than an anecdotal impression.


As for showing that cigarettes were to blame – again, statistics were essential. A lot of people thought that motor cars were the cause of the rise in lung cancer. That made perfect sense. In the first half of the twentieth century, motor cars became commonplace, with their exhaust fumes and the strangely compelling vapour from the tar in new roads. Lung cancer increased at the same time. Figuring out the truth – that it was cigarettes rather than cars that caused lung cancer – required more than simply looking around. It required researchers to start counting, and comparing, with care. More concisely, it required statistics.


The cigarette hypothesis was viewed with scepticism by many, although it was not entirely new. For example, there had been a big research effort in Nazi Germany to produce evidence that cigarettes were dangerous; Adolf Hitler despised smoking. The Führer was no doubt pleased when German doctors discovered that cigarettes caused cancer. For obvious reasons, though, ‘hated by Nazis’ was no impediment to the popularity of tobacco.


So Doll and Hill decided to conduct their own statistical investigations. Richard Doll was a handsome, quiet and unfailingly polite young man. He had returned from the Second World War with a head full of ideas about how statistics could revolutionise medicine. His mentor, Austin Bradford Hill, had been a pilot in the First World War before nearly dying of tuberculosis.* Hill was a charismatic man, had a sharp wit, and was said to be the finest medical statistician of the twentieth century.4 Their work together as data detectives was to prove life-saving.


The pair’s first smoking-and-cancer study began on New Year’s Day, 1948. It was centred around twenty hospitals in north-west London, and Richard Doll was in charge. Every time a patient arrived in hospital with cancer, nurses would – at random – find someone else in the same hospital of the same sex and about the same age. Both the cancer patients and their counterparts would be quizzed in depth about where they lived and worked, their lifestyle and diet, and their history of smoking. Week after week, month after month, the results trickled in.


In October 1949, less than two years after the trial began, Doll stopped smoking. He was thirty-seven, and had been a smoker his entire adult life. He and Hill had discovered that heavy smoking of cigarettes didn’t just double the risk of lung cancer, or triple the risk, or even quadruple the risk. It made you sixteen times more likely to get lung cancer.5


Hill and Doll published their results in September 1950, and promptly embarked on a bigger, longer-term and more ambitious trial. Hill wrote to every doctor in the UK – all 59,600 of them – asking them to complete a ‘questionary’ about their health and smoking habits. Doll and Hill figured that the doctors would be capable of keeping track of what they smoked. They would stay on the medical register, so they’d always be easy to find. And when a doctor dies, you can expect a good diagnosis as to the cause of death. All Hill and Doll had to do was wait.


More than 40,000 doctors responded to Hill’s request, but not all of them were delighted. You have to understand that smoking was extremely common at the time, and it was no surprise to find that 85 per cent of the male doctors in Doll and Hill’s initial sample were smokers. Nobody likes to be told that they might be slowly killing themselves, especially if the suicide method is highly addictive.


One doctor buttonholed Hill at a London party. ‘You’re the chap who wants us to stop smoking,’ he pointedly declared.


‘Not at all,’ replied Hill, who was still a pipe-smoker himself. ‘I’m interested if you go on smoking to see how you die. I’m interested if you stop because I want to see how you die. So you choose for yourself, stop or go on. It’s a matter of indifference to me. I shall score up your death anyway.’6


Did I mention that Hill originally trained as an economist? It’s where he learned his charm.


The study of doctors rolled on for decades, but it wasn’t long before Doll and Hill had enough data to publish a clear conclusion: smoking causes lung cancer, and the more you smoke the higher the risk. What’s more – and this was new – smoking causes heart attacks, too.


Doctors aren’t fools. In 1954, when the research was published in the doctors’ own professional magazine, the British Medical Journal, they could draw their own conclusions. Hill quit smoking that year, and many of his fellow doctors quit too. Doctors became the first identifiable social group in the UK to give up smoking in large numbers.


In 1954, then, two visions of statistics had emerged at the same time. To the many readers of Darrell Huff’s How to Lie with Statistics, statistics were a game, full of swindlers and cheats – and it could be amusing to catch the scoundrels at their tricks. But for Austin Bradford Hill and Richard Doll, statistics were no laughing matter. Their game had the highest imaginable stakes, and if it was played honestly and well, it would save lives.


By the spring of 2020 – as I was putting the finishing touches to this book – the high stakes involved in rigorous, timely and honest statistics had suddenly become all too clear. A new coronavirus was sweeping the world. Politicians had to take the most consequential decisions for decades, and fast. Many of those decisions depended on data detective work that epidemiologists, medical statisticians and economists were scrambling to conduct. Tens of millions of lives were potentially at risk. So were billions of people’s livelihoods.


As I write these words, it is early April 2020: countries around the world are a couple of weeks into lockdowns, global deaths have just passed 60,000, and it is far from clear how the story will unfold. Perhaps, by the time this book is in your hands, we will be mired in the deepest economic depression since the 1930s and the death toll will have mushroomed. Perhaps, by human ingenuity or good fortune, such apocalyptic fears will have faded into memory. Many scenarios seem plausible. And that’s the problem.


An epidemiologist, John Ioannidis, wrote in mid-March that Covid-19 ‘might be a one-in-a-century evidence fiasco’.7 The data detectives are doing their best – but they’re having to work with data that’s patchy, inconsistent and woefully inadequate for making life-and-death decisions with the confidence we’d like.


Details of the fiasco will, no doubt, be studied for years to come. But some things already seem clear. At the beginning of the crisis, for example, politics seem to have impeded the free flow of honest statistics – a problem we’ll return to in the eighth chapter. Taiwan complained that in late December 2019 it had given important clues about human-to-human transmission to the World Health Organization – but as late as mid-January, the WHO was reassuringly tweeting that China had found no evidence of human-to-human transmission. (Taiwan is not a member of the WHO, because China claims sovereignty over the territory and demands that it should not be treated as an independent state. It’s possible that this geopolitical obstacle led to the alleged delay.)8


Did this matter? Almost certainly; with cases doubling every two or three days, we will never know what might have been different with an extra couple of weeks of warning. It’s clear that many leaders took time to appreciate the potential gravity of the threat. President Trump, for instance, announced in late February ‘It’s going to disappear. One day it’s like a miracle, it will disappear.’ Four weeks later, with 1300 Americans dead and more confirmed cases in the US than any other country, Mr Trump was still talking hopefully about getting everybody to church at Easter.9


As I write, debates are raging. Can rapid testing, isolation and contact-tracing contain outbreaks indefinitely, or only delay their spread? Should we worry more about small indoor gatherings or large outdoor gatherings? Does closing schools help to prevent the spread of the virus, or do more harm as children go to stay with vulnerable grandparents? How much does wearing masks help? These and many other questions can be answered only by good data about who had been infected, and when.


But a vast number of infections were not being registered in official statistics, owing to a lack of tests. And the tests that were being conducted were giving a skewed picture, being focused on medical staff, critically ill patients, and – let’s face it – rich, famous people. At the time of writing, the data simply can’t yet tell us how many mild or asymptomatic cases there are – and hence how deadly the virus really is. As the death toll rose exponentially in March, doubling every two days, there was no time to wait and see. Leaders put economies into an induced coma – more than three million Americans filed jobless claims in a single week in late March, five times the previous record. The following week was even worse: another six and a half million claims were filed. Were the potential health consequences really catastrophic enough to justify sweeping away so many people’s incomes? It seemed so – but epidemiologists could only make their best guesses with very limited information.


It’s hard to imagine a more extraordinary illustration of how much we usually take accurate, systematically gathered numbers for granted. The statistics for a huge range of important issues that predate the coronavirus have been painstakingly assembled over the years by diligent statisticians, and often made available to download, free of charge, anywhere in the world. Yet we are spoiled by such luxury, casually dismissing ‘lies, damned lies and statistics’. The case of Covid-19 reminds us how desperate the situation can become when the statistics simply aren’t there.


Darrell Huff made statistics seem like a stage magician’s trick: all good fun but never to be taken seriously. Long before the coronavirus, I’d started to worry that this isn’t an attitude that helps us today. We’ve lost our sense that statistics might help us make the world add up. It’s not that we feel every statistic is a lie, but that we feel helpless to pick out the truths. So we believe whatever we want to believe (more on that in the next chapter), and for the rest we adopt Huff’s response: a harsh laugh, a shrug, or both.


This statistical cynicism is not just a shame – it’s a tragedy. If we give in to a sense that we no longer have the power to figure out what’s true, then we’ve abandoned a vital tool. It’s a tool that showed us that cigarettes were deadly. It’s our only real chance of finding a way through the coronavirus crisis – or, more broadly, understanding the complex world in which we live. But the tool is useless if we lapse into a reflexive dismissal of any unwelcome statistical claim. Of course, we shouldn’t be credulous, but the antidote to credulity isn’t to believe nothing, but to have the confidence to assess information with curiosity and a healthy scepticism.


Good statistics are not a trick, although they are a kind of magic. Good statistics are not smoke and mirrors; in fact, they help us see more clearly. Good statistics are like a telescope for an astronomer, a microscope for a bacteriologist, or an X-ray for a radiologist. If we are willing to let them, good statistics help us see things about the world around us and about ourselves – both large and small – that we would not be able to see in any other way.


My main aim with this book is to persuade you to embrace Doll and Hill’s vision, not Huff’s cynicism. I want to convince you that statistics can be used to illuminate reality with clarity and honesty. To do that, I need to show you that you can use statistical reasoning for yourself, evaluating the claims that surround you in the media, on social media, and in everyday conversation. I want to help you evaluate claims from scratch, and just as important, to figure out where to find help that you can trust.


The good news is that this is going to be fun. There’s a real satisfaction in getting to the bottom of the statistical story: you gain in confidence and feed your curiosity along the way, and end up feeling that you’ve mastered something. You understand rather than sneering from the sidelines. Darrell Huff’s approach is junk food: superficially appealing but tedious after a while. And it’s bad for you. But the opposite of statistical junk food isn’t raw oats and turnips: it’s a satisfying and delightfully varied menu.


In this book I’ll be describing what I’ve learned myself since 2007, when the BBC asked me to present a radio programme called More or Less, a show about numbers in the news and in life. The show’s creators, the journalist Michael Blastland and the economist Sir Andrew Dilnot, were moving on. I was less well qualified for the role than the BBC might have imagined: I trained in economic theory, not statistics. Yes, that training gave me some self-assurance when it came to numbers, but it was mostly defensive: I’d learned to spot flaws and tricks, but couldn’t do much beyond that.


It was there that my journey away from the viewpoint of Darrell Huff began.


Week after week, my colleagues and I would evaluate the statistical claims that had emerged out of the mouths of politicians or been printed in large type in the newspapers. Those claims often stretched the truth, but by itself a simple fact-check never seemed like a satisfying response. We would find that behind each claim – true, false, or borderline – was a fascinating world to explore and explain. Whether we were evaluating the prevalence of strokes, the evidence that debt damages economic growth, or even the number of times in The Hobbit that the word ‘she’ is used, the numbers could illuminate the world as well as obscure it.


As the coronavirus epidemic so starkly illustrates, we depend on reliable numbers to shape our decisions – as individuals, as organisations and as a society. And just as with coronavirus, the statistics have often been gathered only when we faced a crisis. Consider the unemployment rate – a measure of how many people want jobs but do not have them. It’s now a basic piece of information for any government wanting to understand the state of the economy, but back in 1920, nobody could have told you how many people were searching for work.10 Only when severe recessions made the question more politically pertinent did governments begin to collect the data that could answer it.


Our big, bewildering world is full of questions that only careful attention to the numbers can answer. Does Facebook tend to make us happy or sad, and can we predict why different people react in different ways? How many species are in danger of extinction, is that a big proportion of the total, and is the cause climate change, the spread of human agriculture, or something else entirely? Is human innovation speeding up, or slowing down? How serious an impact is the opioid crisis having on the health of Middle America? Is teenage drinking becoming less common – and if so, why?


I grew increasingly uneasy when fans of More or Less complimented the way we ‘debunked false statistics’. Sure, we did that, and it was fun. But slowly, learning on the job, I came to appreciate that the real joy was not in shooting down falsehoods but trying to understand what was true.


Working on More or Less, I learned that common-sense principles can get you a surprisingly long way as a data detective. It’s these principles I shall sum up in this book. Most of the team of researchers and producers, like me, lacked any serious training as to how to handle numbers. But even in highly technical areas, some simple questions – and perhaps an internet search or two – would often produce very rewarding answers. Yes, sometimes an advanced degree in statistics would have been useful, but we never needed it to ask the right questions. You don’t need it either.


Just before Christmas in 1953, senior tobacco executives met at the Plaza Hotel in New York. Doll and Hill’s big study wouldn’t be published until the following year, but the cigarette companies were already aware that the science was starting to look pretty bad for them. They met to figure out how to respond to this looming crisis.


Their answer was – alas – quite brilliant, and set the standard for propaganda ever since.


They muddied the waters. They questioned the existing research; they called for more research; they funded research into other things they might persuade the media to get excited about, such as sick building syndrome or mad cow disease. They manufactured doubt.11 A secret industry memo later reminded insiders that ‘doubt is our product’.12


Understandably, when we think about persuasion, we think about people being tricked into believing something that they shouldn’t – and we’ll discuss this problem in the next chapter. But sometimes the problem is not that we are too eager to believe something, but that we find reasons not to believe anything. Smokers liked smoking, were physically dependent on nicotine, and wanted to keep smoking if they could. A situation where smokers shrugged and said to themselves ‘I can’t figure out all these confusing claims’ was a situation that suited the tobacco industry well. Their challenge was not to convince smokers that cigarettes were safe, but to create doubt about the statistical evidence that showed they were dangerous.


And it turns out that doubt is a really easy product to make. A couple of decades ago, psychologists Kari Edwards and Edward Smith conducted an experiment in which they asked people in the US to produce arguments in favour of and against the politically fraught positions of the day such as abortion rights, spanking children, allowing homosexual couples to adopt, quotas for hiring minorities, and the death penalty for under-sixteens.13 Unsurprisingly, they found that people had biases: they found it hard to construct the kind of arguments that their opponents would use to defend their views. More strikingly, Edwards and Smith showed that those biases tended to appear more clearly in negative arguments. Disbelief flowed more fluidly than belief. The experimental subjects found it much easier to argue against positions they disliked than in favour of those they supported. There was a special power in doubt.


Doubt is also easy to sell because it is a part of the process of scientific exploration and debate. Most of us are – or should be – taught at school to question the evidence. The motto of one of the oldest scientific societies, the Royal Society, is nullius in verba – ‘take nobody’s word for it’. A lobby group seeking to deny the statistical evidence will always be able to point to some aspect of the current science that is not settled, note that the matter is terribly complicated, and call for more research. And these claims will sound scientific, even rather wise. Yet they give a false and dangerous impression: that nobody really knows anything.


The techniques of the tobacco industry have been widely embraced.14 They are used today most obviously by climate change deniers, but they have spread beyond scientific questions and into politics. Robert Proctor, a historian who has spent decades studying the tobacco industry, calls modern politics ‘a golden age of ignorance’. Much as many smokers would like to keep smoking, many of us are fondly attached to our gut instincts on political questions. All politicians need to do is persuade us to doubt evidence that would challenge those instincts.


As Donald Trump’s former right-hand man Steve Bannon infamously told the writer Michael Lewis, ‘The Democrats don’t matter. The real opposition is the media. And the way to deal with them is to flood the zone with shit.’15


The history of another term associated with Donald Trump – ‘fake news’ – is instructive here. Originally, it described a very specific phenomenon: websites publishing false articles in the hope of getting clicks from social media and thus advertising dollars. The iconic example was the claim that the Pope endorsed Trump’s presidential bid. When Trump won, for a while there was a moral panic, serious commentators worried that gullible voters had been lured into voting for Trump because they believed these outrageous lies.


That panic was a mistake. Academic studies found that fake news was never widespread or influential; most of it was consumed by a small number of highly conservative, elderly voters who were likely Trump supporters all along. These false stories quickly became much less of a problem, as social media websites woke up to the threat.16


But the idea of ‘fake news’ became a powerful one – an excuse to dismiss any inconvenient claim from any source, a modern version of the cynical aphorism about ‘lies, damned lies, and statistics’. Mr Trump, with his twisted talent for turning a complex issue into a political cudgel, deployed the term to demonise regular journalists. So did many other politicians, including Theresa May, then Prime Minister of the UK, and her opposite number, the Labour party leader Jeremy Corbyn.


‘Fake news’ resonated because it tapped into an unfortunate truth: there is plenty of slapdash journalism even in mainstream outlets, as we shall see. But there are also serious and responsible journalists who carefully source their claims, and they found themselves being tossed into the same mental trashcan as the Pope-endorses-Trump merchants.


I worry about a world in which many people will believe anything, but I worry far more about one in which people believe nothing beyond their own preconceptions.


*


In the spring of 1965, a US Senate committee was pondering the life-and-death matter of whether to put a health warning on packets of cigarettes. An expert witness wasn’t so sure about the scientific evidence, and so he turned to the topic of storks and babies. There was a positive correlation between the number of babies born and the number of storks in the vicinity, he explained.17 That old story about babies being delivered by storks wasn’t true, the expert went on; of course it wasn’t. Correlation is not causation. Storks do not deliver children. But larger places have more room both for children and for storks. Similarly, just because smoking was correlated with lung cancer did not mean – not for a moment – that smoking caused cancer.


‘Do you honestly think there is as casual a relationship between statistics linking smoking with disease as there is about storks?’ asked the committee chair. The expert witness replied that the two ‘seem to me the same’.18


The witness’s name was Darrell Huff.


He’d been paid by the tobacco lobby to do what he did best: weave together witty examples, some statistical savvy and a certain amount of cynicism to cast doubt on the idea that cigarettes were dangerous. He was even working on a sequel to his masterpiece – although it was never published. The sequel’s name was How To Lie With Smoking Statistics.19


Doubt is a powerful weapon, and statistics are a vulnerable target. That target needs defenders. Yes, it’s easy to lie with statistics – but it’s even easier to lie without them.*


And more importantly, without statistics it’s impossible to tell the truth – to understand the world so that we can try to change it for the better, like Richard Doll and Austin Bradford Hill. What they did took some insight and determination, but it required neither genius nor incomprehensible mathematical techniques. They counted what mattered – smokers, non-smokers, cases of lung cancer, cases of heart disease. They counted them methodically and patiently, and based on the evidence they gathered, they drew their conclusions with care. Over the years, those conclusions have saved the lives of tens of millions of people, perhaps including their own: after Hill gave up his pipe and joined Doll as a nonsmoker, both men lived into their nineties.


When we use statistics with assurance and wisdom, we see trends that would otherwise be too subtle to discern. The modern world is very big, very complex and very, very interesting. Almost 8 billion people live here. Trillions of dollars change hands daily in our economy. In the typical human brain, there are 86 billion neurons.20 On the internet, there are around 2 billion websites. And a new virus can spread from a single person to thousands, millions – even billions of others. Whatever we’re trying to understand about the world, each other, and ourselves, we won’t get far without statistics – any more than we can hope to examine bones without an X-ray, bacteria without a microscope, or the heavens without a telescope.


There’s a popular story about Galileo’s telescope: that even as the father of astronomy stood accused of heresy by the Roman Catholic Church, senior cardinals would not look through the instrument he had made, proclaiming it to be a magician’s trick. Galileo said he had seen mountains on the moon? Surely the lens of the telescope was dirty. He had seen the moons of Jupiter? Pah! The moons were in the telescope itself. They refused to look.


Four centuries later, it is easy for us to laugh at the story – which, by the way, has been exaggerated over the years.21 We shouldn’t be so self-satisfied. Many of us refuse to look at statistical evidence because we’re afraid of being tricked. We think we’re being worldly-wise by adopting the Huff approach of cynically dismissing all statistics. But we’re not. We’re admitting defeat to the populists and propagandists who want us to shrug, give up on logic and evidence, and retreat into believing whatever makes us feel good.


I want us to do something different. I want to give you the confidence to pick up the telescope of statistics and use it to scrutinise the world. I want to help you understand the logic behind statistical truths, and escape the grip of the flawed logic, emotions and cognitive biases that shape the falsehoods.


So look through the statistical telescope and gaze around. You will be amazed at how clearly you will be able to see.





___________


* In an act of sweet revenge, Hill later showed how to cure tuberculosis in what is generally accepted as the first rigorously randomised clinical trial.


* This aphorism is popular among statisticians. I often see it attributed to the great statistician Frederick Mosteller, but haven’t been able to confirm the provenance.





RULE ONE


Search your feelings


LUKE SKYWALKER: ‘No . . . that’s not true. That’s impossible!’


DARTH VADER: ‘Search your feelings, you know it to be true!’


—The Empire Strikes Back (1980)1


Abraham Bredius was nobody’s fool. An art critic and collector, he was the world’s leading scholar on Dutch painters, and particularly the seventeenth-century master Johannes Vermeer. As a young man in the 1880s, Bredius had made his name by spotting works wrongly credited to Vermeer. At the age of eighty-two, in 1937, he was enjoying something of a retirement swansong. He had just published a highly respected book in which he had identified two hundred fakes or imitations of Rembrandt.2


It was at this moment in Bredius’s life that a charming lawyer named Gerard Boon paid a visit to his Monaco villa. Boon wanted to ask Bredius’s opinion of a newly rediscovered work, Christ at Emmaus, thought to have been painted by Vermeer himself. The exacting old man was spellbound. He sent Boon away with his verdict: Emmaus was not only a Vermeer, it was the Dutch master’s finest work.


‘We have here – I am inclined to say – the masterpiece of Johannes Vermeer of Delft,’ wrote Bredius in a magazine article shortly after. ‘Quite different from all his other paintings and yet every inch a Vermeer.


‘When this masterpiece was shown to me I had difficulty controlling my emotion,’ he added, noting reverently that the work was ongerept – Dutch for virginally pure and untouched. It was an ironic choice of words: Emmaus could hardly have been more corrupt. It was a rotten fraud of a painting, stiffly applied to an old canvas just a few months before Bredius caught sight of it, and hardened with Bakelite.


Yet this crude trickery not only caught out Bredius, but the entire Dutch art world. Christ at Emmaus soon sold for 520,000 guilders to the Boijmans Museum in Rotterdam. Compared to the wages of the time that is the equivalent of about £10 million today. Bredius himself contributed to help the museum buy the picture.


Emmaus became the centrepiece of the Boijmans Museum, drawing admiring crowds and rave reviews. Several other paintings in a similar style soon emerged. Once the first forgery had been accepted as a Vermeer, it was easier to pass off these other fakes. They didn’t fool everyone, but like Emmaus they fooled the people who mattered. Critics certified them; museums exhibited them; collectors paid vast sums for them – a total of more than £100 million in today’s money. In financial terms alone, this was a monumental fraud.


But there was more. The Dutch art world revered Vermeer as one of the greatest painters who ever lived. Painting mostly in the 1660s, he had been rediscovered only in the late 1800s. Fewer than forty of his works survive. The apparent emergence of half a dozen Vermeers in just a few years was a major cultural event.


It was also an event that should have strained credulity. But it did not. Why?


Don’t look to the paintings themselves for an answer. If you compare a genuine Vermeer to the first forgery, Emmaus, it is hard to understand how anyone was fooled – let alone anyone as discerning as Abraham Bredius.


Vermeer was a true master. His most famous work is Girl With a Pearl Earring, a luminous portrait of a young woman: seductive, innocent, adoring and anxious all at once. The painting inspired a novel, and a movie starring Scarlett Johansson as the unnamed girl. In The Milkmaid, a simple scene of domesticity is lifted by details such as the rendering of a copper pot, and a display of fresh-baked bread that looks good enough to grab out of the painting. Then there’s Woman Reading a Letter. She stands in the soft light of an unseen window. Is she, perhaps, pregnant? We see her in profile as she holds the letter close to her chest, eyes cast down as she reads. There’s a dramatic stillness about the image – we feel that she’s holding her breath as she scans the letter for news; we hold our breath too. A masterpiece.


And Christ at Emmaus? It’s a static, awkward image by comparison. Rather than seeming to be an inferior imitation of Vermeer, it doesn’t look like a Vermeer at all. It’s not a terrible painting, but it’s not a brilliant one either. Set alongside Vermeer’s works it seems dour and clumsy. And yet it, and several others, fooled the world – and might continue to fool the world to this day, had not the forger been caught out by a combination of recklessness and bad luck.


On May 1945, with the war in Europe at an end, two officers from the Allied Art Commission knocked on the door of 321 Keizersgracht, one of Amsterdam’s most exclusive addresses. They were met by a charismatic little man called Han van Meegeren. The young van Meegeren had enjoyed some brief success as an artist. In middle age, as his jowls had loosened and his hair had silvered, he had grown rich as an art dealer.


But perhaps he had been dealing art with the wrong people, because the officers came with a serious charge: that van Meegeren had sold Johannes Vermeer’s newly discovered masterpiece, The Woman Taken in Adultery, to a German Nazi. And not just any Nazi, but Hitler’s right-hand man, Hermann Göring.


Van Meegeren was arrested and charged with treason. He responded with furious denials, trying to bluster his way to freedom. His forceful, fast-talking manner was usually enough to get him out of a sticky situation. Not this time. A few days into his incarceration, he cracked. He confessed not to treason but to a crime that caused astonishment across the Netherlands and the art world as a whole.


‘Fools!’ he sneered. ‘You think I sold a priceless Vermeer to Göring? There was no Vermeer! I painted it myself.’3


Van Meegeren admitted painting not only the work that had been found in Nazi hands, but Christ at Emmaus and several other supposed Vermeers. The fraud had unravelled not because anyone spotted these flawed forgeries, but because the forger himself confessed. And why wouldn’t he? Selling an irreplaceable Vermeer masterpiece to the Nazis would have been a hanging offence, whereas selling a forgery to Hermann Göring wasn’t just forgivable, it was admirable.


But the question remains: how could a man as expert as Abraham Bredius have been fooled by so crass a forgery? And why begin a book about statistics with a tale that has nothing at all to do with numbers?


The answer to both questions is the same: when it comes to interpreting the world around us, we need to realise that our feelings can trump our expertise. When Bredius wrote ‘I had difficulty controlling my emotion’, he was, alas, correct. Nobody had more skill or knowledge than Bredius, but van Meegeren understood how to turn Bredius’s skill and knowledge into a disadvantage.


Working out how van Meegeren fooled Bredius teaches us much more than a footnote in the history of art; it explains why we buy things we don’t need, fall for the wrong kind of romantic partner, and vote for politicians who betray our trust. In particular, it explains why so often we buy into statistical claims that even a moment’s thought would tell us cannot be true.


Van Meegeren wasn’t an artistic genius, but he intuitively understood something about human nature. Sometimes, we want to be fooled.


We’ll return to the cause of Abraham Bredius’s error in a short while. For now, it’s enough to understand that his deep knowledge of Vermeer’s paintings proved to be a liability rather than an asset. When he saw Christ at Emmaus, Bredius was undone by his emotional response. The same trap lies in wait for any of us.


The aim of this book is to help you be wiser about statistics. That means I also need to help you be wiser about yourself. All the statistical expertise in the world will not prevent you believing claims you shouldn’t believe and dismissing facts you shouldn’t dismiss. That expertise needs to be complemented by control of your own emotional reactions to the statistical claims you see.


In some cases there’s no emotional reaction to worry about. Let’s say I tell you that Mars is more than 50 million kilometres, or 30 million miles, away from the Earth. Very few people have a passionately held belief about that claim, so you can start asking sensible questions immediately.


For example: is 30 million miles a long way? (Sort of. It’s more than a hundred times further than the distance between Earth and the moon. Other planets are a lot further away, though.) Hang on, isn’t Mars in a totally different orbit? Doesn’t that mean the distance between the Earth and Mars varies all the time? (Indeed it does. The minimum distance between the two planets is a bit more than 30 million miles, but sometimes Mars is more than 200 million miles away.) Because there is no emotional response to the claim to trip you up, you can jump straight to trying to understand and evaluate it.


It’s much more challenging when emotional reactions are involved, as we’ve seen with smokers and cancer statistics. Psychologist Ziva Kunda found the same effect in the lab, when she showed experimental subjects an article laying out the evidence that coffee or other sources of caffeine could increase the risk to women of developing breast cysts. Most people found the article pretty convincing. Women who drank a lot of coffee did not.4


We often find ways to dismiss evidence that we don’t like. And the opposite is true, too: when evidence seems to support our preconceptions, we are less likely to look too closely for flaws.


The more extreme the emotional reaction, the harder it is to think straight. What if your doctor told you that you had a rare form of cancer, and advised you not to look it up? What if you ignored that advice, consulted the scientific literature, and discovered that the average survival time was just eight months?


Exactly that situation confronted Stephen Jay Gould, a palaeontologist and wonderful science writer, at the age of forty. ‘I sat stunned for about fifteen minutes . . .’ he wrote in an essay that has become famous. You can well imagine his emotions. Eight months to live. Eight months to live. Eight months to live. ‘Then my mind started to work again, thank goodness.’5


Once his mind did start to work, Gould realised that his situation might not be so desperate. The eight months wasn’t an upper limit; it was the median average, which means that half of sufferers live longer than that. Some, possibly, live a great deal longer. Gould had a good chance: he was fairly young; his cancer had been spotted early; he’d get good treatment.


Gould’s doctor was being kind in trying to steer him away from the literature, and many of us will go to some lengths to avoid hearing information we suspect we might not like. In another experiment, students had a blood sample taken and were then shown a frightening presentation about the dangers of herpes; they were then told that their blood sample would be tested for the herpes virus. Herpes can’t be cured, but it can be managed, and there are precautions a person can take to prevent transmitting the virus to sexual partners – so it would be useful to know whether or not you have herpes. Nevertheless, a significant minority, one in five, not only preferred not to know whether they were infected but were willing to pay good money to have their blood sample discarded instead. They told researchers they simply didn’t want to face the anxiety.6


Behavioural economists call this ‘the ostrich effect’. For example, when stock markets are falling, people are less likely to log in to check their investment accounts online.7 That makes no sense. If you use information about share prices to inform your investment strategy, you should be just as keen to get it in bad times as good. If you don’t, there’s little reason to log in at all – so why check your account so frequently when the market is rising?


It is not easy to master our emotions while assessing information that matters to us, not least because our emotions can lead us astray in different directions. Gould realised he hadn’t been thinking straight because of the initial shock – but how could he be sure, when he spotted those signs of hope in the statistics, that he wasn’t now in a state of denial? He couldn’t. With hindsight, he wasn’t: he lived for another twenty years, and died of an unrelated condition.


We don’t need to become emotionless processors of numerical information – just noticing our emotions and taking them into account may often be enough to improve our judgement. Rather than requiring superhuman control over our emotions, we need simply to develop good habits. Ask yourself: how does this information make me feel? Do I feel vindicated or smug? Anxious, angry or afraid? Am I in denial, scrambling to find a reason to dismiss the claim?


I’ve tried to get better at this myself. A few years ago, I shared a graph on social media which showed a rapid increase in support for same-sex marriage. As it happens, I have strong feelings about the matter and I wanted to share the good news. Pausing just long enough to note that the graph seemed to come from a reputable newspaper, I retweeted it.


The first reply was ‘Tim – have you looked at the axes on that graph?’ My heart sank. Five seconds looking at the graph would have told me that it was inaccurate, with the time scale a mess that distorted the rate of progress. Approval for marriage equality was increasing, as the graph showed, but I should have clipped it for my ‘bad data visualisation’ file rather than eagerly sharing it with the world. My emotions had got the better of me.


I still make that sort of mistake – but less often, I hope.


I’ve certainly become more cautious – and more aware of the behaviour when I see it in others. It was very much in evidence in the early days of the coronavirus epidemic, as helpful-seeming misinformation spread even faster than the virus itself. One viral post – circulating on Facebook and email newsgroups – all-too-confidently explained how to distinguish between Covid-19 and a cold, reassured people that the virus was destroyed by warm weather, and incorrectly advised that iced water was to be avoided, while warm water kills any virus. The post, sometimes attributed to ‘my friend’s uncle’, sometimes to ‘Stanford hospital board’ or some blameless and uninvolved paediatrician, was occasionally accurate but generally speculative and misleading. Yet people – normally sensible people – shared it again and again and again. Why? Because they wanted to help others. They felt confused, they saw apparently useful advice, and they felt impelled to share. That impulse was only human, and it was well-meaning – but it was not wise.8


Before I repeat any statistical claim, I first try to take note of how it makes me feel. It’s not a foolproof method against tricking myself, but it’s a habit that does little harm and is sometimes a great deal of help. Our emotions are powerful. We can’t make them vanish, and nor should we want to. But we can, and should, try to notice when they are clouding our judgement.


In 2011, Guy Mayraz, then a behavioural economist at the University of Oxford, conducted a test of wishful thinking.9


Mayraz showed his experimental subjects a graph of a price rising and falling over time. These graphs were actually historical snippets from the stock market, but Mayraz told people that the graphs showed recent fluctuations in the price of wheat. He asked each person to make a forecast of where the price would move next – and offered them a reward if their forecasts came true.


But Mayraz had also divided his experimental participants into two categories. Half of them were told that they were ‘farmers’, who would be paid extra if wheat prices were high. The rest were ‘bakers’, who would earn a bonus if wheat was cheap. So the subjects might earn two separate payments: one for making an accurate forecast, and the second a windfall if the price of wheat happened to move in their direction. Yet Mayraz found that the prospect of the windfall influenced the forecast itself. The farmers hoped that the price of wheat would rise, and they also predicted that the price of wheat would rise. The bakers hoped for – and predicted – the opposite. This is wishful thinking in its purest form: letting our reasoning be swayed by our hopes.


Another example was produced by economists Linda Babcock and George Loewenstein, who ran an experiment in which participants were given evidence from a real court case about a motorbike accident. They were then randomly assigned to play the role of plaintiff’s attorney (arguing that the injured motorcyclist should receive $100,000 in damages) or defence attorney (arguing that the case should be dismissed or the damages should be low).


The experimental subjects were given a financial incentive to argue their side of the case persuasively and to reach an advantageous settlement with the other side. They were also given a separate financial incentive to accurately guess what damages the judge in the real case had actually awarded. Their predictions should have been unrelated to their role-playing, but again, their judgement was strongly influenced by what they hoped would be true.*10


Psychologists call this ‘motivated reasoning’. Motivated reasoning is thinking through a topic with the aim, conscious or unconscious, of reaching a particular kind of conclusion. In a football game, we see the fouls committed by the other team but overlook the sins of our own side. We are more likely to notice what we want to notice.11


Perhaps the most striking example of this is among people who deny that the human immunodeficiency virus, HIV, causes AIDS. Some deny that HIV exists at all, but in any case HIV denialism implies rejecting the standard, and now highly effective, treatments. Some prominent believers in this idea have, tragically, doomed themselves and their children to death – but it must have been a comforting belief, particularly in the years when treatments for the condition were less effective and carried more severe side effects than they do today. One might assume that such a tragic belief would be vanishingly rare, but perhaps not. One survey of gay and bisexual men in the United States found that almost half believed HIV did not cause AIDS and more than half believed the standard treatments did more harm than good. Other surveys of people living with AIDS found the prevalence of denialist views at 15 to 20 per cent. These surveys weren’t rigorous randomised samples, so I would not take the precise numbers too seriously. However, it’s clear evidence that large numbers of people reject the scientific consensus in a way that could put them in real danger.12


I could see wishful thinking in operation in March 2020, too, when researchers at the University of Oxford published a ‘tip of the iceberg’ model of the pandemic. That model suggested that the coronavirus might be much more widespread but less dangerous than we thought, which had the joyful implication that the worst would soon be over. It was a minority view among epidemiologists, because the data detective work being done at that point saw little evidence that the vast majority of people had negligible symptoms. Indeed, one of the central points of the Oxford group was that we desperately needed better data to figure out the truth. That, however, was not the message that caught on. Instead, people widely shared the ‘good news’, because it was the kind of thing we all wanted to be true.13


Wishful thinking isn’t the only form of motivated reasoning, but it is a common one. We believe in part because we want to. A person who is HIV-positive would find it comforting to believe that the virus does not lead to AIDS and cannot be passed to breastfeeding children. A ‘farmer’ wants to be accurate in his forecast of wheat prices, but he also wants to make money, so his forecasts are swayed by his avarice. A political activist wants the politicians she supports to be smart and witty and incorruptible. She’ll go to some effort to ignore or dismiss evidence to the contrary.


And an art critic who loves Vermeer is motivated to conclude that the painting in front of him is not a forgery, but a masterpiece.


It was wishful thinking that undid Abraham Bredius. The art historian had a weak spot: his fascination with Vermeer’s religious paintings. Only two existed. He had discovered one of them himself: The Allegory of Faith. He still owned it. The other, Christ in the House of Martha and Mary, was the only Vermeer known to portray a scene from the Bible. Bredius had assessed it in 1901 and concluded quite firmly that it was not a Vermeer. Other critics disagreed, and eventually everyone reached the conclusion that Bredius had been wrong, including Bredius himself.


Stung by that experience, Bredius was determined not to repeat his mistake. He knew and loved Vermeer better than any man alive, and was always on the lookout for a chance to redeem himself by correctly identifying the next discovery of a Vermeer masterpiece.


And Bredius had become fascinated by the gap between the early, biblical Martha and Mary and Vermeer’s more characteristic works, which were painted some years later. What lurked undiscovered in that gap? Wouldn’t it be wonderful if another biblical work were found after all these years?


Bredius had another pet theory about Vermeer. The idea was that the Dutch master had, as a young man, travelled to Italy and been inspired by the religious works of the great Italian master Caravaggio. This was conjecture; not much was known about Vermeer’s life. Nobody knew if he had ever seen a Caravaggio.


Van Meegeren knew all about Bredius’s speculations. He painted Emmaus as a trap. It was a big, beautiful canvas, on a biblical theme, and – just as Bredius had argued all along – the composition was a homage to Caravaggio. Van Meegeren had planted some Vermeer-like touches in the painting, using seventeenth-century props. The bread that Christ is breaking is highlighted, just like that famous pearl earring, with thick dots of white paint called pointillés. And the paint was hard and cracked with age.


Bredius had no doubts. Why would he? Van Meegeren’s stooge, Gerard Boon, wasn’t just showing Bredius a painting: Boon was showing him evidence that he had been right all along. In the final years of his life, the old man had found the missing link at last. Bredius wanted to believe, and because he was an expert, he had no trouble in summoning up reasons to support his conclusion.


Those tell-tale pointillés on the bread, for instance: the white dots seem a bit clumsy to the untrained eye but they reminded Bredius of Vermeer’s highlights on that tempting loaf of bread in The Milkmaid. The fact that the composition echoed Caravaggio would have been lost on a casual viewer, but leaped off the canvas under Bredius’s gaze. He would have picked up other clues that Emmaus was the real thing. He would have noted the genuine seventeenth-century vase that van Meegeren had used as a prop. There were seventeenth-century pigments, too, or as close as possible. Van Meegeren had expertly duplicated Vermeer’s colour palette. There was the canvas itself: an expert such as Bredius could spot a nineteenth- or twentieth-century forgery simply by looking at the back of the painting and noting that the canvas was too new. Van Meegeren knew this. He had painted his work on a seventeenth-century canvas, carefully scrubbed of its surface pigments but retaining the undercoat and its distinctive pattern of cracking.


And then there was the simplest test of all: was the paint soft? The challenge for anyone who wants to forge an old master is that oil paints take half a century to dry completely. If you dip a cotton bud into some pure alcohol and gently rub the surface of an oil painting, then the cotton may come away stained with pigments. If it does, the painting is a modern fake. Only after several decades will the paint harden enough to pass this test.


Bredius had identified fakes using this method before – but the paint on Emmaus stubbornly refused to yield its pigment. This gave Bredius an excellent reason to believe that Emmaus was old, and therefore genuine. Van Meegeren had fooled him with a brilliant piece of amateur chemistry, the result of many months of experimentation. The forger had figured out a way to mix seventeenth-century oil paints with a brand-new material: phenol formaldehyde, a resin that when heated at 105ºC for two hours turned into one of the first plastics, Bakelite. No wonder the paint was hard and unyielding: it was infused with industrial plastic.


Bredius had half a dozen subtle reasons to believe that Emmaus was a Vermeer. They were enough to dismiss one glaring reason to believe otherwise: that the picture doesn’t look like anything else Vermeer ever painted.


Take another look at that extraordinary statement from Abraham Bredius: ‘We have here – I am inclined to say – the masterpiece of Johannes Vermeer of Delft . . . quite different from all his other paintings and yet every inch a Vermeer.’


‘Quite different from all his other paintings’ – shouldn’t that be a warning? But the old man desperately wanted to believe that this painting was the Vermeer he’d been looking for all his life, the one that would provide the link back to Caravaggio himself. Van Meegeren set a trap into which only a true expert could stumble. Wishful thinking did the rest.


Abraham Bredius bears witness to the fact that experts are not immune to motivated reasoning. Under some circumstances their expertise can even become a disadvantage. The French satirist Molière once wrote, ‘A learned fool is more foolish than an ignorant one.’ Benjamin Franklin commented, ‘So convenient a thing is it to be a reasonable creature, since it enables us to find or make a reason for everything one has a mind to.’


Modern social science agrees with Molière and Franklin: people with deeper expertise are better equipped to spot deception, but if they fall into the trap of motivated reasoning, they are able to muster more reasons to believe whatever they really wish to believe.


One recent review of the evidence concluded that this tendency to evaluate evidence and test arguments in a way that’s biased towards our own preconceptions is not only common, but just as common among intelligent people. Being smart or educated is no defence.14 In some circumstances it may even be a weakness.


One illustration of this is a study published in 2006 by two political scientists, Charles Taber and Milton Lodge. Taber and Lodge were following in the footsteps of Kari Edwards and Edward Smith, whose work on politics and doubt we encountered in the introduction. As with Edwards and Smith, they wanted to examine the way Americans reasoned about controversial political issues. The two they chose were gun control and affirmative action.


Taber and Lodge asked their experimental participants to read a number of arguments on either side and to evaluate the strength and weakness of each argument. One might hope that being asked to review these pros and cons might give people more of a shared appreciation of opposing viewpoints; instead, the new information pulled people further apart. This was because people mined the information they were given for ways to support their existing beliefs. When invited to search for more information, people would seek out data that backed their preconceived ideas. When invited to assess the strength of an opposing argument, they would spend considerable time thinking up ways to shoot it down.


This isn’t the only study to reach this sort of conclusion, but what’s particularly intriguing about Taber and Lodge’s experiment is that expertise made matters worse.* More sophisticated participants in the experiment found more material to back up their preconceptions. More surprisingly, they found less material that contradicted them – as though they were using their expertise actively to avoid uncomfortable information. They produced more arguments in favour of their own views, and picked up more flaws in the other side’s arguments. They were vastly better equipped to reach the conclusion they had wanted to reach all along.15


Of all the emotional responses we might have, the most politically relevant are motivated by partisanship. People with a strong political affiliation want to be on the right side of things. We see a claim, and our response is immediately shaped by whether we believe ‘that’s what people like me think’.


Consider this claim about climate change: ‘human activity is causing the Earth’s climate to warm up, posing serious risks to our way of life’. Many of us have an emotional reaction to a claim like that; it’s not like a claim about the distance to Mars. Believing it or denying it is part of our identity; it says something about who we are, who our friends are, and the sort of world we want to live in. If I put a claim about climate change in a news headline, or in a graph designed to be shared on social media, it will attract attention and engagement not because it is true or false but because of the way people feel about it.
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