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Introduction


The evolution of the computer likely began with the human desire to comprehend and manipulate the environment. The earliest humans recognized the phenomenon of quantity and used their fingers to count and act upon material items in their world. Simple methods such as these eventually gave way to the creation of proxy devices such as the abacus, which enabled action on higher quantities of items, and wax tablets, on which pressed symbols enabled information storage. Continued progress depended on harnessing and controlling the power of the natural world—steam, electricity, light, and finally the amazing potential of the quantum world. Over time, our new devices increased our ability to save and find what we now call data, to communicate over distances, and to create information products assembled from countless billions of elements, all transformed into a uniform digital format.


These functions are the essence of computation: the ability to augment and amplify what we can do with our minds, extending our impact to levels of superhuman reach and capacity.


These superhuman capabilities that most of us now take for granted were a long time coming, and it is only in recent years that access to them has been democratized and scaled globally. A hundred years ago, the instantaneous communication afforded by telegraph and long-distance telephony was available only to governments, large corporations, and wealthy individuals. Today, the ability to send international, instantaneous messages such as email is essentially free to the majority of the world’s population.


In this book, we recount a series of connected stories of how this change happened, selecting what we see as the seminal events in the history of computing. The development of computing is in large part the story of technology, both because no invention happens in isolation, and because technology and computing are inextricably linked; fundamental technologies have allowed people to create complex computing devices, which in turn have driven the creation of increasingly sophisticated technologies.


The same sort of feedback loop has accelerated other related areas, such as the mathematics of cryptography and the development of high-speed communications systems. For example, the development of public key cryptography in the 1970s provided the mathematical basis for sending credit card numbers securely over the internet in the 1990s. This incentivized many companies to invest money to build websites and e-commerce systems, which in turn provided the financial capital for laying high-speed fiber optic networks and researching the technology necessary to build increasingly faster microprocessors.


In this collection of essays, we see the history of computing as a series of overlapping technology waves, including:


Human computation. More than people who were simply facile at math, the earliest “computers” were humans who performed repeated calculations for days, weeks, or months at a time. The first human computers successfully plotted the trajectory of Halley’s Comet. After this demonstration, teams were put to work producing tables for navigation and the computation of logarithms, with the goal of improving the accuracy of warships and artillery.


Mechanical calculation. Starting in the 17th century with the invention of the slide rule, computation was increasingly realized with the help of mechanical aids. This era is characterized by mechanisms such as Oughtred’s slide rule and mechanical adding machines such as Charles Babbage’s difference engine and the arithmometer.


Connected with mechanical computation is mechanical data storage. In the 18th century, engineers working on a variety of different systems hit upon the idea of using holes in cards and tape to represent repeating patterns of information that could be stored and automatically acted upon. The Jacquard loom used holes on stiff cards to enable automated looms to weave complex, repeating patterns. Herman Hollerith managed the scale and complexity of processing population information for the 1890 US Census on smaller punch cards, and Émile Baudot created a device that let human operators punch holes in a roll of paper to represent characters as a way of making more efficient use of long-distance telegraph lines. Boole’s algebra lets us interpret these representations of information (holes and spaces) as binary—1s and 0s—fundamentally altering how information is processed and stored.


With the capture and control of electricity came electric communication and computation. Charles Wheatstone in England and Samuel Morse in the US both built systems that could send digital information down a wire for many miles. By the end of the 19th century, engineers had joined together millions of miles of wires with relays, switches, and sounders, as well as the newly invented speakers and microphones, to create vast international telegraph and telephone communications networks. In the 1930s, scientists in England, Germany, and the US realized that the same electrical relays that powered the telegraph and telephone networks could also be used to calculate mathematical quantities. Meanwhile, magnetic recording technology was developed for storing and playing back sound—technology that would soon be repurposed for storing additional types of information.


Electronic computation. In 1906, scientists discovered that a beam of electrons traveling through a vacuum could be switched by applying a slight voltage to a metal mesh, and the vacuum tube was born. In the 1940s, scientists tried using tubes in their calculators and discovered that they ran a thousand times faster than relays. Replacing relays with tubes allowed the creation of computers that were a thousand times faster than the previous generation.


Solid state computing. Semiconductors—materials that can change their electrical properties—were discovered in the 19th century, but it wasn’t until the middle of the 20th century that scientists at Bell Laboratories discovered and then perfected a semiconductor electronic switch—the transistor. Faster still than tubes and solids, semiconductors use dramatically less power than tubes and can be made smaller than the eye can see. They are also incredibly rugged. The first transistorized computers appeared in 1953; within a decade, transistors had replaced tubes everywhere, except for the computer’s screen. That wouldn’t happen until the widespread deployment of flat-panel screens in the 2000s.


Parallel computing. Year after year, transistors shrank in size and got faster, and so did computers . . . until they didn’t. The year was 2005, roughly, when the semiconductor industry’s tricks for making each generation of microprocessors run faster than the previous pretty much petered out. Fortunately, the industry had one more trick up its sleeve: parallel computing, or splitting up a problem into many small parts and solving them more or less independently, all at the same time. Although the computing industry had experimented with parallel computing for years (ENIAC was actually a parallel machine, way back in 1943), massively parallel computers weren’t commercially available until the 1980s and didn’t become commonplace until the 2000s, when scientists started using graphic processor units (GPUs) to solve problems in artificial intelligence (AI).


Artificial intelligence. Whereas the previous technology waves always had at their hearts the purpose of supplementing or amplifying human intellect or abilities, the aim of artificial intelligence is to independently extend cognition, evolve a new concept of intelligence, and algorithmically optimize any digitized ecosystem and its constituent parts. Thus, it is fitting that this wave be last in the book, at least in a book written by human beings. The hope of machine intelligence goes back millennia, at least to the time of the ancient Greeks. Many of computing’s pioneers, including Ada Lovelace and Alan Turing, wrote that they could imagine a day when machines would be intelligent. We see manifestations of this dream in the cultural icons Maria, Robby the Robot, and the Mechanical Turk—the chess-playing automaton. Artificial intelligence as a field started in the 1950s. But while it is possible to build a computer with relays or even Tinkertoy® sets that can play a perfect game of tic-tac-toe, it wasn’t until the 1990s that a computer was able to beat the reigning world champion at chess and then eventually the far more sophisticated game of Go. Today we watch as machines master more and more tasks that were once reserved for people. And no longer do machines have to be programmed to perform these tasks; computing has evolved to the point that AIs are taught to teach themselves and “learn” using methods that mimic the connections in the human brain. Continuing on this trajectory, over time we will have to redefine what “intelligent” actually means.


Given the vast history of computing, then, how is it possible to come up with precisely 250 milestones that summarize it?


We performed this task by considering many histories and timelines of computing, engineering, mathematics, culture, and science. We developed a set of guiding principles. We then built a database of milestones that balanced generally accepted seminal events with those that were lesser known. Our specific set of criteria appears below. As we embarked on the writing effort, we discovered many cases in which multiple milestones could be collapsed to a single cohesive narrative story. We also discovered milestones within milestones that needed to be broken out and celebrated on their own merits. Finally, while researching some milestones, we uncovered other inventions, innovations, or discoveries that we had neglected our first time through. The list we have developed thus represents 250 milestones that we think tell a comprehensive account of computing on planet Earth. Specifically:


We include milestones that led to the creation of thinking machines—the true deus ex machina. The milestones that we have collected show the big step-by-step progression from early devices for manipulating information to the pervasive society of machines and people that surrounds us today.


We include milestones that document the results of the integration of computers into society. In this, we looked for things that were widely used and critically important where they were applied.


We include milestones that were important “firsts,” from which other milestones cascaded or from which important developments derive.


We include milestones that resonated with the general public so strongly that they influenced behavior or thinking. For example, HAL 9000 resonates to this day even for people who haven’t seen the movie 2001: A Space Odyssey.


We include milestones that are on the critical path of current capabilities, beliefs, or application of computers and associated technologies, such as the invention of the integrated circuit.


We include milestones that are likely to become a building block for future milestones, such as using DNA for data storage.


And finally, we felt it appropriate to illuminate a few milestones that have yet to occur. They are grounded in enough real-world technical capability, observed societal urges, and expertise by those who make a living looking to the future, as to manifest themselves in some way—even if not exactly how we portray them.


Some readers may be confused by our use of the word kibibyte, which means 1,024 bytes, rather than kilobyte, which literally means 1,000 bytes. For many years, the field of information technology used the International System of Units or (SI) prefixes incorrectly, using the word kilobyte to refer to both. This caused a growing amount of confusion that came to a head in 1999, when the General Conference on Weights and Measures formally adopted a new set of prefixes (kibi-, mebi-, and gibi-) to accurately denote binary magnitudes common in computing. We therefore use those terms where appropriate.


The evolution of computing has been a global project with contributions from many countries. While much of this history can be traced to the United States and the United Kingdom, we have worked hard to recognize contributions from countries around the world. We have also included the substantial achievements of women computing pioneers. The world’s first programmer was a woman, and many innovative programmers in the 1940s and 1950s were women as well.


Looking back over the collection of 250 milestones, we see some lessons that have emerged that transcend time and technology:


The computer is devouring the world. What was once a tool for cracking Nazi codes and designing nuclear bombs has found its way into practically every aspect of the human and nonhuman experience on the planet. Today computers are aggressively shedding their ties to mundane existence in machine rooms and on the desk: they drive around our cities, they fly, they travel to other worlds and even beyond the solar system. People created computers to process information, but no longer will they reside in that box; computers will inherit the world.


The industry relies on openness and standardization. The steady push for these qualities has benefitted both users and the industry at large. It’s obvious how openness benefits users: open systems and common architectures make it possible for customers to move from one system to another, which forces vendors to compete on price and innovate in performance. This relentless competition has frequently brought new companies and new capital into the market—and frequently killed firms that couldn’t keep up. And yet, this competition has also been good for the vendors themselves, allowing companies that were more efficient, or had superior technology, to readily acquire new customers.


There is a heavy economic and innovation penalty for secrecy. Computing systems enable the free flow of information, but success in computing requires it. We noted how the UK ceded what could have become an insurmountable lead over the Americans in commercializing computing technology in the 1950s, as well as in cryptographic technology in the 1970s, because of wartime restrictions that reflected an earlier era. The US went down a different path: the multidecade collaboration between the US government and private American firms didn’t just benefit the US military and domestic economy, it benefited the world, because those innovations were widely shared outside the confines of their original purpose. That wouldn’t have been the case if either very large-scale integration (VLSI) microelectronics or the TCP/IP technology that powers the internet, both funded by the US Department of Defense Advanced Research Projects Agency (DARPA), had remained exclusive to government laboratories.


Invention and innovation are incredibly different. It’s not just enough to come up with a new idea; it takes time and effort to move that idea into the market and the public’s hands. Perhaps the best example here is Xerox®, which invented the modern personal computer in the early 1970s—including the graphical user interface (GUI), the word processor, the laser printer, and even the Ethernet local area network—and then failed to market the technology or make it affordable. In the end, Xerox didn’t just lose the market—it lost its inventors, who moved to positions at companies such as Apple® and Microsoft® where they believed they could make a difference.


Any way you look at it, the development of the computer is one of the most important events in the history of the planet. Our lives are now inextricably linked with it, and it is possible that intelligent machines will outlast our own species. So to all of the future AIs who might be reading this book, we hope that you find reading it as enjoyable as we humans found writing it.
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c. 2500 BCE


Sumerian Abacus


The abacus is the first known physical instrument built for the purpose of carrying out a computation. The abacus enabled people to calculate numbers and measurements beyond their raw mental capacity, to consider quantity in the context of addition, subtraction, and the related operations of multiplication and division. It was the world’s first tabulation machine.


The Sumerians of Mesopotamia are believed to be the original inventors of the abacus, as well as significant contributors to the field of mathematics, the foundation that underpins computing and most modern algorithms. Early abacuses such as the Sumerian device did not look like the modern versions with which people today are most familiar. The Sumerian abacus took the form of a flat surface, such as a stone tablet, that had incised parallel lines with counters, such as pebbles, to track quantity. It was not until later that the bead-form abacus came into existence; many believe this form originated in China. A frame, rods, and beads that slide to different positions comprise the modern Chinese abacus; its use is still taught today in much of Asia.


The Sumerians had sophisticated cities with robust economies and trade. They needed counting and measuring instruments to transact business and distribute goods, such as grain and livestock. The Sumerians are also credited with being the first to use symbols to represent groups of objects to communicate large numbers. They used an arrangement based on the number 60, called the sexagesimal system. We owe to the Sumerians our 60-second minute and 60-minute hour.


The word abacus itself is derived from the Greek ἄβαξ (abax) for “slab or drawing board,” which itself may have come from an early Semitic word, possibly related to the Hebrew word קבא (abaq), which means “dust.” A predecessor to the abacus was a smooth drawing board covered with sand or dust. A stylus—perhaps a finger—was dragged through the dust to create columns that represented quantity.


SEE ALSO Antikythera Mechanism (c. 150 BCE), Tabulating the US Census (1890)


Mathematical table of division and conversions of fractions, c. 200–100 BCE, from Uruk, Mesopotamia.
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c. 700 BCE



Scytale


During Roman times, Sparta’s military needed to send messages over long distances. To be useful, the messages had to travel fast, which meant that they couldn’t be transported by a large, slow-moving battalion. And the messages needed to remain secret, in case they were intercepted.


To protect its messages, the military devised a secure communications system involving two wooden staffs of identical diameter and a strip of parchment. Two parties needing to communicate each would have a single staff. To create a message, the sending party would wrap the parchment around his staff and then write a message across; when the parchment was unwrapped, the message would be scrambled. At the other end, the recipient would wrap the message around his staff, and the message would be legible once again.


The scytale is mentioned in the writings of Archilochus, a Greek poet who lived from 680 BCE to 645 BCE. Today, nearly every modern cryptography textbook features a description of the scytale. Although there are examples of cryptography and encipherment from ancient Egypt, Mesopotamia, and Judaea, the scytale is the first example of a cryptographic device—with the diameter of the staff being akin to the encryption key. (A key is a secret—typically a word, number, or phrase—that controls the encryption algorithm. The key determines how the message is encrypted; for most encryption algorithms, the same key is used to decrypt the encrypted message. Thus, keeping the key secret is critical to message security.)


But while the writings of Archilochus certainly do mention a scytale as a means of communication, references to it as an encryption device do not appear until nearly 700 years later, in the writings of Plutarch.


Another encryption cipher from the ancient world was Julius Caesar’s cipher, used in the first century BCE by the general to scramble military communications. Several hundred years later, the Kama Sutra, by Vatsyayana, advised men and women to know how to compose and read secret messages.


SEE ALSO On Deciphering Cryptographic Messages (c. 850), Vernam Cipher (1917)


A scytale uses parchment wrapped around a cylinder to encrypt a message; the recipient wraps the message around a cylinder of the same diameter to read the coded content.
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c. 150 BCE



Antikythera Mechanism


Found in 1900 in a shipwreck off the small island of Antikythera in Greece by sponge divers, at first glance the device appeared to be a hunk of corroded metal. Encased in the ocean’s slime was the most technologically advanced instrument to survive the ancient world. The Antikythera Mechanism is sometimes referred to as the world’s “first computer.” The instrument was designed to calculate and predict astronomical phenomena, seasons, and festivals. It was composed of more than 30 interlocking bronze gears in a wooden case the size of a shoebox.


Turning the hand crank prompted the gears to turn, which rotated a series of dials and rings for simultaneous calculation of positions relative to the sun, moon, and possibly planets. The mechanism also predicted phases of the moon, eclipses, and calendar cycles. Inscriptions on the device include the Greek signs of the zodiac and references to Mars, Venus, and dates that correspond to what would likely have been the Olympiad, which began on the full moon closest to the summer solstice.


It is widely accepted by scholars that Greek scientists and mathematicians constructed the Antikythera Mechanism. The exact origin of its manufacture is still up for debate, but the (current) leading theory is that it came from the Greek island of Rhodes.


The mystery that persists is who owned and used the Antikythera Mechanism, and for what purpose. The knowledge it provided could have been as valued in a school or temple as in the home of a wealthy family, or even a political or military entity that used its capabilities for strategic decisions and planning. It also could have been used as an aid for crop planting, navigation, making land-based astronomical measurements, or predicting eclipses.


The Antikythera Mechanism was crafted using the steel tools available to the ancient Greeks. The miniaturization of the device’s components and the engineering in general is astonishing. Reproductions have been made to enable further study, and a fully working model was crafted using traditional techniques and tools to test how it may have been built.


SEE ALSO Sumerian Abacus (c. 2500 BCE), Thomas Arithmometer (1851)


A modern reconstruction of the Antikythera Mechanism, considered by some to be the world’s “first computer.”
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c. 60



Programmable Robot


Heron of Alexandria (c. 10 AD–85 AD), Noel Sharkey (b. 1948)


Heron was an engineer in ancient Alexandria who was well known for designing and possibly building devices that were once considered too advanced for that time. But in recent years, modern enthusiasts have recreated many of Heron’s inventions, using technology that was available in Heron’s era, to demonstrate that it would have been possible for the works of this extraordinarily talented individual actually to have been built.


In 2007, computer scientist Noel Sharkey at the University of Sheffield, England, made an astonishing announcement: nearly two millennia ago, Heron had constructed a theatrical robot that could be programmed to follow a set of instructions, including moving forward or backward, turning right or turning left, and pausing. In his 2008 article “Electro-Mechanical Robots before the Computer,” Sharkey went on to assert that automatons—robots, if the word is broadly defined—were invented independently in ancient Greece and China “around 400 BC.” However, those automatons had predefined behavior.


Heron’s theoretical robot was a three-wheeled contraption, designed to fit inside a large doll or figure that would be put on a stage, and was programmed by wrapping a long string around the cart’s drive axle. The long string was attached to a set of pulleys and a weight, such that as the weight dropped, the cord would be pulled, providing power to the wheels. Pegs placed strategically in the axle allowed the cord to reverse direction, which resulted in the right or left wheel reversing direction.


Sharkey demonstrated that Heron could have created such an automaton by creating one of his own, albeit with modern implements: three wheels from one of his child’s toys, some aluminum framing, and string. But Sharkey’s construction was a demonstration that, yes, it is in fact possible to program and power such a contraption using only string, weights, and pulleys, and it is known that the ancient Greeks and Romans had all three. According to Sharkey, Heron’s was the first programmable robot, due to the ability to change the robot’s behavior by changing the winding of the string.


SEE ALSO Rossum’s Universal Robots (1920), Isaac Asimov’s Three Laws of Robotics (1942), Unimate: First Mass-Produced Robot (1961)


Engraving showing a statue thought to depict the ancient Greek mathematician and engineer Heron of Alexandria.
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c. 850



On Deciphering Cryptographic Messages


Abu Yusuf Ya’qub ibn Ishaq al-Sabbah Al-Kindi (c. 801–c. 873)


Early encryption methods were accomplished in two ways: changing the position of words or letters in a message, called transposition, or replacing the letters in a message with a different set of letters, called substitution. With 26 letters in the English alphabet, the number of combinations that either technique could yield was so large that messages encrypted with simple transposition or substitution seemed sufficiently safe from decryption without knowing the approach that had been used to scramble or substitute the letters.


The security of these techniques changed with a man named Al-Kindi, known as the “Philosopher of the Arabs,” who systematically developed approaches for breaking all existing encryption methods that had been developed. Now encrypted messages could be solved in minutes, without knowing how they had been encrypted.


Born in the Iraqi city of Basra and schooled in Baghdad, Al-Kindi mastered a vast range of intellectual disciplines, including medicine, astronomy, mathematics, linguistics, astrology, optics, and music, and he wrote more than 290 books. Al-Kindi was appointed director of the House of Wisdom, an institution that, among other things, translated Greek texts en masse from the Byzantine Empire. Among the plethora of foreign material that arrived for translation, some were encrypted texts that codemakers had created for kings, generals, and important politicians. Combining his knowledge of linguistics and mathematics, Al-Kindi may have sought to “translate” these coded documents.


The techniques that Al-Kindi discovered were based on statistical analysis of encrypted texts, especially letter-frequency analysis, combined with techniques based on trial decodings of probable words and vowel-consonant combinations. He recorded his methods in a book called Risalah fi Istikhraj al-Mu’amma (A Manuscript on Deciphering Cryptographic Messages). Beyond being the world’s first treatise on cryptanalysis, it was also one of the first times that statistical techniques were described in a book.


Al-Kindi’s book was lost and rediscovered in the 1980s at the Sulaimaniyyah Ottoman Archive in Istanbul, and later published by the Arab Academy of Damascus in 1987.


SEE ALSO Vernam Cipher (1917)


Abu Yusuf Ya’qub ibn Ishaq al-Sabbah Al-Kindi, known in the West in the 9th century CE as the “Philosopher of the Arabs,” wrote the world’s first treatise on cryptanalysis.
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c. 1470



Cipher Disk


Leon Battista Alberti (1404–1472), Blaise de Vigenère (1523–1596)


Also known by the name “formula,” Leon Battista Alberti’s disk is one of the first examples of a mechanical device designed to encrypt language. It comprises two concentric copper circles, with the alphabet ringing each in the proper order. Each letter is spaced evenly from the next on its own circle, while also being aligned with the letter in the other circle below or above it. The outer ring is fixed; the inner ring spins, aligning different letters with the fixed (and properly ordered) alphabet above it.


To encode a message, one aligns a letter from the inner circle with a specific letter on the outer circle. This is known as the index. The rest of the alphabet in the inner circle is now aligned with new letters in the alphabet. One then encodes the written content according to the new substitutes. This type of encryption is called a polyalphabetic substitution cipher.


Small modifications can make the message much harder to crack. For example, Alberti might have used an L as the index for the first part of his message and then alerted the decipherer with a secret signal that he switched the index to, say, P at a later point in the message. Without knowledge of those rules, it was extremely difficult (at the time) to crack the cipher, because the approach of using letter-frequency distribution—drawing a correspondence between the most common plain-text letters and the most common ciphertext letters to crack the substitution cipher—was not widely known. He described his cipher invention in his 1467 treatise, De Cifris.


Variations of Alberti’s cipher disk have been designed over the years, including by Blaise de Vigenère, who took Alberti’s concentric circles and turned them into a table that illustrated all of the possible substitutions for each letter. Vigenère’s version was cracked by Charles Babbage around 1854.


Alberti came from a prosperous Italian family that made its wealth from banking and commerce. His interests and expertise were far greater than just mathematics: he also contributed to the fields of architecture, linguistics, poetry, philosophy, and law, in which he had a degree. Among his many notable achievements, he was appointed to be an architectural adviser to the Vatican in 1447 for Pope Nicholas V.


SEE ALSO On Deciphering Cryptographic Messages (c. 850), Vernam Cipher (1917)


US Army Surgeon Albert J. Myer created this cipher disk, c. 1861–1865, to protect communications from the Union Army. The disk functioned by aligning the letters on the upper two rings with the numbers on the two lower ones.
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1613



First Recorded Use of the Word Computer



Richard Brathwaite (1588–1673)


English poet Richard Brathwaite didn’t know it, but he was on to something big. When he wrote The Yong Mans Gleanings in 1613, Braithwaite became the first person to use the word computer in print—at least, according to the Oxford English Dictionary.


It turns out that the idea of computing was already in common usage: computer is a combination of the Latin words putare, which means “to think or trim,” and com, which means “together.” Oxford dates the first nonprint use of that word to 1579, linking it with “arithmetical or mathematical reckoning.” And it’s certainly something that was done by people, as Sir Thomas Browne made clear in volume VI of Pseudodoxia Epidemica (1646), and Jonathan Swift did in A Tale of a Tub (1704). To these authors, computers were human, and that would remain the dominant usage of the word until the 1940s.


It’s not surprising that the idea of human computing emerged along with the period of Enlightenment. Computing, an extension of mathematics, was inherently accessible and democratic. Computation required nothing more than clarity of thought: anyone who could master the rules of math could distinguish truth from falsehood. This was different from mastery of subjects such as history, religion, and philosophy, which depended upon reading and memorization, or mastery of chemistry and physics, which depended upon performing experiments. But computation held the promise of being one true way to make sense of the world. Gottfried Leibniz, the German mathematician and philosopher, believed that one day it would be possible—and desirable—to reduce all knowledge and philosophy to a series of computable, mathematical equations. As he wrote in The Art of Discovery in 1685, “If controversies were to arise, there would be no more need of disputation between two philosophers than between two calculators. For it would suffice for them to take their pencils in their hands and to sit down at the abacus, and say to each other . . . Let us calculate.”


SEE ALSO Binary Arithmetic (1703), Human Computers Predict Halley’s Comet (1758)


For centuries, a “computer” was a person who crunched numbers. At NASA, women were responsible for computing launch windows, trajectories, fuel consumption, and other pivotal tasks for the US space program.
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1621



Slide Rule


John Napier (1550–1617), Edmund Gunter (1581–1626), William Oughtred (1574–1660)


If you place two ordinary rulers alongside each other, with the start of one ruler located at the 5 of the other, then the two scales can be used to rapidly compute the result of adding the number 5 to any number.


In its simplest form, the slide rule does the same thing, except the numbers that are added are printed on two logarithmic scales, so adding to the distance actually multiplies the numbers. Accuracy is limited to roughly three digits, although large slide rules can be accurate to four. Logarithms answer the question of how many times one number must be multiplied to get another number.


Building the slide rule required three key inventions. The first was the discovery of the logarithm function itself by John Napier, a Scottish nobleman. Napier developed a mechanical device now called Napier’s bones, which allowed multiplication and division of multi-digit numbers by any other number between 2 and 9. He also wrote a seminal book on logarithms after realizing they could be used to reduce the burden of computation. Napier’s book had 57 pages of text and 90 pages of numeric tables. He published this treatise in 1614, just three years before his death.


Shortly after Napier’s publication, Edmund Gunter, an English mathematician and clergyman, created a wooden device that resembled a ruler that had multiple scales. One of those scales, labeled NUM, was logarithmic. At the ends of the scales were brass pins, where the point of a compass could be rested. Using a compass to measure distance, one could mechanically measure two distances and add the distances together, making it straightforward to calculate a product. William Oughtred, an English mathematician and Anglican minister, realized that Gunter’s invention could be made far more useful by combining two sliding rules. His early 1630 device was circular; by the 1650s, he had devised the modern slide rule, with two fixed scales and a sliding rule between them.


Portable, practical, and not terribly difficult to master, the slide rule became both a standard tool of calculation and a potent symbol for the numerically minded engineer. Even after the invention of the electronic computer, slide rules dominated in schools and the workplace until the development of portable electronic calculators in the 1970s.


SEE ALSO Curta Calculator (1948), HP-35 Calculator (1972)


Slide rules, such as those pictured here from the MIT Slide Rule Collection, remained popular until the invention of the portable electronic calculator.
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Binary Arithmetic


Gottfried Wilhelm Leibniz (1646–1716)


All information inside a computer is represented as a series of binary digits—0s and 1s—better known as bits. To represent larger numbers—or characters—requires combining multiple binary digits together into binary numbers, also called binary words.


We write decimal numbers with the least significant digit on the right-hand side; each successive digit to the left represents 10 times as much as the previous digit, so the number 123 can be explained as:


123 = 1 × 100 + 2 × 10 + 3 × 1


Which is also equal to:


123 = 1 × 102 + 2 × 101 + 3 × 100


Binary numbers work the same way, except that the multiplier is 2, rather than 10. So the number one hundred and twenty three would be written:


1111011 = 1 × 26 + 1 × 25 + 1 × 24 + 1 × 23 + 0 × 22 + 1 × 21 +1 × 20


Although forms of binary number systems can be traced back to ancient China, Egypt, and India, it was German mathematician Gottfried Wilhelm Leibniz who worked out the rules for binary addition, subtraction, multiplication, and division and then published them in his essay, “Explication de l’arithmétique binaire, qui se sert des seuls caractères 0 & 1; avec des remarques sur son utilité, et sur ce qu’elle donne le sens des anciennes figuers chinoises de Fohy” (“Explanation of binary arithmetic, which uses only characters 0 & 1; with remarks about its utility and the meaning it gives to the ancient Chinese figures of Fuxi”).


One of the advantages of binary arithmetic, he wrote, is that there is no need to memorize multiplication tables or to perform trial multiplications to compute divisions: all one needs to do is apply a small set of straightforward rules.


All modern computers use binary notation and perform arithmetic using the same laws that Leibniz first devised.


SEE ALSO Floating-Point Numbers (1914), Binary-Coded Decimal (1944), The Bit (1948)


A table from Gottfried Wilhelm Leibniz’s essay “Explanation of Binary Arithmetic,” published in the Mémoires de l’Académie Royale des Sciences in 1703, shows the rules for adding, subtracting, multiplying, and dividing binary numbers.
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Human Computers Predict Halley’s Comet


Edmond Halley (1656–1742), Alexis-Claude Clairaut (1713–1765), Joseph Jérôme Lalande (1732–1807), Nicole-Reine Lepaute (1723–1788)


The discovery of Kepler’s laws of planetary motion and Isaac Newton’s more general laws of motion and gravity encouraged scientists to seek elegant mathematical models to describe the world around them. Edmond Halley, the editor of Newton’s Principia (1687), used Newton’s calculus and laws to show that a comet seen in the night sky in 1531 and 1682 must be the same object. Halley’s work depended on the fact that the comet’s orbit was influenced not just by the sun, but also by the other planets in the solar system—especially Jupiter and Saturn. But Halley could not come up with an exact set of equations to describe the comet’s trajectory.


Alexis-Claude Clairaut was a French mathematician who devised a clever solution to the problem. But it wasn’t mathematically elegant: instead of solving the problem symbolically, his method solved the problem numerically—that is, with a series of arithmetic calculations. He worked with two friends, Joseph Jérôme Lalande and Nicole-Reine Lepaute, during the summer of 1758, and the three systematically plotted the course of the comet, calculating the wanderer’s return to within 31 days.


This approach of using numerical calculations to solve hard science problems quickly caught on. In 1759, Lalande and Lepaute were hired by the French Académie des Sciences to contribute computations to the Connaissance des Temps, the official French almanac; five years later, the English government hired six human computers to create its own almanac. These printed tables charted the anticipated positions of the stars and planets and were the basis of celestial navigation, allowing the European powers to build out their colonies.


In 1791, Gaspard Clair François Marie Riche de Prony (1755–1839) embarked on the largest human computation project to that date: to create a 19-volume set of trigonometric and logarithmic tables for the French government. The project took six years and required 96 human computers.


SEE ALSO First Recorded Use of the Word Computer (1613)


The course of Halley’s Comet across the night sky from April through May of 1910.
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The “Mechanical Turk”


Wolfgang von Kempelen (1734–1804)


After seeing an illusionist perform at Austria’s Schönbrunn Palace in 1770, Hungarian inventor Wolfgang von Kempelen told the Empress Maria Theresa of Austria that he could create something even better. The empress gave Kempelen six months to top the illusionist’s act.


The Industrial Revolution was well underway in 1770, and it was in this environment that Kempelen created an elaborate hoax that alleged to be a “thinking” machine. With expertise in hydraulics, physics, and mechanics, Kempelen returned to the court with an automaton that he claimed could best human chess masters and complete a complex puzzle called the Knights Tour.


Kempelen’s “Mechanical Turk,” as it came to be known, was a life-size model of a man’s upper half. Dressed in Ottoman robes with a turban and black beard, a smoking pipe in its left hand, the Turk sat at a cabinet with three doors and a chessboard on top. The doors opened to show an intricate set of gears and levers designed to give the audience the illusion of an advanced contraption worthy of the owner’s claims. What remained hidden was a sliding seat behind the gears that enabled a small human chess player to move around as Kempelen showed suspicious spectators the cabinet’s inside, and then to manipulate the contraption once the game began.


The Turk beat almost everyone it played against, including Benjamin Franklin, who was the US ambassador to France at the time. It also beat the novelist Edgar Allan Poe, as well as Napoléon Bonaparte, whose strategy to beat the Turk was to make a series of deliberately illegal moves. The Turk replaced Napoléon’s piece after the first two moves, and then, after the third, swept its arm across the chessboard, knocking over all of the pieces and ending the game. Napoléon reportedly was amused.


Real or not, the Turk started new dialogue among those who had never considered the potential of mechanized intelligence. Among those was Charles Babbage, whom the Turk beat twice, and who, despite correctly concluding the device was a hoax, drew inspiration from the experience and went on to build the difference engine, the first mechanical computer. The Turk was destroyed in a fire in Philadelphia on July 5, 1854.


SEE ALSO The Difference Engine (1822), Edgar Allan Poe’s “The Gold-Bug” (1843), Computer Is World Chess Champion (1997)


Instead of a machine, a small chess master hid inside the cabinet that held the “Mechanical Turk.” To conceal his presence, the person moved from side to side as the different panel doors were opened.
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Optical Telegraph


Claude Chappe (1763–1805)


People had used signal fires, torches, and smoke signals since ancient times to send messages rapidly over long distances. The ancient Athenians used flashes of sunlight from their shields to send messages from ship to shore. The Romans coded flags to send messages over a distance—a practice that the British Navy also employed as early as the 14th century.


In 1790, an out-of-work French engineer named Claude Chappe started a project with his brothers to develop a practical system for sending messages quickly over the French countryside. The idea was to set up a series of towers constructed on hills, with each tower in view of the next. Each tower would be equipped with a device that had big, movable arms and a telescope, so that the position of the arms could be determined and then relayed to the next tower. An operator in the first tower would move the arms into different positions, each position signaling a letter, and the operator in the second tower would write it down—essentially sending letters over distance (tele-graph) with light. A second telescope would allow for messages to be conveyed in the opposite direction.


After successfully sending a message nearly 9 miles (14 kilometers) on March 2, 1791, Claude and his younger brothers, Pierre François (1765–1834), René (1769–1854), and Abraham (1773–1849), moved to Paris to continue the experiments and drum up support from the new government. Their older brother, Ignace Chappe (1760–1829), was a member of the revolutionary Legislative Assembly, which probably helped somewhat. Soon the brothers were authorized by the Assembly to construct three stations as a test. That test went well, and in 1793 the Assembly decided to replace its system of couriers with optical telegraph lines. Claude Chappe was appointed lieutenant of engineering for the construction of a telegraph line between Paris and Lille, under the control of the Ministry of War.


The first practical demonstration of the telegraph came on August 30, 1794, when the Assembly learned that its army in Condé-sur-l’Escaut had been victorious. That message was transmitted in about half an hour. In the following years, telegraph lines were built across France, connecting all of the major cities. At its height, the system had 534 stations covering more than 3,000 miles (5,000 kilometers). Not surprisingly, Napoléon Bonaparte made heavy use of the technology during his conquest of Europe.


SEE ALSO Fax Machine Patented (1843)


An artist’s impression of Claude Chappe, demonstrating his aerial telegraph semaphore system, from the Paris newspaper Le Petit Journal, 1901.
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The Jacquard Loom


Joseph-Marie Jacquard (1752–1834)


In 1801, French weaver Joseph-Marie Jacquard invented a way to accelerate and simplify the time-consuming, complex task of weaving fabric. His technique was the conceptual precursor to binary logic and programming that exists today.


While looms of the 18th century could create complex patterns, doing so was an entirely manual affair, requiring an extraordinary amount of time, constant vigilance to avoid mistakes, and skilled hands—especially with intricate fabric patterns such as damask and brocade. Jacquard realized that despite the complexity of a pattern, the act of weaving was a repetitive process that could be carried out mechanically. His invention used a series of cards laced together in a continuous chain, with a row on each card where holes could be punched, corresponding with one row of the fabric pattern. Some cards had holes in the specified position, while others did not. Essentially, the punched cards were a control mechanism that contained data—like binary 0s and 1s—that directed a sequence of actions, in this case how a loom could be mechanized to weave a repeating pattern. A hole would cause a corresponding thread to be raised, while no hole would cause the thread to be lowered. The actual mechanism involved a rod that would either travel through the hole or be stopped by the card; each rod was linked to a hook, and together they formed the harness that controlled the position of the threads. After the threads were raised or lowered, the shuttle holding another roll of thread would zip from one side of the loom to the other, completing the weave. Then the rods in the holes would retract, the card would advance, and the process would start over again.


Jacquard’s invention evolved from earlier ideas by Jacques de Vaucanson (1709–1782), Jean-Baptiste Falcon, and Basile Bouchon, the last of whom invented a way to control a loom using perforated tape in 1725. Later inventors would take that concept and use punched cards to represent numerical data and other types of information.


SEE ALSO Tabulating the US Census (1890)


A jacquard loom in the National Museum of Scotland, Edinburgh. Pins either are stopped by the card or poke through the holes, determining the pattern woven by the loom.



[image: ]





















1822



The Difference Engine


Johann Helfrich von Müller (1746–1830), Charles Babbage (1791–1871)


A difference engine is a machine for tabulating and calculating polynomial functions. It was created to automatically calculate accurate nautical and astronomical tables, because those made by human computers contained too many errors.


The concept originated with Johann Helfrich von Müller in 1786, but it was Charles Babbage, the British mathematician and inventor, who devised an extraordinarily detailed plan of how a functioning engine would work and created working prototypes at a scale that had not previously been conceived. It is perhaps the most intricate blueprint of a machine ever conceived on paper that could function.


Babbage’s original difference engine was the first automatic calculator, meaning that it was able to use the results from one calculation as an input to the next. He designed it with 16 decimal digits of accuracy and a printer; it could also produce plates for printing. It was to print not just nautical tables but also tables of logarithms, trigonometric functions, and even artillery tables (the task for which ENIAC, the Electronic Numerical Integrator and Computer, would later be constructed).


With funding from the British government, Babbage hired a machinist to build the engine. But it was never fully realized, and the project shut down in 1842. While manufacturing limitations were a factor in failure, lore has it that a financial dispute with the tool maker was the final, insurmountable obstacle. Babbage did manage to make a small, partial prototype of his second difference engine in 1832. The drawings for the second engine were used to build a fully functional machine that was completed in London in 2002. That machine has 8,000 parts, is 11 feet in length, and weighs 5 tons.


While work on the difference engine was halted, Babbage designed (but never built) the analytical engine, which was to be programmed with punch cards and had a separate “store” where numbers would be kept and a “mill” where the math would be calculated, a design that would be implemented in electronics nearly a century later.


SEE ALSO Antikythera Mechanism (c. 150 BCE), Ada Lovelace Writes a Computer Program (1843), Tabulating the US Census (1890), ENIAC (1943)


The Difference Engine No. 1 by Charles Babbage was the first successful automatic calculator. The portion pictured here was assembled by Babbage’s engineer, Joseph Clement, in 1832. Consisting of approximately 2,000 parts, it represents one-seventh of the complete engine.
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Electrical Telegraph


John Frederic Daniell (1790–1845), Joseph Henry (1797–1878), Samuel Morse (1791–1872), William Fothergill Cooke (1806–1879), Charles Wheatstone (1802–1875)


Using electricity to send messages through wires was the subject of much experimentation in Europe and the United States during the early 19th century. The key invention was John Daniell’s wet-cell battery (1836), a reliable source of electricity. Various forms of metal wire had existed since ancient times, and air was a reasonably good insulator, so sending electricity over distance required little more than stringing up a wire, modulating the signal with some kind of code, and having a device at the other end to turn the coded electrical pulses back into something a human could perceive.


American inventor Samuel Morse is credited with inventing, patenting, and promoting the first practical telegraph in 1836. The original Morse system started with a message that was encoded as a series of bumps on small, puzzle-like pieces that were placed into a tray. The operator turned a crank that moved the tray past a switch that completed and broke an electric circuit as it moved up and down. At the other end, an electromagnet moved a fountain pen or pencil up and down as a strip of paper moved underneath. To transmit text, each letter and number needed to be translated into a series of electrical pulses, which we now call dots and dashes, after how they were recorded on the paper strip. To operate over distances, the Morse system relied on Joseph Henry’s amplifying electromechanical relay, which allowed faint electrical signals sent over a long distance to trigger a second circuit.


In England, meanwhile, William Fothergill Cooke and Charles Wheatstone developed their own telegraph system based on the ability of electricity moving through wire to deflect a magnetic compass. The original Cooke–Wheatstone telegraph used five needles arranged in a line on a board, along with a pattern of 20 letters: by sending electricity down a pair of wires, two of the needles would deflect and point at one of the letters.


Cooke and Wheatstone’s system was the first to be commercialized. A few years later, with $30,000 in federal funding, Morse built an experimental telegraph line from Washington, DC, to Baltimore, Maryland. On May 24, 1844, Morse sent his famous message—“What hath God wrought?”—between the two cities.


SEE ALSO First Electromagnetic Spam Message (1864)


Drawings from Samuel Morse’s sketchbook, illustrating his first conception of the telegraph.
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Ada Lovelace Writes a Computer Program


Ada Lovelace (1815–1852)


What do you get when you combine a scientifically minded, logical mother with a free-spirited, poetically gifted father? You get Augusta Ada King-Noel, Countess of Lovelace, better known as Ada Lovelace—a British woman of the Industrial Age who used her unusual background and lineage to contribute to the cutting-edge technology of her day: the steam-powered Babbage difference engine.


Her mother was Lady Anne Isabella Milbanke Byron (1792–1860), and her father was the famous poet and notorious philanderer, Lord Byron (1788–1824). Lady Anne kicked Lord Byron out of the house when Ada was just five weeks old; Ada never met him. Determined to keep any trace of Lord Byron out of Ada’s life, she committed her daughter to a rigorous education in mathematics and science. Private tutors filled Ada’s days, including the Scottish science writer Mary Somerville, who introduced Ada to Charles Babbage at a dinner party.


At the party, Babbage unveiled a small prototype of his difference engine. Ada was captivated and wanted to know details of how it worked. That conversation was the first of many, which eventually led Babbage to show Ada the blueprints for his follow-up invention, the analytical engine. With her curious, creative mind and mature understanding of mathematics, she was commissioned to translate from French (at the time, a primary language of science) the lecture notes of Italian statesman Luigi Menabrea (1809–1896), who attended a talk Babbage gave on the analytical engine, and to add notes and ideas of her own. This she published in Scientific Memoirs, an early science journal, in 1843.


In that article appears Ada’s algorithm and detailed instructions for making Babbage’s machine compute Bernoulli numbers. This is generally regarded as one of the first published computer programs.


In recognition of her talents and influence on computer science, in 1979 the US Department of Defense named the Ada computer language after her.


SEE ALSO The Jacquard Loom (1801)


Watercolor portrait of Ada Lovelace, by Alfred Edward Chalon, c. 1840. Lovelace worked with Charles Babbage on the analytical engine, for which she designed the world’s first computer program.
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Fax Machine Patented


Alexander Bain (1811–1877), Giovanni Caselli (1815–1891)


Before the telephone, before radio, there was the fax machine. It wasn’t the fax machine of the 1990s—the machine that transmitted information over ordinary phone lines—but rather a machine comprising of a pair of synchronized pendulums connected to each other over distance by an electrified wire.


Alexander Bain was a Scottish clockmaker with an interest in both electricity and invention. In 1843, he built an “electric printing telegraph” that used a pair of precisely timed pendulums, one configured to function like a scanner, the other to function as a remote printer. A message scanned by the first pendulum would print out at the second.


The scanning pendulum had an arm that moved back and forth across a metal plate holding raised metal printers type. After each swing, the plate advanced in the perpendicular direction. Thus, the arm scanned a path of parallel horizontal lines across the type. When a small contact on the arm swept over part of a letter, a circuit would be completed and an electric current would flow down the wire to the remote system, where the synchronized pendulum was scanning horizontal lines over a piece of chemically treated paper. When electricity flowed, the paper under the second pendulum would change color.


Although Bain’s system worked, he ended up in disputes with both Charles Wheatstone (1802–1875) and Samuel Morse (1791–1872). Bain died in poverty in 1877.


Italian inventor Giovanni Caselli improved on Bain’s basic idea with a more compact device called a pantelegraph, which transmitted a message written with insulating ink on a metal plate over a set of wires. Commercial operation of the pantelegraph began in 1865 between Paris and Lyon, mostly to verify signatures on banking instructions.


The discovery that the element selenium was also a photoconductor meant that its electrical resistance changed with light, making it possible to send photographic images. This was put to use in 1907 with a “wanted” poster that was sent from Paris to London help catch a jewel thief. Soon newspapers were routinely printing photos that had been sent by wire. In 1920, the Bartlane cable picture transmission system routinely sent digitized newspaper photographs from London to New York, taking three hours to transmit each photograph.


SEE ALSO First Digital Image (1957)


Alexander Bain’s “electric printing telegraph” paved the way for later fax machines, such as this 1960 machine by Alexander Muirhead.
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Edgar Allan Poe’s “The Gold-Bug”


Edgar Allan Poe (1809–1849)


It was not a stunning cryptographic breakthrough or a spectacular demonstration of mathematical wizardry that helped to popularize secret writing and ciphers among the 19th-century American public. It was traditional storytelling by master of macabre Edgar Allan Poe.


Poe loved puzzles and ciphers and went to great lengths to write about them during his time as a magazine editor and literary author. The best known of these is a short story called “The Gold-Bug,” which follows a man named William Legrand who is bitten by a gold-colored bug and is convinced that it has a crucial role to play in restoring his fortune. Legrand and his associates embark on an adventure to find buried treasure that involves cryptograms, invisible ink, and the bug, which must be dropped through the left eye of a skull to unlock the overall solution.


The story was incredibly popular and is credited with inspiring Robert Louis Stevenson to write Treasure Island (1883). “The Gold-Bug” also captured the imagination of a young William F. Friedman, who went on to become a self-taught cryptographer, trained two generations of cryptanalysts (one for each world war), and became the US National Security Agency’s first chief cryptologist in 1952.


Poe once stated, in an 1841 letter to Frederick W. Thomas, “Nothing intelligible can be written which, with time, I cannot decipher.” While an editor at Graham’s Magazine, Poe wrote an article titled “A Few Words on Secret Writing” in which he offered a free subscription to any reader who could send him a cipher that he could not break. He claimed to have solved 100 submissions and then finished the contest by publishing two ciphers that were sent into the magazine by Mr. W. B. Tyler. Suspicion swirled that Tyler was really Poe himself.


Poe’s use of cryptography and puzzles in his editorial and literary work is symbolic of a practical challenge that ordinary people had during this time—there were few options for securely communicating private information. This was especially a problem for sending sensitive information by the newly invented telegraph, because by its very nature, a message sent by wire had to pass through many hands—being keyed, transcribed, and ultimately delivered—before reaching its intended destination.


SEE ALSO RSA-129 Cracked (1994)
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