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Preface for Teachers and Students

If social science departments wanted to structure their graduate programs to allow students to make the best use of their training in research methodology, they would probably devote their students’ first semester of course work to methods training, using applications from the literature as illustrations but delaying substantive courses until students had completed a department’s core methods courses. Of course, very few programs are structured in this fashion. Indeed, such a course schedule would likely leave students frustrated with having to delay beginning the study of human affairs until the second semester.

In most graduate programs the core methods sequence is stretched over two or three semesters. A typical three-semester version includes philosophy of science and research design in the first semester, introductory statistics in the second, and multivariate analysis—emphasizing regression—in the third. So in practice, exposure to regression analysis and other multivariate techniques often does not come until well into a student’s second or third semester in graduate school. However, before this exposure, students are taking substantive courses and reading literature that relies on regression and other, similar techniques. In effect, we have been teaching students to evaluate quantitative social science research much like parents who teach their young children to swim by throwing them into the middle of a pool without any prior instruction. Our students may learn to “swim”—to survive—but they certainly won’t have any fun doing so.

As teachers, we ought to do better. Yet virtually all textbooks covering multivariate methods—even those intended for introductory courses—present the techniques assuming students (1) have learned the basic principles of probability theory and statistical inference (so that they can make sense of standard errors, t-tests for coefficient estimates, and confidence intervals), and (2) are familiar with the concept of a distribution and the use of univariate descriptive statistics for measuring central tendency and dispersion of distributions.

It is entirely reasonable that presentations of techniques such as regression analysis assume such a background in statistics, since if one is going to learn both introductory inferential statistics and regression, it is more efficient to start with statistics. But students can learn a great deal about regression and other multivariate methods with virtually no background in statistics; they can acquire a conceptual understanding of some of the key assumptions of these techniques and an ability to interpret the meaning of the coefficients estimated. Thus, we can give students an entry-level background in multivariate analysis very early in their graduate training, thereby allowing them to understand the essential elements of research that relies on such analysis before they undertake more thorough training in multivariate analysis later in their careers.

This book offers a conceptual introduction to regression analysis and related techniques that can be assigned to graduate students at the beginning of their first semester, or even the summer before starting school. We assume that students come to the book with a “clean slate”—that they have no knowledge of descriptive or inferential statistics or of social science research design. We present all topics without relying on the mathematical language of probability theory and statistical inference. In fact, the math is limited to some simple algebra, which we review early on. Furthermore, we believe that the material presented can be learned by a conscientious student, through multiple readings, with little or no time devoted to attending accompanying class lectures. The book is short, so that even three or four close readings do not require an excessive investment of time.

The text is divided into two major parts. The first covers basic topics in regression analysis and is restricted to linear additive models. The second extends the regression model in several ways:  to nonlinear and nonadditive models, to “causal models” containing more than a single equation, and to probit and logit models with dichotomous dependent variables. Unless students are going to have frequent exposure to research articles relying on these advanced techniques, the second part of the book can be treated as reference material—to be read a couple of times, and then reviewed in greater detail when faced with a study relying on one of these techniques.

The book is also appropriate for some undergraduate students. Since it has no statistics prerequisite, its appropriateness for undergraduates is determined by whether they will be expected to read original research relying on multivariate analysis. If the students are deemed capable of reading articles reporting on quantitative research, clearly they should be able to understand this introduction to quantitative methods. We can envision this book being assigned as a text in an undergraduate methods course in a department in which students in junior- and senior-level courses are asked to read quantitative research. However, we can also see it being assigned by instructors in departments without an undergraduate research methods requirement, as preliminary reading in a course in which students will be reading original quantitative research. If the articles to be read rely only on linear, additive regression models, students might be assigned just the first part of this book, through Chapter 5.

It would be terrific if we could publish a different version of this book for each social science discipline, so that each student could see examples drawn exclusively from the discipline he or she has chosen to study. Since this is not feasible, we wrote a single version that relies on illustrations drawn from research across a variety of disciplines. To make them accessible to students with varied backgrounds, we chose examples that we believe could be understood without any background in the parent discipline. Indeed, for one recurring illustration, we turn away from the social sciences to consider the factors determining a person’s weight, since this is a topic about which all readers should have a certain amount of intuition.

We close this preface with some encouragement and advice for students. Assuming the material in this book is new to you, do not expect to understand—or remember—all of it after just one reading.  There is much to learn and synthesize. However, with each additional reading, more and more aspects of the material should become clear. Thus, we hope you have the patience to undertake several readings even if your principal reaction to your first exposure is frustration. We are confident that your persistence will be rewarded!

At various points in the text, we include brief exercises that you may use to test your knowledge of the topics discussed. These exercises are enclosed in brackets (i.e., [. . .]) and prefaced, for easy identification, with a pair of exclamation points (!!). The text immediately following an exercise gives the correct answer. However, the design of the text allows these bracketed exercises to be ignored without any loss of continuity of our presentation. Indeed, we suggest skipping the exercises when reading the book for the first time, but pausing to work through them on additional readings. If you can complete these exercises successfully, this is a strong indication that you are absorbing the material presented.
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Introduction




The Concept of Causation 

Much social science research is designed to test hypotheses (or propositions) about causation. Such hypotheses take the form of an assertion that if something (e.g., some event) occurs, then something else will happen as a result. Among nations, we might assert that population growth causes (or influences) economic growth. Among individuals, we might believe that body weight is influenced by food consumption. In a causal hypothesis, the phenomenon that is explained is called the dependent variable. It is called a variable because we are conceiving of something that can “vary” across a set of cases (e.g., persons or nations); it is called dependent because of the assertion of causation: its value is hypothesized to be dependent on the value of some other variable. In our examples the dependent variables are a nation’s economic growth and an individual’s weight. The other variable in the hypothesis—the one that is expected to influence the dependent variable—is called the independent (or explanatory ) variable. Population growth is thought to be an independent variable affecting a nation’s economic growth; a person’s food consumption is conceived as an independent variable influencing his or her weight. There are numerous synonyms for the terms independent and dependent variable in the social sciences. Table 1.1 lists the most common terms.

Let us take a closer look at what it means to claim that one variable influences another. The most common conception of causation focuses on the responsiveness of one variable to a change in the value of the other. When we claim that food intake influences body weight, we are implicitly arguing that if we were able to increase a person’s food consumption while holding everything else constant, the individual’s weight will change. The clause “while holding everything else constant” is important, because if other variables change at the same time as food consumption, the individual’s weight change could be a response to a change in one or more other factors rather than the increase in food consumption.


TABLE 1.1 Synonyms for Independent and Dependent Variable





	
Independent Variable 
	
Dependent Variable 



	Explanatory variable
	Explained variable



	Exogenous variable
	Endogenous variable



	Predictor variable
	Response variable



	
	Target variable





SOURCE: Modified from Maddala (1992, 61).

More generally, when we claim that some variable, X, influences another variable, Y, we mean that if all other variables could be held constant, then a change in the value of X would result in a change in the value of Y. We can also develop a measure of the magnitude (or strength) of the impact of X on Y by focusing on the size of the change in the value of Y occurring in response to some fixed increase in X. If a given increase in X leads to a 10-unit decrease in Y in one environment, but to a 5-unit decrease in another context, the former impact can be deemed twice as strong as the latter. (Several expressions are used interchangeably by social scientists to convey an assertion of causation; “X causes Y,” “X influences Y,” “X affects Y,” and “X has an impact on Y” are synonymous. The custom of using the symbol Y to denote a dependent variable and X to indicate an independent variable is deeply ingrained in the social science literature, and we shall follow this custom throughout the book.)




Experimental Research 

Suppose we wish to test the hypothesis that an independent variable X influences a dependent variable Y using empirical analysis.  (Empirical analysis refers to analysis based on observation.) The ideal way to do so would be to conduct an experiment. Your familiarity with experiments probably dates back to your first science class in elementary school. However, it is important to refresh our memories on the specific features of an experiment. To illustrate, say we design an experiment to test the claim that a fictitious new drug—a pill called Mirapill—helps to prevent children from getting the fictitious disease turkey pox. The population in question—that is, the cases to which the hypothesis is meant to apply—is children who have not had turkey pox. The independent variable is whether or not a child is given Mirapill, and the dependent variable is the probability that the child will get the disease.

In an experiment designed to test whether Mirapill reduces the probability of getting turkey pox, we would begin by taking a random sample—perhaps 1,000 subjects—from the population of children who have never had turkey pox. (For the sample to be random , every member of the population must have the same chance of being included in the sample.) These 1,000 children then would be randomly assigned to two groups. One group of 500 would be called the experimental group, and the other, the control group.
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