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INTRODUCTION



WHAT MAKES YOU YOU?


Wherever you come from and whatever you believe about yourself, chances are that to some extent you know your brain is the heart of the matter. Although it is said that there are no atheists in foxholes, there are also few people who will not duck when the shooting starts—nobody wants a bullet in their brain. If you trip and fall forward on a concrete sidewalk, your arms rise instinctively to protect your head. If you are a cyclist, the only protective gear you probably wear is your helmet. You know something important is under there, and you will do what it takes to keep it safe.


Your concern for your brain probably does not end there. If you are smart or successful, you pride yourself on your brainpower. If you are an athlete, you prize your coordination and stamina, likewise products (at least in part) of your brain. If you are a parent, you worry about your child’s brain health, development, and training. If you are a grandparent, you may worry about your own aging brain and the consequences of brain atrophy. If you had to swap body parts with someone else, your brain would probably be the last part you would consider exchanging. You identify with your brain.


How complete should this identification be? Is it possible that everything truly significant about you is in your brain—that in effect, you are your brain?  A famous philosophical thought experiment asks you to consider just this possibility. In the experiment, you imagine that an evil genius has secretly removed the brain from your body and placed it in a vat of chemicals that keeps it alive. The brain’s loose ends are connected to a computer that simulates your experiences as if everything were normal. Although this scenario seems like nothing more than science fiction, serious scholars use it to consider the possibility that the things you perceive may not in fact represent an objective reality outside your brain. Regardless of the outcome, the premise of the thought experiment itself is that being a brain in a vat violates no physical principles and that it is at least theoretically conceivable. If scientific advances eventually made it possible to maintain your disembodied brain, the scenario implies that the irreducible you would indeed be in there.


For some, the idea that people can be reduced to their brains sounds a powerful call to action. A young woman named Kim Suozzi heard that call. At just twenty-three years old, Suozzi was dying of cancer, but she refused to go gentle into that good night. She and her boyfriend decided to raise $80,000 in order to fund the preservation of her brain after she died. Suozzi believed that technology might one day enable her to be brought back to life, either physically or digitally, through structural analysis of her frozen organ. Science is nowhere near up to the task right now, but that did not deter her. To Suozzi in her final days, the brain became everything. Others have taken Suozzi’s path as well. I myself have had a related experience, which I will describe later in this book.


When we are confronted with mounting evidence that the brain is central to all we once associated with our selves, our spirits, and our souls, it is not surprising that some of us react dramatically. In our brave new neuroscientifically informed world, the brain bears the legacy of several millennia of existential angst. Our ultimate hopes and fears can come to revolve around this organ, and in it we may seek answers to eternal questions about life and death, virtue and sin, justice and punishment. There is no mental function for which researchers have not succeeded in finding corresponding activity patterns in the brain, using either imaging techniques in people or more invasive measurements in animals. We see brain data increasingly entering courtrooms, the risk of brain injury newly affecting our pastimes, and brain-targeted medicines prescribed to alter a gamut of behavior from school performance to social graces. A lesson from the legendary Greek philosopher Hippocrates is penetrating the public consciousness: “Men ought to know that from nothing else but the brain come joys, delights, laughter and sports, and sorrows, griefs, despondency, and lamentations.”


Everything important about us seems to boil down to our brains. This is a stark claim, and my aim in this book is to show that it sends us in the wrong direction, by masking the true nature of our biological minds. I argue that the perception that the brain is all that matters arises from a false idealization of this organ and its singular significance—a phenomenon I call the cerebral mystique. This mystique protects age-old conceptions about the differences between mind and body, free will, and the nature of human individuality. It is expressed in multiple forms, ranging from ubiquitous depictions of supernatural, ultrasophisticated brains in fiction and media to more sober scientifically supported conceptions of cognitive function that emphasize inorganic qualities or confine mental processes within neural structures. Idealization of the brain infects laypeople and scientists alike (including myself), and it is compatible with both spiritual and materialist worldviews.


A positive consequence of the cerebral mystique is that exalting the brain can help drive public interest in neurobiological research, a tremendous and worthy goal. On the other hand, the apotheosis of the brain ironically obscures consequences of the most fundamental discovery of neuroscience: that our minds are biologically based, rooted in banal physiological processes, and subject to all the laws of nature. By mythologizing the brain, we divorce it from the body and the environment, and we lose sight of the interdependent nature of our world. These are the problems I want to address.


In the first part of this book, I will describe the cerebral mystique as it exists today. I will do this by considering themes in today’s neuroscience and its public interpretation that underemphasize the brain’s organic, integrated characteristics. I argue that these themes promote a brain-body distinction that recapitulates the well-known mind-body dualism that dominated Western philosophy and religion for hundreds of years. By perceiving virtual barriers between our brains and our bodies—and by extension between our brains and the rest of the world—we see people as more independent and self-motivated than they truly are, and we minimize the connections that bind us to each other and to the environment around us. The disconnected brain acts as a stand-in for the ethereal soul, inspiring people like Kim Suozzi to preserve their brains upon death in the hope of attaining a form of immortality. In upholding the brain-body distinction, the cerebral mystique also contributes to chauvinistic attitudes about our brains, minds, and selves, such as the egotism of successful leaders and professionals and the “us versus them” attitudes of war and politics.


In the individual chapters of Part 1, I will introduce five specific themes that give rise to the brain-body distinction and that tend to elevate the brain above the rest of the natural realm. By scrolling through alternative, scientifically grounded perspectives, I will try to bring the brain back down to earth. The first theme I will address is abstraction, a tendency for people to view the brain as an abiotic machine based on fundamentally different principles from other living entities. This is best exemplified by the familiar analogy of the brain to a computer, a solid-state device that can be perfected and propagated in ways that evoke a disembodied spirit. The second theme is complexification, a vision of the brain as so vastly complicated as to defy analysis or understanding. The inscrutably complex brain is a convenient hiding place for mental capabilities we want to possess but cannot explain, like free will. The third theme is compartmentalization, a view that stresses the localization of cognitive functions without offering deeper explanations. Supported largely by the kinds of brain imaging studies we often see in the media, the compartmentalized view often facilitates shallow interpretations of how the brain helps us think and act. The fourth theme is bodily isolation, a tendency to see the brain as piloting the body on its own, with minimal influence from biological processes outside the skull. The fifth and final theme is autonomy, the view of the brain as self-governing, receptive to the environment but always in control. These last two themes allow us to see ourselves as cut off from impersonal driving forces both inside and outside our bodies that nevertheless dramatically affect our behavior.


In Part 2, I will explain why a more biologically realistic view of our brains and minds is important, and how it could improve our world. I consider three areas that today are heavily influenced by the cerebral mystique: psychology, medicine, and technology. In psychology, the mystique fosters a view that the brain is the prime mover of our thoughts and actions. As we seek to understand human conduct, we often think first of brain-related causes and pay less attention to factors outside the head. This leads us to overemphasize the role of individuals and underemphasize the role of contexts in a range of cultural phenomena, from criminal justice to creative innovation. An updated view that moves beyond idealizations must accept that the body’s physiological milieu, encompassing but not bounded by the brain, provides an unequivocal meeting point for influences both internal and external to every person. Our brains seen in this way are complex relay points for innumerable inputs, rather than command centers endowed with true self-determination. Whenever I have an idea, my idea is the product of all of these inputs converging at once around my head, rather than mine alone. When I steal or kill, whatever happens in my criminal brain is the product of my physiology and environment, my history, and my society, including you.


In medicine, a grave consequence of the cerebral mystique is to perpetuate the stigma of psychiatric disease. Accepting that our minds have a physical basis relieves us of the traditional tendency to view mental illnesses as moral failings, but recasting psychiatric conditions as brain disorders can be almost as damning to the patients affected. Society tends to view “broken brains” as less curable than moral flaws, and people thought to have problems with their brains can be subject to greater suspicion as a result. Equating mental disorders with brain dysfunction also skews the treatments people seek, leading to greater reliance on medications and less interest in behavioral interventions such as talk therapy. And seeing mental illnesses purely as brain diseases overlooks an even deeper issue—the fact that mental pathologies themselves are often subjectively defined and culturally relative. We cannot properly grapple with these complexities if we reduce problems of the mind to problems of the brain alone.


For some people, the cerebral mystique inspires technological visions for the future. Many of these revolve around science fiction and the idea of “hacking the brain” to improve intelligence or even eventually upload our minds and preserve them for eternity. But the reality of brain hacking is less glamorous than its image. Invasive brain procedures have historically incurred high risk of injury and helped only the most debilitated patients. The neurotechnological innovations that meet society’s needs might best remain outside our heads; indeed, such peripheral tech is already turning us into transhumans armed with portable and wearable electronics. Both hopes and fears about neurotechnology are distorted by artificial distinctions between improvements that work directly and those that work indirectly on our central nervous systems. By demystifying the brain we will be better able to enhance our lives while solving the scientific and ethical challenges that arise along the way.


Before getting into my argument, I want to say a few words about what this book does not try to do. First, it does not explain how the brain works. Unlike many other authors, I am concerned more with what the brain is than what it does. Although several of my chapters include examples of specific brain mechanisms, my purpose in introducing them is largely to illustrate modes of action that depart from widespread stereotypes about the brain. Just as many artists strive to give emotional and psychological depth to flat figures from history and legend, I hope in a humble way to add dimensionality and nuance to an organ that popular writing often depicts as a dry computing machine rather than a thing of flesh and blood.


Second, this book does not challenge the fact that the brain is essential to human behavior. Functions of the mind all require the brain, even if they do not reduce to the brain. Many of these functions are almost as poorly understood now as they were fifty or a hundred years ago, and basic neuroscientific explorations of phenomena such as memory, perception, language, and consciousness are the best way to advance our knowledge. I will illustrate how traditional ways of looking at the brain can be complemented by alternative and broadened views, but neuroscience and the brain remain at the center of the picture.


Third and most important, this book in no way aims to reject objective neurobiological findings. The perspectives I offer will foster a view of our minds and selves as more interconnected than Old Age culture traditionally views them, but this is no invitation to slip into ungrounded New Age spirituality. It is hard scientific research itself that paints a picture of the brain as biologically grounded and integrated into our bodies and environments. Conversely, it is the cerebral mystique and its emphasis on the extraordinary features of brains that drive people to doubt the power of science to illuminate human thought and behavior—a view that I, like most neuroscientists, emphatically reject. The cerebral mystique limits the impact of neuroscience in society today by presenting the brain as a self-contained embodiment of the mind or soul. This view makes it easier to “black-box” the nervous system, to treat what happens in the brain as confined to the brain, and to ignore what neuroscience might have to say about real-world problems. This is a view I mean to set aside, and I hope that this book will convince you to agree.













part I



THE CEREBRAL MYSTIQUE













one



EATING THE BRAIN


WHEN I FIRST TOUCHED A BRAIN, IT WAS BRAISED AND enveloped in a blanket of beaten eggs. That brain had started its life in the head of a calf, but ended in my mouth, accompanied by some potatoes and a beverage at an economical eatery in Seville. Seville is a Spanish city famous for its tapas, and tortilla de sesos, as well as other brain preparations, are occasional offerings. On my brain-eating trip to Seville, I was too poor to afford sophisticated gastronomic experiences. Indeed, some of my most vivid recollections of the trip included scrounging around supermarkets for rather less satisfying food, while the delectable tapas remained out of reach, only for the ogling. The brain omelet was certainly one of the better meals I had.


My next encounter with sesos came many years later in a laboratory at MIT, in a crash course on neuroanatomy whose highlight was certainly the handling and dissection of a real sheep’s brain. At that time, I was drawn to the class and to the sheep’s brain by a diffuse set of concerns that motivate many of my fellow humans to follow and even embed themselves in neuroscience. The brain is the seat of the soul, the mechanism of the mind, I thought; by studying it, we can learn the secrets of cognition, perception, and motivation. Above all, we can gain an understanding of ourselves.


The experience of handling a brain can be awesome, in the classical sense of the word. Is this lump of putty really the control center of a highly developed organism? Is this where the magic happens? Animals have had brains or brain-like structures for nearly five hundred million years; over 80 percent of that time, the ancestors of sheep were also our ancestors, and their brains were one and the same. Reflecting that extensive shared heritage, the shape, color, and texture of the sheep’s brain are quite like our own, and it is not hard to imagine that the sheep’s brain is endowed with transcendent capabilities analogous to ours. The internal complexity of the sheep’s organ is indeed almost as astounding as that of the human brain, with its billions of cells, trillions of connections between cells, and ability to learn and coordinate flexible behaviors that carry us across lifespans more convoluted than the cerebral cortex. The sheep’s brain bears witness to years of ovine toil, longing, passion, and caprice that are easily anthropomorphized. And that brain, removed from the rest of its body and everything the ex-sheep once felt or knew, is as powerful a memento mori as one can find.


But the sheep’s brain, like ours, is also a material highly similar to other biological tissues and organs. Live brains have a jellylike consistency that can be characterized by a quantity called an elastic modulus, a measure of its capacity to jiggle without losing its form. The human brain has an elastic modulus of about 0.5–1.0 kilopascal (kPa), similar to that of Jell-O (1 kPa), but much lower than biological substances such as muscle or bone. Brains can also be characterized by their density. Like many other biological materials, the density of brains is close to water; given its size, an adult human brain therefore weighs about as much as a large eggplant. A typical brain is roughly 80 percent water, 10 percent fat, and 10 percent protein by weight, leaner than many meats. A quarter pound of beef brain contains 180 percent of the US recommended daily value of vitamin B12, 20 percent of the niacin and vitamin C, 16 percent of the iron and copper, 41 percent of the phosphorus, and over 1,000 percent of the cholesterol—a profile somewhat resembling an egg yolk. Risk of clogged arteries aside, why not eat the brain rather than study it?


About two million years ago, near what is now the southeastern shore of Lake Victoria in Kenya, ancient hominins were doing just that. Lake Victoria itself, the largest in Africa and source of the White Nile, is less than half a million years old and was then not even a glimmer in the eye of Mother Nature. Instead, the area was an expansive prairie, roamed by our foraging forebears, who subsisted on grassland plants and the flesh of prehistoric grazing mammals that shared the terrain. Archeological findings at this site, known as Kanjera South, document the accumulation of small and midsize animal skulls at specific locations over several thousand years. The number of skulls recovered, particularly from larger animals, substantially exceeds the corresponding numbers of other bones. This indicates that animal heads were separated from the rest of their carcasses and preferentially gathered at each site. Some skulls bear the marks of human tool use, thought to reflect efforts to break open the cranial cavities and consume their contents. Brains were apparently an important part of the diet of these early people.


Why brains? In evolutionary terms, the Kanjera humans were relatively new to meat eating; carnivory in Homo is documented as beginning only at about 2.5 million years ago (Mya), though it is believed to have been a major factor in our subsequent development as a species. Nonhuman carnivorous families on the scene at 2 Mya had been established meat eaters for many millions of years already. The biting jaws and catching claws of the great Pleistocene cats, the giant hyenas, and the ancestral wild dogs were better adapted to slaying, flaying, and devouring their prey than anything in the contemporary hominin body plan. But early humans had advantages of their own: already the bipedal stance, the storied opposable thumb, and a nascent ability to form and apply artificial implements all conferred special benefits. If a primordial person stumbled across the carcass of a slain deer, pungent and already picked to the bone by tigers, she could raise a stone, bring it crashing down on the cranium, and break into a reservoir of unmolested edible matter. Or if she brought down an animal herself, she could pry off the head and carry it back for sharing with her clan, even if the rest of the animal was too heavy to drag. In such fashion, the hominins demonstrated their ability to carve out an ecological niche inaccessible to quadrupedal hunters. Although other carnivores competed vigorously with humans for most cuts of meat, brains may have been uniquely humankind’s for the taking.


Synchronicity on a geologic time scale may explain the coincidence of early hominin brain eating and the emergence of massive, powerful brains in our genus, but the two phenomena are connected in other ways as well. Highly evolved human civilizations and their corresponding cuisines across the world have produced edible brain preparations that range from simple, everyday dishes to splendid delicacies. Celebrity chef Mario Batali brings us calf brain ravioli straight from his grandmother, needing about one hour of preparation and cooking time. Traditional forms of the hearty Mexican hominy stew called posole are somewhat more involved: an entire pig’s head is boiled for about six hours until the meat falls off the bone. Unkosher, but perhaps appetizing all the same! Truly festive brain dishes are prepared across much of the Muslim world on the feast of sacrifice, Eid al-Adha, which celebrates Abraham’s offering of his son Ishmael to God. These recipes—brain masala, brains in preserved lemon sauce, steamed lamb’s head, and others—leverage the glut of ritually slaughtered animals generated on the holiday, as well as a cultural reluctance to let good food go to waste. And who could forget the highlight of Indiana Jones’s Himalayan banquet on the threshold of the Temple of Doom—a dessert of chilled brains cheerfully scooped out of grimacing monkey heads? Although it is a myth that monkey brains are eaten on the Indian subcontinent, they are a bona fide, if rare, component of the proverbially catholic Chinese cuisine to the east.


Even to the hardened cultural relativist, there is something slightly savage about the idea of consuming brains as food. “It’s like eating your mind!” my little girl said to me at the dinner table, a scowl on her face. Eating monkey brains seems most definitively savage because of the resemblance of monkeys to ourselves, and eating human brains is so far beyond the pale that on at least one occasion it has invited the wrath of God himself. The unhappy victims of that almighty vengeance were the Fore people of New Guinea, discovered by colonists only in the 1930s and decimated by an epidemic of kuru, sometimes called “laughing sickness.” Kuru is a disease we now believe to be transmitted by direct contact with the brains of deceased kuru sufferers; it is closely related to mad cow disease. The Fore were susceptible to kuru because of their practice of endocannibalism—the eating of their own kind—as Carleton Gajdusek discovered in epidemiological studies that later won him a Nobel Prize. “To see whole groups of well nourished healthy young adults dancing about, with athetoid tremors which look far more hysterical than organic, is a real sight,” Gajdusek wrote. “And to see them, however, regularly progress to neurological degeneration… and to death is another matter and cannot be shrugged off.”


Fore people were surprisingly nonchalant about their cannibalism. The bodies of naturally deceased relatives were dismembered outside in the garden, and all parts were taken except the gallbladder, which was considered too bitter. The anthropologist Shirley Lindenbaum writes that brains were extracted from cleaved heads and then “squeezed into a pulp and steamed in bamboo cylinders” before eating. Fore cannibalism was not a ritual; it was a meal. The body was viewed as a source of protein and an alternative to pork in a society for which meat was scarce. The pleasure of eating dead people (as well as frogs and insects) generally went to women and children, because the more prestigious pig products were preferentially awarded to the adult males. The brain of a dead man was eaten by his sister, daughter-in-law, or maternal aunts and uncles, while the brain of a dead woman was eaten by her sister-in-law or daughter-in-law. There was no spiritual significance to this pattern, but it did closely parallel the spread of kuru along gender and kinship lines until Fore cannibalism was eliminated in the 1970s.


There are many reasons not to eat brains, from ethical objections to eating meat in general, to the sheer difficulty of the butchery, to the danger of disease; but all activities come with some difficulties and dangers. One can’t help thinking that the real reason our culture doesn’t eat brains is more closely related to the awesomeness of holding a sheep’s brain in one’s hand: brains are sacred to us, and it takes an exercise of willpower to think of them as just meat. Eating someone else’s brain, even an animal’s, is too much like eating our own brain, and eating our own brain—as my daughter asserted—is like eating our mind, and perhaps our very soul.


Some of us arrive at this conclusion through introspection. Even in the sixth century BCE, the Pythagoreans apparently avoided eating brains and hearts because of their belief that these organs were associated with the soul and its transmigration. But can we find objective data to demonstrate a modern disinclination to eat brains? Consumption of offal of all sorts, at least in Europe and the United States, has dropped precipitously since the beginning of the twentieth century, but it seems that brains in fact are particularly out of favor. A recent search of a popular online recipe database uncovered seventy-three liver recipes, twenty-eight stomach recipes, nine tongue recipes, four kidney recipes (not including beans), and two brain recipes. If we suppose somewhat crudely that the number of recipes reflects the prevalence of these ingredients in actual cooking, there appears to be a distinct bias against brains. Some of the bias may be related to “bioavailability”—a cow’s brain weighs roughly a pound, compared with two to three pounds for a tongue or ten pounds for a liver—but a difference in popularity plausibly explains much of the trend. A 1990 study of food preferences surveyed from a sample set of English consumers also supports this point. The results showed that dislike for various forms of offal was ranked in ascending order from heart, kidney, tripe, tongue, and pancreas to brain. This study is notable partly because it was performed before the mad cow outbreak of the mid-1990s, so the surveyed preferences are not easily explained by health concerns related to brain eating. The participants’ tendency to “identify with” brains might best explain revulsion at eating them, inferred sociologist Stephen Mennell in an interpretation of the results.


Most people lack an appetite for brains, but hunger and the brain remain closely intertwined in other ways, both literally and metaphorically. In the most concrete sense, brains are of course necessary for the perception of hunger in each of us. The cognitive basis for hunger revolves largely around a group of cells that live in a brain region called the hypothalamus. Some of these cells secrete a hormone called Agouti-related peptide (AgRP), a small protein molecule that for convoluted reasons bears the name of a winsome Mesoamerican rodent. Stimulation of AgRP release in mouse brains results in voracious feeding and an irrepressible willingness to work for food. When humans get hungry, it is possible to detect somewhat more subtle consequences. A remarkable 1945 study called the Minnesota Starvation Experiment, motivated by fears of wartime deprivation, followed the behavior and psychology of thirty-six men subjected to a semi-starvation diet in which they lost 25 percent of their body weight. “Hunger made the men obsessed with food,” wrote historians David Baker and Natacha Keramidas in an account of the experiment. The subjects “would dream and fantasize about food, read and talk about food and savor the two meals a day they were given.”


Our brain-starved society has also engendered a figurative hunger for brains that finds its expression in reading, talking, and fantasizing. Widespread recognition of the significance of brain function to human nature burst into the public scene during the Victorian era with the popularization of phrenology. Phrenology’s founder, Franz Gall (1758–1828), claimed that he began to conceive his influential theory about the relationship between cranial features and mental capacities by observing his fellow students in primary school. Following medical studies at the Universities of Strasbourg and Vienna, Gall’s social connections and occupation as physician to a Viennese lunatic asylum gave him opportunities to observe the physiognomy of patients from many walks of life. He endeavored to obtain the brains of those he had observed and tried to relate neuroanatomy to the exterior attributes he had previously recorded. Gall emerged with a set of basic tenets, chiefly that cognitive faculties are localized in discrete brain regions, that the size of these regions corresponds to the strength or power of the corresponding faculties, and that the shape of the skull reflects the underlying regional brain structure. Gall began to go public with his views in the 1790s but was censored in Austria for his secular view of human nature and ultimately induced to leave the country. Settling in Paris but traveling and lecturing widely across northern Europe, Gall became a tireless advocate for his celebrated brainchild.


Phrenology became extraordinarily influential over the subsequent decades. Its teachings penetrated the English-speaking world through the proselytizing of Gall’s energetic protégé, Johann Spurzheim. His most prominent Anglophone convert, George Combe, authored an international best seller inspired by phrenology called The Constitution of Man. The book sold over a quarter of a million copies within thirty years of its publication in 1828; it became one of the most widely read books of the nineteenth century, vastly outstripping the scientific treatises of contemporaries such as Charles Darwin. Phrenological societies sprang up in cities across the United States and Europe. A phrenological journal was founded by the brothers Orson and Lorenzo Fowler, who also ran craniology examination parlors in New York, Boston, and Philadelphia and manufactured the iconic parcellated porcelain heads sold to this day as novelty items. Noteworthies from Abraham Lincoln to Walt Whitman underwent phrenological readings, but commercialization of phrenological ideas and techniques also divorced the discipline from its claimed scientific roots and led to denunciations of phrenology as little more than quackery. In recent years, some of Gall’s theories have received a partial vindication, following the discovery of highly specialized regions in primate brains. But the deeper significance of the movement Gall and Spurzheim spawned lies in its role as the first broad-based intellectual trend that sought explanations of human behavior in the material brain.


The burgeoning of nineteenth-century interest in brains also led to the curious phenomenon of brain collecting. A menagerie of 432 brains was assembled by the neuroanatomist Paul Broca, who used his acquisitions to draw conclusions resonant with phrenological theory. The lesioned brains of some of his aphasic patients in particular led to the discovery of Broca’s area, a frontal lobe region closely associated with language. Brains of some of Europe’s brightest luminaries were posthumously harvested and examined for signatures of greatness. The brains of both Gall and Spurzheim were among those salvaged. Lord Byron’s brain was one of the heaviest brains recorded, a whopping 4.9 pounds; big brains like his reinforced Eurocentric notions of racial and intellectual superiority when compared with smaller African brains such as that of the so-called Hottentot Venus, Sarah Baartman, a South African slave and performer who was dissected by the French zoologist Georges Cuvier. Cuvier’s own brain weighed in at 4 pounds and Broca’s at 3.3 pounds.


In a particularly striking episode, the brain of the great mathematician Carl Gauss was bequeathed in 1855 to his close friend, the Göttingen anatomist and physician Rudolf Wagner. The price of this inheritance was that Wagner had to help take it out himself. Imagine the awkwardness of performing an autopsy on an intimate acquaintance, particularly the opening of the skull and extraction of the cerebral matter itself! Wagner collaborated on the autopsy with several others, an arrangement that no doubt dissipated some of the psychic tension. One of the other participants, the prominent physician Konrad Fuchs, was also later autopsied by Rudolf Wagner. By a curious quirk of fate, Gauss’s brain was accidentally exchanged with Fuchs’s and the mistake went undiscovered for 150 years. Before the mix-up, Gauss’s brain was weighed and found too light—about three pounds, only marginally above average for adult males and certainly insufficient to explain the prodigious cognitive capabilities of the “Prince of Mathematics.” For an explanation of the genius’s powers, Wagner turned instead to the deep crevices of the brain’s surface, the sulci, which were a topic of interest to neuroanatomists of that day. Wagner noted that Gauss’s sulci were the deepest and most convoluted he had seen. We now know, however, that these measures are only weakly related to general intelligence.


Brain collections are still actively maintained in medical establishments around the world. They now play a key role as repositories of tissue samples that facilitate the analysis of neurological diseases suffered by some of the donors. The largest brain collection is almost literally in my backyard in Belmont, Massachusetts. The Harvard Brain Bank at McLean Hospital holds more than seven thousand human brains in rooms full of stacked Rubbermaid containers and freezer arrays. Scientists and clinicians may request samples for histological or genetic studies; pieces are mailed out as dissected tissue blocks or two-dimensional vertical slices called coronal sections. Recruiting donors is not easy; the functioning of such resources clearly depends on the public’s appreciation of the significance of brains and brain science.


Over the two hundred years since Gall, both popular and professional preoccupation with brains has grown dramatically. George H. W. Bush declared the 1990s to be the Decade of the Brain, with the stated goal to “enhance public awareness of the benefits to be derived from brain research.” Soon after this decade had run its course, the US National Institutes of Health (NIH, the world’s biggest sponsor of medical research) announced its 2004 “Blueprint for Neuroscience Research,” an effort to boost neurobiology research and technology through a series of focused objectives and “grand challenges” to scientific investigators. In 2013, both the US federal government and the European Union announced ambitious further endeavors to promote and integrate future brain research. Ever-increasing participation in brain science is reflected in the attendance statistics at the monolithic Society for Neuroscience annual conference, which saw peak attendance of about six thousand people in the 1970s, fourteen thousand in the ’80s, twenty-six thousand in the ’90s, and thirty-five thousand in 2000. The neuroscience conference now has a population greater than most towns in America.


Consumption of brain-related literature has also followed a trajectory of rapid expansion. The number of print books listed on Amazon with key word “brain” has approximately doubled with each decade since the 1970s, an exponential growth pattern similar to the famous Moore’s Law, which predicts the doubling of computer processing power at regular intervals. Of the 5,070 “brain” books listed on Amazon in 2014, 164 books were published in the 1970s, 470 in the ’80s, 983 in the ’90s, 1,676 in the ’00s, and more than 1,500 published in the first half of the teens—on track to continue the doubling trend into the current decade. Over the same time span, entries associated with key word “brain” or “neuron” in the US National Library of Medicine, the definitive index of life science publications, have steadily grown from 13,000 per year in 1970 to more than 60,000 per year since 2010.


On undergraduate college campuses throughout America, similar trends are apparent. At most schools, the closest major to neuroscience is psychology, a framing subject that includes behavioral, cognitive, and biological components. Psychology is reported to be the second most popular major at US colleges, surpassed only by business. The number of students graduating with degrees in psychology has increased vastly from a total of about 38,000 in 1970 to over 100,000 per year in recent years. As a child, I was amazed to learn that a large concert hall near my mother’s office at Cornell University doubled as a classroom for the 1,600 students of Psych 101, the introductory psychology class there. Comparable mega-classes in psychology are common across the country and for countless pupils provide an opportunity to begin investigating the innards of their minds and brains.


Trends in education and the media have made us more aware than ever of the importance of brains in our lives. Our appetite for literature and lectures about brains is only a component of this trend. At a more intimate level, most of us have had friends or relatives affected by brain diseases such as Alzheimer’s or Parkinson’s. We may also have personal reasons to know about the danger of concussions and head injuries, or about drug abuse and its effects on the brain. Findings backed by solid science but recognized in the past only by specialists have slowly been entering the popular consciousness. Through this exposure, we have learned some of the ways that our brains are important for perception and cognition, and we now have falsifiable hypotheses about how these phenomena might work. The demise of phrenology notwithstanding, we have seen that different brain regions really can do different things. Our brains can also undergo changes, store memories, help make decisions, and commit errors. Basic neuroscience research has even given us insights into the specific molecular and cellular factors involved when our brains change, remember, decide, and err.


But have we ourselves been changed by what we know about the brain? If neuroscience teaches us that our minds are based on biological processes, shouldn’t our attitudes and practices be radically affected? Why haven’t our notions of personal responsibility and individual identity fundamentally changed? Why does our society still punish and reward people in virtually the same ways that it did a hundred years ago? Why do we continue to stigmatize mental disorders more than kidney disease or pneumonia? Why do we feel differently about medicines and technologies that act on the brain compared with those that act on the rest of the body? Some might argue that our neuroscientific understanding of core mental processes is still too rudimentary to make a difference in addressing real-world problems. But our society didn’t need microscopic understanding of infectious agents in order to give up bloodletting as the remedy to diseases in the nineteenth century. Similarly, most college-educated people don’t need a full description of the factors involved in climate change, macroeconomic theory, or tribalism in Afghanistan in order to grasp some of the basics and think about their policy implications. So if neuroscience hasn’t changed our worldview in important ways already, what is getting in the way?


One answer is that despite growing awareness of brain science, most of us continue to live our lives in an extraordinary level of denial about the biological nature of our minds and selves. We routinely distinguish mental from physical worlds both in conversation and in analysis. Even if we accept intellectually that cognition arises from physical phenomena in and around our brains, we operationally wall this fact off from our conscious actions and thoughts. There is no growling, congestion, or tingling to disrupt our daily reveries and remind us of the brain’s quirky presence. For the most part, the function of the human brain therefore remains abstract, unfathomable, and remote. Like events in far-off countries, neurobiological discoveries make for engrossing reading or research but still leave us largely untouched. To be changed by neuroscience, we need to get more personal with the brain, and to get personal we need to lose some of the exaggerated sense of wonder that distances us from the organ of our minds.


Pictures can begin to show us how fascination with the brain leads to unrealistic views of its role. When brains appear in magazines or animations, they are surreal, free-floating forms, often blue and iridescent like Luke Skywalker’s first lightsaber, sparkling with occult energy (see Figure 1). The brain I remember best from my youth lived in a tank of green slime and pulsated with light; it belonged to the Doctor Who television series villain Morbius, a megalomaniacal mass murderer who had met with an unfortunate accident somewhere along the line. In scientific images, brains are most likely to be speckled with fluorescent colors or flashing bright spots of red and yellow to denote patterns of activity in scans. Even on the covers of neurology textbooks, brains are apt to be glistening, glowing, or ghostly as X-rays. These images at once project power and enigma, like the chryselephantine idols of the ancients. They evoke depictions of the Holy Spirit as a radiant bird in Renaissance paintings or the glowing halos that emanate from gods and saints in religious art from around the world.
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FIGURE 1. A typical mystified brain. (Licensed from Adobe Stock)








Images often express feelings that words or conscious thoughts convey with less fidelity. Picasso was known to have increasingly distorted the unattractive features of his mistresses in portraits as he fell out of love with them. “It must be painful for a girl to see in a painting that she is on the way out,” the artist once remarked. The psychologist Carl Jung discerned evidence of unconscious mental representations in imagery ranging from ancient religious artifacts to the hallucinations of his schizophrenic patients. Some images of glowing brains in fact bear a strong resemblance to one of Jung’s archetypal forms, the “solar phallus,” which he presented as a libidinous semi-religious image recurring spontaneously throughout history. Below the bright hemispheres of the cerebral cortex protrudes the priapic medulla oblongata, the brain’s regulator of vital primitive functions such as breathing and heart rate. Surely Jung would have enjoyed the resemblance.


The supernatural iconography of the brain both reflects and reinforces a romanticized view of what goes on between the ears—a mystique of the brain, what it does, and what it makes us do. This cerebral mystique drives many of us to see the brain as the essence of our humanity, to reduce our problems to its problems, and to study it rather than eat it. Like other mystiques, the cerebral mystique connotes a sense of mystery and magic, a charm and charisma that distinguishes the brain from merely academic concerns. Lots of things can become interests or even obsessions (cooking, stamp collecting, Dungeons & Dragons), but few of these possess the je ne sais quoi that makes for a true mystique. Scientific problems don’t usually engender mystiques. Even some of the most compelling topics of the day—the causes of cancer, the properties of newly discovered materials, machine-learning algorithms—may inspire intense commitment but fail to arouse the allure that for many people surrounds the brain. Mystiques develop most powerfully around those scientific fields that engage with essential aspects of existence, such as the origin of the universe or the nature of consciousness.


Mystiques are invigorating, but they are also impediments to enlightenment and progress. The “feminine mystique” of Betty Friedan’s revolutionary 1963 book referred to an entrenched set of constraining attitudes about the proper place of women in society. Friedan blamed this mystique for women’s reluctant decision to shelve their ambitions in order to take on traditional womanly roles in the home. Mystiques associated with faraway places have been rife and consequential. For centuries across Europe, the mystique of the East in particular evoked florid literary expressions that have come to be known as Orientalism. This cultural movement, with its objectification of Eastern people and their traditions, is now cited as one of the pillars of colonialism. Some would say that science as a whole possesses a mystique that has at times been abused. The mystique of science has been borrowed by fields that do not deal with the natural world or that lack the deterministic characteristics commonly associated with the natural sciences. The prestige of scientific objectivity was most insidiously harnessed to justify the racist theories that contributed to European imperialism and the atrocities of World War II.


The cerebral mystique is a similarly powerful illusion about the exceptional qualities of our brains and thus about ourselves as individuals. In its sway, we escape the inevitable implications of having a biologically based mind and idealize the mind’s chief organ in ways we will examine in this book. We echo the spirituality of the past when we conceive of the brain as an omnipotent structure that encapsulates everything important about our personalities, intellect, and will. In effect, the cerebral mystique results in a psychological transference of old beliefs regarding the soul to new attitudes about the brain. Freud wrote that transference could be alleviated first by making the patient conscious of its effect. In the rest of Part 1 of this book, we will place ourselves on the therapist’s couch by examining and deconstructing several manifestations of the neurofantasy that keeps us in denial about our organic selves.
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HUMOR ME


A DEFINING CHARACTERISTIC OF THE CEREBRAL MYSTIQUE is the artificial distinction it draws between brain and body. In this chapter we will see how abiotic depictions of the brain, and in particular the pervasive analogy of the brain to a computer, promote this distinction. The true brain is a grimy affair, swamped with fluids, chemicals, and glue-like cells called glia. The centerpiece of our biological mind is more like our other organs than a man-made device, but the ways we think and talk about it often misrepresent its true nature.


Standing astride a pilaster on the facade of Number 6 Burlington Gardens in London’s Mayfair district is a statue that conjures up the long history of such misconceptions. It is the likeness of Claudius Galenus of Pergamon, more commonly known as Galen, possibly the most influential figure in the history of medicine. His sneer of cold command conveys the haughtiness of a man who learned his trade at the gladiator’s arena, ministered to four Roman emperors, and reigned as an unchallenged oracle of medical truth for over a thousand years. In Galen’s stony hands rests a skull, symbolizing the biological principles he revealed in public dissections before audiences of Roman aristocrats and academics. Galen’s place in the pantheon of great intellectuals reflects his discoveries, as well as the endurance of his copious writings, over three million words by some counts, which over centuries were copied, amplified, and elaborated like scripture by Arabic and European scholars. Far from his birthplace in Asia Minor, the Galen of Burlington Gardens is flanked by statues of similarly iconic luminaries dear to Victorian scientific culture. He is of course a fabrication—no likeness of the real Galen survives from his own time.


Galen’s investigations contributed significantly to the triumph of brain-centered views of cognition. Although Hippocrates of Kos, writing four hundred years before Galen’s time, had already proclaimed the brain as the seat of reason, sensation, and emotion, Roman contemporaries of Galen maintained the Aristotelian cardiocentric view that the heart and vascular system controlled the body, including the brain. To Galen, the heart and vasculature occupied the crucial but subsidiary role of supplying “vital spirits” that energize the body. Galen’s vote for the brain followed largely from observation of the relationships of gladiators’ wounds to deficits they displayed in action, an incisive data source blissfully unavailable to later scientists.


Galen also performed careful dissections, raising this approach to an art. His dissections were performed exclusively on animals; human bodies were considered sacred (at least outside the arena) and not to be defiled by experimentation, even after death. Galen traced the peripheral nerves of his subjects to their origins at the base of the brain, providing evidence that the brain was uniquely capable of controlling the body. One famous experiment involved severing one of these fibers, the laryngeal nerve, in the head of a live pig, an operation that rendered the pig mute. Galen probably sent his slaves to procure carcasses and body parts from the local markets. Butchered heads were widely available at the time, no doubt destined for the tables of the well-to-do. The doctor carved them up to reveal notable features of intracranial anatomy. He took particular interest in structures he thought to be interfaces between the vasculature and the brain. Galen viewed these structures as critical for the conversion of vital spirits into “animal spirits,” the fluid essence to which he attributed consciousness and mental activity. Candidate interfaces included the linings of the ventricles, the fluid-filled cavities common to vertebrate brains, as well as a curious weblike structure of interconnected blood vessels so singular in Galen’s anatomical investigations as to merit the appellation rete mirabile, or “wondrous net.”


The rete figured prominently in Galen’s writings about the brain. It was in effect a biological locus of ensoulment, and reverence for the importance of this structure was passed down with Galen’s writings as received truth for hundreds of years. Like the statue at Burlington Gardens however, the rete mirabile was a mirage. Renaissance anatomists discovered that the formation occurs only in animals but not in people. In his monumental De Humani Corporis Fabrica (1543), the pioneering anatomist Andreas Vesalius wrote confidently that the blood vessels at the base of the human brain “quite fail to produce such a plexus reticularis as that which Galen recounts.” Galen’s extrapolations from animal dissections were indeed erroneous, his conclusions skewed by the cultural taboos of his time. Yet as a symbol of the brain’s mysterious qualities, the rete mirabile continued to appeal long after it was discredited scientifically. A hundred years after Vesalius, Galen’s obsession inspired the English poet John Dryden to write, “Or is it fortune’s work, that in your head / The curious net, that is for fancies spread / Lets through its meshes every meaner thought / While rich ideas there are only caught?”


The story of Galen’s rete shows us that salient but arbitrary or even mistaken features of the brain can be singled out for special attention because they mesh with the culture of the time. In Galen’s day, pride of place went to the rete mirabile and its part in a theory of the human mind that was governed by spirits. As we shall see in this chapter, the importance now ascribed to neuroelectricity and its role in computational views of brain function occupies a similar position in our era. I will argue that our cerebral mystique is upheld by contemporary images of the brain as a machine. I will also present a more organic, alternative picture of brain function that tends to demystify the brain, and that also bears curious resemblance to the ancient theory of spirits.


Like other wonders of nature, the brain and mind have always been popular subjects of poetic conceit. Long before Dryden, Plato wrote that the mind was a chariot steered by reason but pulled by the passions. Anchored by considerably deeper biological insight in 1940, the groundbreaking neurophysiologist Charles Sherrington described the brain as “an enchanted loom where millions of flashing shuttles weave a dissolving pattern, always a meaningful pattern though never an abiding one; a shifting harmony of subpatterns.” The loom metaphor has found its way into the titles of several books and even has its own Wikipedia page. Sherrington’s fibrous motif evokes Galen’s net; his musical reference also resonates with the imagery of other writers, who analogized the brain to a piano or a phonograph, both of which mimic the brain’s capacity to emit a large repertoire of complex but chronologically organized output sequences. In his book The Engines of the Human Body (1920), the anthropologist Arthur Keith laid out the more prosaic comparison to an automated telephone switchboard, conceptualizing the brain’s ability to connect diverse sensory inputs and behavioral outputs.


The most popular analogy for the mind today is the computer, and for good reason—like our minds, modern computers are capable of inscrutable feats of intellect. Critics have objected to the notion that human consciousness and understanding can be reduced to the soulless digit crunching performed by CPUs. To the extent that the analogy between minds and computers ignores or trivializes consciousness, it demeans what we consider most special about ourselves. The computational view of the mind took off at a time when human minds so clearly outranked computers that the insult carried a bit more bite than it does today. The situation is almost reversed now: we associate computers with a combination of arithmetic acumen, memory capacity, and accuracy that our own minds certainly cannot equal.


Most scientists and philosophers accept the analogy between minds and computers and actively or passively incorporate it into their professional creeds. Given the close association between mind and brain, a computational view of the brain itself is likewise widespread. The portrayal of brain as computer permeates our culture. One of the most memorable episodes from the original Star Trek television series begins when an alien steals Mr. Spock’s brain and installs it at the core of a giant computer, where it controls life support systems throughout an entire planet. The robots of science fiction generally have brainlike computers or computerlike brains in their heads, ranging from the positronic brains of Isaac Asimov’s I, Robot to the dysfunctional brain that occupies the oversized cranium of Marvin the paranoid android, in the 2005 film version of The Hitchhiker’s Guide to the Galaxy. In contrast, many of the real-life robots sponsored by the US Defense Advanced Research Projects Agency (DARPA) wear their processors in their chests or even distributed throughout their bodies, where they are somewhat less brainlike but better protected against mishaps. Popular science magazines are full of the brain-computer analogy, comparing and contrasting brains with actual computers in terms of speed and efficiency.


But what is the “meat” in a computational view of the brain—does the comparison really help us understand anything? Fingers are like chopsticks. Fists are like hammers. Eyes are like cameras. Mouths and ears are like telephones. These analogies are not worth dwelling on because they are too obvious. The tool in each pairing is an object designed to do a thing that we humans have evolved to do but wish we could do better, or at least slightly differently—that’s why we made the tools. At some point we also decided we wanted to multiply numbers bigger or faster than we could manipulate easily in our heads, so we built tools to accomplish this. Similar tools turned out to be useful for various other things we also do with our brains: remembering things, solving equations, recognizing voices, driving cars, guiding missiles. Brains are like computers because computers were designed to do things our brains do, only better.


Brains are enough like computers that physical analogies between brains and computers have been proposed since the earliest days of the digital age, when John von Neumann, the mathematician and computing innovator, wrote The Computer and the Brain in 1957. Von Neumann argued that the mathematical operations and design principles implemented in digital machines might be similar to phenomena in the brain. Some of the similarities that prompted von Neumann’s comparison are well-known. Both computers and brains are noted for their dependence on electricity. Neuroelectricity can be detected remotely using electrodes placed outside brain cells and even outside the head, making electrical activity a particularly salient hallmark of brain function. If you’ve ever had an electroencephalography (EEG) test, you’ve seen this phenomenon in action when tiny wires were pasted to your scalp (or perhaps attached via a cap) in order to permit electrical recording of your brain activity. Such procedures help doctors detect signs of epilepsy, migraines, and other abnormalities.
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FIGURE 2. Electronic and computational analogies to brain function: (top) transmembrane voltage versus time during an action potential, with inset showing a circuit model that predicts neural membrane potentials, labeled according to the conventions of electronics, after work by A. L. Hodgkin and A. F. Huxley; (bottom left) neural structure of the hippocampus, as illustrated by the famous neuroanatomist Camillo Golgi; (bottom right) memory circuit board from a modern computer. (Licensed from Adobe Stock)








The brain’s electrical signals arise from tiny voltage differences across the membranes that surround neurons, like the differences between terminals on a battery (see Figure 2). Unlike batteries, transmembrane voltages (known as membrane potentials) fluctuate dynamically in time, resulting from the flow of electrically charged molecules called ions across the cell membrane. If the voltage across a neural membrane fluctuates by more than about twenty millivolts from the cell’s resting level, a much larger voltage spike called an action potential can occur. During an action potential, a neuron’s voltage changes by about a hundred millivolts and returns to the baseline in the space of a few milliseconds, as ions zip back and forth through little channels in the membrane. When a neuron displays such flashes of electrical energy, we say it is “firing.” Action potentials spread spatially along neural fibers at speeds faster than a sprinting cheetah and are essential to how distant parts of the brain can interact rapidly enough to mediate perception and cognition.


Most neurons fire action potentials at frequencies ranging from a few per second up to about one hundred per second. In these respects, neuronal action potentials resemble the electrical impulses that make our modems and routers flash and allow our computers and other digital devices to calculate and communicate with each other. Measurements of such electrophysiological activity are the mainstay of experimental neuroscience, and electrical signaling is often thought of as the language brain cells use to talk to each other—the lingua franca of the brain.


Brains contain circuits somewhat analogous to the integrated circuits in computer chips. Neural circuits are made up of ensembles of neurons that connect to one another via synapses. Many neuroscientists regard synapses as the most fundamental units in neural circuitry because they can modulate neural signals as they pass from cell to cell. In this respect, synapses are like transistors, the elementary building blocks of computer circuitry that get turned on and off and regulate the flow of electric currents in digital processing. The human brain contains many billions of neurons and trillions of synapses, well over the number of transistors in a typical personal computer today. Synapses generally conduct signals in one predominant direction, from a presynaptic neuron to a postsynaptic neuron, which lie on opposite sides of each synapse. Chemicals called neurotransmitters, released by presynaptic cells, are the most common vehicle for this communication. Different types of synapses, often distinguished by which neurotransmitter they use, allow presynaptic cells to increase, decrease, or more subtly affect the rate of action potential firing in the postsynaptic cell. This is somewhat analogous to how your foot pressing on the pedals of a car produces different results depending on which pedal you push and what gear the car is in.


The structure of neural tissue itself sometimes resembles electronic circuitry. In many regions of the brain, neurons and their synaptic cotacts are organized into stereotyped patterns of local connectivity, reminiscent of the regular arrangements of electronic components that make up microchips or circuit boards. For example, the cerebral cortex, the convoluted rind that makes up the bulk of human brains, is structured in layers running parallel to the brain surface, resembling the rows of chips on a computer’s memory card (see Figure 2).


Neural circuits also do things that electronic circuits in digital processors are designed to do. At the simplest level, individual neurons “compute” addition and subtraction by combining inputs from presynaptic cells. Roughly speaking, a postsynaptic neuron’s output represents the sum of all inputs that increase its firing rate minus the sum of all inputs that decrease its activity. This elementary neural arithmetic acts as a building block for many brain functions. In the mammalian visual system, for instance, signals from presynaptic neurons that respond to light in different parts of the retina add up when these cells converge onto individual postsynaptic cells. Responses to progressively more sophisticated light patterns can be built by combining such computations over multiple stages, each involving another level of cells that gets input from the previous level.


The complexity of neural calculations eventually extends to concepts from college-level mathematics. Neural circuits perform calculus—a mainstay of freshman-year education—whenever they help keep track of how something in the world is changing or accumulating in time. When you fix your gaze on something while moving your body or head, you are using a form of this neural calculus to keep track of your accumulated movements; you use the data to adjust your eyes just enough in the opposite direction so that the direction of your gaze doesn’t change as you move. Scientists have found a group of thirty to sixty neurons in the brain of a goldfish that seems to accomplish this computation. A different form of neural calculus is required for detecting moving objects in the visual system of a fly. To make this possible, small groups of neurons in the fly’s retina compare input from neighboring points in space. These little neural circuits signal the presence of motion if visual input at one point arrives before input to the second point, sort of like the way you could infer motion of a subway train by considering its arrival times at adjacent stations, even if you could not directly see the train moving.


Neuroscientists speak of circuits that perform functions much more complicated than calculus as well—processes that include object recognition, decision making, and consciousness itself. Even if entire neural networks that perform these operations have not yet been mapped, neuronal hallmarks of complicated computations have been discovered by comparing the action potential firing rates of neurons to performance in behavioral tasks. One example comes from a classic set of experiments on the neural basis of learning performed by Wolfram Schultz at Cambridge University, using electrode recordings from monkey brains. Schultz’s group studied a task in which the monkeys learned to associate a specific visual stimulus with a subsequent juice reward—a form of the same experiment Pavlov conducted with his dogs. In the monkeys, firing of dopamine-containing neurons in a brain region called the ventral tegmental area initially accompanied delivery of the juice. As animals repeatedly experienced the visual stimulus followed by the juice, however, the dopamine neurons eventually began to fire when the stimulus appeared before the juice. This showed that these neurons had come to “predict” the juice reward that followed each stimulus. Remarkably, the behavior of dopamine neurons in this task also closely paralleled part of a computational algorithm in the field of machine learning. The similarity between the abstract machine-learning method and the actual biological signals suggests that the monkeys’ brains might be using neural circuits to implement an algorithm similar to the computer’s.


In a further parallel between electrical engineering and the activity attributed to the brain, neuronal firing rates are often said to encode information, in reference to a theory Claude Shannon developed in the 1940s to describe the reliability of communication in electronic systems like radios or telephones. Shannon’s information theory is used routinely in engineering and computer science to measure the reliability with which inputs are related to outputs. We implicitly brush up against information theory when we compress megapixel camera images into kilobyte jpeg images without losing detail, or when we transfer files over the ethernet cables in our homes or offices. To make these tasks work well, engineers had to think about how effectively the compressed data in our digital photographs can be retrieved or how accurately and quickly the signal transmitted over cables can be understood or “decoded” at the other end of each upload or download. Such problems are closely related to the questions of how data are maintained in biological memory and how the timing of action potentials communicates sensory information along nerve fibers to the brain. The mathematical formalisms of information theory and of signal processing more generally can be tremendously useful for quantitative interpretation of neural functions.


When we think of the brain as an electronic device, it seems entirely natural to analyze brain data using engineering approaches such as information theory or machine-learning models. In some cases, the computational analogy of the brain drives researchers even further—to imagine that parts of the brain correspond to gross features of a computer. In a 2010 book, the neuroscientists Randy Gallistel and Adam King argued that the brain must possess a read-write memory storage device similar to that of a prototypical computer, the Turing machine. The Turing machine processes data by writing and reading zeros and ones from a piece of tape; the reading and writing operations proceed according to a set of rules in the machine (a “program”), and the tape constitutes the machine’s memory, analogous to the disks or solid-state memory chips used in modern PCs. If efficient computers universally depend on such read-write memory mechanisms, Gallistel and King reason, then the brain should too. The authors thus challenge the contemporary dogma that the basis of biological memory lies in changing synaptic connections between neurons, which are difficult to relate to Turing-style memory; they insist that this synaptic mechanism is too slow and inflexible, despite the formidable experimental evidence in its favor. Although Gallistel and King’s hypothesis is not widely accepted, it nevertheless offers a remarkable example of how the analogy between brains and computers can take precedence over theories derived from experimental observation. In looking from brain to computer and back from computer to brain, it can be difficult to tell which is the inspiration for which.


The association of brains with computers sometimes seems to take on a spiritual flavor. John von Neumann’s own early efforts to synthesize computer science and neurobiology apparently coincided with his rediscovery of Catholicism, shortly before his death of pancreatic cancer in 1957. There is little evidence that religion was at all important to von Neumann throughout much of his life, although he had undergone baptism in 1930 on the eve of his first marriage. It is a cliché that people find God on their deathbed—a kind of last-minute insurance for the soul—and at first it might seem dissonant to think at the same time about recasting the material basis of the soul itself into the language of machines. From another angle, these views are easy to reconcile, however, because equating the organic mind to an inorganic mechanism might offer hope of a secular immortality—if not for ourselves, then for our species. If we are our brains, and our brains are isomorphic to devices we could build, then we can also imagine them being repaired, remade, cloned, propagated, sent through space, or stored for an eternity in solid-state dormancy before being awakened when the time is right. In identifying our brains with computers, we also tacitly deny the messy, mortal confusion of our true physical selves and replace it with an ideal not born of flesh.


A substantial cohort of eminent physical scientists in their later lives joined von Neumann by also speculating about abstract or mechanical origins of cognition. With the wave equation almost twenty years behind him and his renowned cat nine years out of the bag, Erwin Schrödinger postulated a universal consciousness embodied in the statistical motion of atoms and molecules. His theory is far removed from von Neumann’s computer analogy but likewise presents mental processes as fundamentally abiotic. Another case in point is that of Roger Penrose, the eminent cosmologist whose contributions to the understanding of black holes are overshadowed in some circles by his commentaries on consciousness. Penrose explicitly rejects the suggestion that a computer could emulate human minds but instead seeks a basis for free will in the esoteric principles of quantum physics. Like the computer analogy, Penrose’s quantum view of the mind seems rooted more in physics than physiology and in equations more than experiments. The biophysicist Francis Crick turned to neuroscience after codiscovering the structure of DNA; his influence lingers powerfully in his injunction that researchers should seek correlates of consciousness in the electrical activity of large neuronal ensembles. But even Crick’s ruthlessly materialist and biologically anchored view of the brain focuses almost entirely on computational and electrophysiological aspects of brain function that most differentiate the brain from the rest of the body.


Although each of these perspectives differs dramatically from the others, they share a tendency to minimize the organic aspects of brains and minds and emphasize inorganic qualities that relate most distantly to other biological entities. In effect, they set up a brain-body distinction that parallels the age-old metaphysical distinction between mind and body, traditionally referred to as mind-body dualism. Through this distinction, the brain takes the place of the mind, and thus becomes analogous to an immaterial entity humankind has struggled for millennia to explain.


The tendency to draw a distinction between the brain and the rest of the body is a phenomenon I will call scientific dualism, because it parallels mind-body dualism but draws strength from strands of scientific thought and coexists with scientific worldviews. Scientific dualism is one of the most ubiquitous realizations of the cerebral mystique, and we shall see it in many forms throughout this book. It is the powerful cultural vestige of a philosophy most commonly associated with René Descartes, a seventeenth-century scholar and adventurer who argued that mind and body are made of separate substances that interact to actuate living beings. In Descartes’s depiction, the mind or soul (he made no distinction) interacts with the body through part of the brain, though Descartes was never able to explain the mechanics of how this interaction could take place. Related forms of dualism in which the soul departs the body upon death, submits to divine judgment, and sometimes finds a new body are almost universally present among the religions of the world.


Dualism is an operating principle most of us use at least implicitly in daily life. Even outside our places of worship, and even if we are not religious, we speak of the mind and spirit in ways that distinguish it from the body. We say that so-and-so has lost his mind or that what’s-her-name lacks spirit. The ego and id of Freudian psychoanalysis, now fixtures of folk psychology, lead dualism-sanctioned lives of their own: “My ego tells me to do this; my id tells me to do that.” And our actions also reflect dualism. For example, a white-collar workaholic who fails to connect the importance of a sound mind to the need for a sound body may be in for an early heart attack, and could well suffer diminished productivity even before the sad corporeal end comes. In other instances, we might fear judgment about mental transgressions that could never possibly be witnessed by other people—Jesus referred to this as sinning “in one’s heart” (Matthew 5:28), but atheists probably know the feeling just as well. Our anxiety here is a manifestation of dualism because we suppose at least subconsciously that the mind can be accessed separately from the body, perhaps even after we die.


In traditional dualist perspectives like Descartes’s, the mind or soul is like the invisible operator of a remote-controlled body. In scientific dualism, on the other hand, the operator is not an incorporeal entity but rather a material brain, which lives within the body but otherwise fulfills the same mysterious role. Unlike the dualisms of religion and philosophy, scientific dualism is rarely a consciously held opinion or an openly professed point of view. Few scientifically informed people really believe that the brain and body are materially separable, but they might nevertheless treat the brain and body separately in thought, rhetoric, and even practice. Through scientific dualism, some of the cherished attitudes about the disembodied soul can thus persist without any conviction that the soul or mind is truly incorporeal. In this respect, scientific dualism mirrors the instinctive morality of many atheists or the tacit sexism and racism that pervade even the most enlightened corners of our postmodern society. In each of these examples, old-fashioned habits of thought outlive overt adherence to the religious or social doctrines that originally spawned them.


As with other prejudices, scientific dualism can sometimes be expressed explicitly. Take for instance the Xbox video game Body and Brain Connection, which “integrate[s] cerebral and physical challenges for the optimal gaming experience.” Despite the talk of integration, the language used here treats brain and body as discrete units with functions that complement each other but do not overlap. Less explicit instances of scientific dualism arise when scientists like von Neumann, Schrödinger, Penrose, and Crick conjure up abiotic images of brains that lack the wet and squishy qualities that characterize other organs and tissues. These authors do not draw bright-line boundaries between brain and body, but their writing still implies that the brain is special in its makeup or modes of action. In each instance, scientific dualism provides a mechanism for keeping our minds sacred—distinguishing the functions and processes of the brain from those of mundane bodily processes like digestion or cancer, and perhaps even guarding our brains from being eaten. We shall see, however, that more organic views of brain physiology were once common and are being increasingly resurrected by recent science.


On a February morning in 1685, King Charles II of England emerged from his private chamber to undergo his daily toilet. His face looked ghastly, and he spoke to his acolytes with slurred speech, his mind apparently wandering. As he was being shaved, the king’s complexion suddenly turned purple, and his eyes rolled back into his head. He tried to stand and instead slouched into the arms of one of his attendants. He was laid out on a bed, and a doctor stepped forward with a penknife to lance a vein and draw blood. Hot irons were applied to the monarch’s head, and he was force-fed “a fearsome decoction extracted from human skulls.” The king regained consciousness and spoke again, but appeared to be in terrible pain. A team of fourteen physicians waited on him and continued to draw blood—some twenty-four ounces in total—but it became apparent that they could not save him. His highness passed away four days later.


Although rumors about poison circulated at the time, the more widespread belief was that Charles II had died following an episode of apoplexy, what we now call a stroke, in which the blood vessels of the brain become blocked or broken. Strokes affect tens of millions of people each year worldwide and are still a leading cause of neurological injury and death. We have now developed treatments that reduce the risks of strokes and help protect the brain when they occur. To the seventeenth-century mind, however, brain ailments such as apoplexy, as well as diseases affecting all aspects of the body, were brought on by imbalances among bodily fluids called humors. An excess of blood, one of the four humors along with black bile, yellow bile, and phlegm, was thought to cause the apoplexy. Bloodletting was supposed to relieve the excess and help the patient accordingly.


Many of us remember being taught to laugh at humorism in school, and the brain in particular is difficult to imagine as a soup of bodily fluids. Current neuronocentric views about brain function in cognition are most concerned with the roles of neurons and neuroelectricity, features that lend themselves best to computational analogies and that seem inherently dry and machinelike. But although computers are known to react poorly to liquids (try spilling a cup of coffee on your laptop), the brain is actually rich in fluids that participate intimately in neurobiology. A fifth of the brain’s volume consists of fluid-filled cavities and interstices. About half of this is occupied by blood, and the other half by cerebrospinal fluid (CSF), a clear substance produced by the linings of the brain’s cavernous ventricles in a process strikingly resembling Galen’s proposed generation of animal from vital spirits. CSF fills the ventricles and exchanges rapidly with extracellular inlets that directly contact all the brain’s cells, bathing them with a mix of ions, nutrients, and molecules related to brain signaling. The cells of the brain themselves, about 80 percent by volume, are also filled with intracellular fluids, which hold the DNA and other biomolecules and metabolites that make cells work.






[image: image]

FIGURE 3. A 1928 hand-drawn illustration of glial cells by the Spanish neuroscientist Pío Del Río Hortega, also showing blood vessels (thick light gray curves), in the cerebellum of a cat’s brain.








Perhaps more surprisingly, only at most half of brain cells are actually the charismatic, electrically active neurons that steal most neuroscientists’ attention. The less noticed brain cells are the glia, smaller nonspiking cells that do not form long-range connections reminiscent of electrical wiring (see Figure 3). These cells were historically thought to play only a literally supporting role in the brain—the term glia derives from the Greek word for glue, another fluid—but in the cerebral cortex they outnumber neurons by up to a factor of ten to one. A conception of the brain that doesn’t include a role for glia is like a brick wall built without mortar.
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