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Introduction

Politics is about many things. But foremost among these, in modern democratic polities, is the function of selecting and legitimating public policies that use the powers of the collectivity for the achievement of goals and the resolution of problems that are beyond the reach of individuals acting on their own or through market exchanges. The academic disciplines of political science and political sociology are also about many things. But among their foremost concerns is, or ought to be, the contribution that they could make to the understanding and the improvement of the conditions under which politics is able to produce effective and legitimate solutions to policy problems.

This book is about a set of conceptual tools that have proved their use in this endeavor. They will be discussed here within a framework that Renate Mayntz and I have implicitly used in our joint and separate work since the beginning of the 1970s, and that we have recently explicated and decided to name “actor-centered institutionalism” in a jointly authored article (Mayntz/Scharpf 1995a). The approach proceeds from the assumption that social phenomena are to be explained as the outcome of interactions among intentional actors—individual, collective, or corporate actors, that is—but that these interactions are structured, and the outcomes shaped, by the characteristics of the institutional settings within which they occur. An overview will be presented in Chapters 2 and 3. For the basic focus on actors interacting within institutions, we do not claim originality. On the contrary, we are convinced that many colleagues doing empirical policy research are implicitly working with similar assumptions, working hypotheses, and research strategies. Nevertheless, it seemed useful to explicate systematically and to reflect upon what has been implicitly assumed—and the positive response to our article in the German profession suggests that we are not alone in this belief.

It must be pointed out, however, that the framework as such is more general than are the purposes of this book. It also includes conceptual tools for the analysis of social differentiation (Mayntz 1988) and of large technical systems (Mayntz/Schneider 1988; Mayntz 1993) that I have not drawn upon here. Instead, this book places greater emphasis on the usefulness of analytical tools that are, in a broad sense, of a more game-theoretical nature than is necessarily implied by the more general framework.

In this regard, it is also fair to warn the reader that empiricists have not responded with great enthusiasm to a series of articles, published under the common title of “Games Real Actors Could Play,” in which I have tried to show how, and with which modifications, game-theoretical models could be usefully employed in empirical policy research (Scharpf 1990; 1991b; 1994).1 One reason for this may have been that I was doing two things at the same time—trying to persuade game theorists of the need to modify and simplify their analytical models in order to make them more useful tools of empirical research and trying to persuade fellow empiricists that it would be worth their while to invest time and effort in mastering a forbiddingly technical literature. This book is another attempt to restate, on a less technical level, the argument that was addressed to empirical policy researchers as well as to expand it so as to cover not only constellations to which the theory of noncooperative games could be directly applied but also a fuller range of interactions that we are likely to encounter in empirical policy research.

But before I launch into the major purposes of this book—to explicate the framework of actor-centered institutionalism and the analytical tools associated with it—I think it necessary to spell out in some detail the peculiar characteristics of empirical policy research and of the conditions under which it must be practiced. They differ significantly from the usual conditions of empirical and theoretical work in political science and political sociology. Unless they are well understood, either policy researchers are likely to be misled by the canons of “normal science” in empirical research, or their work will be unjustly criticized for violating these canons. In the remainder of this Introduction, I will discuss two of these special characteristics—the interaction of positive and normative research and the relation between problem-oriented policy analysis and interaction-oriented empirical research. A third characteristic—the ubiquitous “small-numbers” problem—will then be dealt with in Chapter 1.




AN EXAMPLE 

To give the reader a fuller appreciation of the arguments that follow, I find it best to think of the study that first persuaded me to use game-theoretic analyses in my own empirical work. It is summarized in the article reprinted in Appendix 1, but for readers who may dislike starting a book by reading its appendix, I begin with an abstract of the summary.

In the early 1970s all Western industrialized countries were confronted with dramatic changes in the international economic environment that tended to produce conditions of “stagflation” for the rest of the decade: On average, economic growth in the countries of the Organization for Economic Cooperation and Development (OECD) was less than half of what it had been in the preceding decade, and unemployment as well as inflation were twice as high. More interesting from a policy-research point of view is the fact that individual countries differed  greatly on the two scores of economic performance, inflation and unemployment, that had the greatest political salience in the 1970s (see Appendix 1, Table A1.1). This is an interesting variance that calls for an explanation.

But even though inflation and unemployment were of high political salience in the 1970s, it could well have been the case that public policy had little or no influence and that differences were fully explained by variations in the policy environment and in economic starting conditions. Thus it was first necessary to identify the causes of the general decline of economic performance and those (combinations of) policy measures that potentially could, and did in fact, affect the outcomes in question. To do so, it was necessary to refer to macroeconomic analyses that had identified the first oil-price shock of 1973—1974 as a proximate cause of stagflation. The twelvefold increase, within the course of a few months, of the price of an essential resource of modern economies necessarily added a massive cost push to already high levels of inflation, while the additional purchasing power that had to be transferred to the oil-producing countries left, at least in the short run, a huge gap in the aggregate demand for the goods and services produced in the industrialized countries. The result was a combination of cost-push inflation and demand-gap unemployment for which national macroeconomic policy was ill prepared. Using conventional tools of fiscal and monetary reflation or deflation, it could only hope to alleviate one problem by exacerbating the other. More attractive outcomes could only be obtained if, in addition to government fiscal policy and central-bank monetary policy, it was also possible to enlist union wage policy in a concerted effort to deal with economic stagflation. In that case, union wage restraint could be employed to contain cost-push inflation, while fiscal and monetary policy (if they were able to act jointly) could then reflate aggregate demand to maintain full employment without causing excessive inflation.

My own research focused on four countries—Austria, Britain, Sweden, and West Germany—all of which were economically in fairly good shape at the beginning of the crisis in 1973, and all of which were initially governed by social-democratic parties with a strong preference for maintaining full employment and a secondary interest in avoiding high levels of inflation. At the end of the 1970s, however, only Austria had succeeded in maintaining both full employment and relative price stability, and Britain had done poorly on both counts. Sweden had done best on employment but suffered from high rates of inflation, and Germany had combined the lowest rates of inflation with the greatest increase in unemployment.

Since economic analysis had identified fiscal, monetary, and wage policy as having an effect on the outcomes in question, the search for explanations had to concentrate on actors controlling the use of these policy instruments. At the highest level of abstraction, these were governments controlling taxing and (deficit) spending, central banks determining interest rates and the money supply, and unions controlling wage settlements.2 For each of these actors, it was also  possible to specify the rank order of preferences over the range of feasible outcomes. However, since the “government” was vulnerable to election returns, it was also necessary to include the potential responses of the electorate in the analysis.

The basic explanation uses a model of two connected games, one played between the government and the unions, the other between the government and the electorate. In the first game, as long as the government remained firmly committed to full employment, the unions would prefer high wage increases, which would further escalate inflation. In the second game, however, the electorate might respond to runaway inflation by voting for a “monetarist” opposition party that would give priority to price stability rather than full employment. For the unions, this would constitute the worst-case outcome. Anticipating it, they might opt for wage moderation in order to avoid the political failure of a government that tried to maintain full employment.

In principle, these two connected games were being played in all four countries. But the game form obviously did not determine the outcomes. What differed among the countries were the institutional settings within which the games had to be played in reality. Thus the ultimate explanation focuses on three sets of institutional factors. First, there were significant differences in the way in which one set of actors was constituted in the four countries: Wage policy in Austria, Sweden, and West Germany was conducted by a limited number of centralized industrial unions, whereas wages in Britain were set in highly decentralized collective-bargaining processes involving more than 100 separate unions that were often competing for membership. Second, in Austria, Britain, and Sweden, the mode of interaction between the government and the central bank was an asymmetrical one, facilitating the hierarchical coordination among fiscal and monetary policy choices, whereas for Germany the Bundesbank had to be modeled as an autonomous player that was able to pursue its preferences unilaterally. Finally, in Austria, Britain, and Germany, the unions had reason to fear the electoral defeat of relatively weak social-democratic governments by opposition parties with a stronger commitment to price stability, whereas in Sweden the bourgeois coalition government continued to favor full employment since, after forty years of social-democratic rule, it could not see itself presiding over the first postwar rise of mass unemployment.

If we bring these factors together, we get the following thumbnail sketch of an interaction-oriented explanation: In Sweden unions were strong and organizationally centralized, but they saw no reason to practice wage restraint as long as the new bourgeois government coalition found itself politically compelled to continue full-employment policies at almost any cost—which explains the coexistence of full employment and high rates of inflation. By contrast, even though British unions had reason to fear a change of government and a switch to monetarist policies, their fragmented and decentralized organization made wage restraint extremely difficult to achieve. Thus, fearing electoral responses to runaway  inflation after the “social compact” had failed in 1977, the Labour government began to fight inflation through monetarist strategies and was finally replaced by Margaret Thatcher’s Conservatives in 1979. This explains the coincidence of high rates of inflation and relatively high unemployment in Britain. In Austria, however, a politically threatened social-democratic government was able to count on the support of strong and centralized unions in order to achieve an ideal “Keynesian concertation” among fiscal, monetary, and wage policies that did maintain full employment and reasonable price stability. In Germany, finally, government and unions were equally capable of concerted action. But since the independent central bank was unilaterally pursuing restrictive monetary strategies,3 Germany suffered a steep rise of unemployment while achieving the lowest rate of inflation.




THE IMPORTANCE OF THINKING GAME-THEORETICALLY 

The explanations developed in the study I have just summarized were essentially game-theoretical. As it turned out, this was the aspect that was most puzzling even to friendly reviewers and critics of the study. Apparently, most colleagues interested in empirical policy research were either unaware or highly skeptical of the usefulness of such explanations. Moreover, some of the game theorists themselves, whose models I had sought to apply, not only were uninterested in empirical applications but also explicitly rejected the claim that their analytical algorithms could be used to explain interactions in real-world choice situations (e.g“ Selten 1985; Binmore 1987).

In my view, this state of affairs is unfortunate, since the game-theoretic conceptualization of interactions seems uniquely appropriate for modeling constellations that we typically find in empirical studies of policy processes: These usually involve a limited number of individual and corporate actors4—governments, ministries, political parties, unions, industrial associations, business firms, research organizations, and so on—that are engaged in purposeful action under conditions in which the outcomes are a joint product of their separate choices. Moreover, these actors are generally aware of their interdependence; they respond to and often try to anticipate one another’s moves. In other words, the game-theoretic conceptualization of strategic interaction has a very high degree of prima facie plausibility for the study of policy interactions.

At the same time, these interactive conditions are most likely to be ignored by disciplines such as welfare economics or systems analysis that are primarily involved in substantive policy research. They tend to ascribe policy choices to a unitary “policymaker” or “legislator” rather than to strategic interactions among independent actors. By the same token, even when policy must change the behavior of other actors to become effective, the conceptualization of that intervention is likely to be decision-theoretic rather than game-theoretic. The policymaker, in other words, is assumed to be engaged in a “game against nature” in which policy instruments are supposed to achieve causal effects in a “policy environment” that  is either passive or characterized by a fixed reaction function that can be anticipated and manipulated by well-designed policy instruments. The most famous example of the deficiencies of this decision-theoretic perspective is the failure of Keynesian macroeconomics to heed Michael Kalecki’s (1971) early warning that initially successful fiscal and monetary full-employment strategies would produce inflation and stagnation if labor and capital would, in response, change their wage-setting and investment behavior. The implication is that if political scientists will not introduce the game-theoretic perspective into policy research, other disciplines are even less likely to do so.

The reluctance of empirically oriented political scientists to use game-theoretic concepts seems to have two reasons. First, game theory is a branch of applied mathematics, and much of the literature, written by mathematicians for other mathematicians, not only seems forbiddingly technical but is in fact practically inaccessible to the uninitiated. Moreover, empiricists who have nevertheless ventured to look behind the veil of technical difficulties are generally repelled by the extreme unrealism of the assumptions that they have encountered.

Like all variants of rational-choice theory, game theory starts by assuming perfectly rational actors. Thus in introductory treatises on noncooperative game theory the assumptions are that actors will single-mindedly maximize their own self-interest, that they do so under conditions of complete information, and that their cognitive and computational capacities are unlimited. These are, in fact, exactly the assumptions on which neoclassical microeconomics has been built. There, however, they are relatively innocuous since the mathematically sophisticated theoretical apparatus of the “invisible hand” is allowed to do its work, as it were, “behind the backs” of relatively simple-minded subjects, whose quasi-automatic responses to relative-price changes are then aggregated into theoretically interesting macroeconomic outcomes. Game theory, by contrast, at least in its rationalanalytic version that is of interest here, must impute to the actors themselves all information and all salution algorithms that are used by the analyst. Moreover, as the original assumption of omniscience is relaxed in models allowing for incomplete and asymmetrical information, the demands on the assumed computational capacities of the actors are again increased by orders of magnitude and thus to levels that seem completely unattainable by any real-world actors (Scharpf 1991b).

It is because of these extreme demands on the cognitive capabilities of the assumed actors that game theorists are generally unwilling to claim explanatory (as distinguished from normative) validity for their models. For the same reason, in political science, game theory seems to have appealed mainly to political philosophers and analytical theorists but hardly to practitioners of empirical policy research. Since I regard this as unfortunate, I would now go further than I did in the “Games-Real-Actors-Could-Play” articles mentioned earlier: In order to profit from the game-theoretic perspective, empiricists neither need to become mathematicians nor need they assume actors who are either omniscient or have at least unlimited computational capacities. It is sufficient that the basic notions of interdependent  strategic action and of equilibrium outcomes be self-consciously and systematically introduced into our explanatory hypotheses. If that is the frame of attention and interpretation, then everything else can, in principle, be left to empirical research and the development of empirically grounded theory. Nevertheless, it helps to be aware of a few basic concepts, distinctions, and presentational conventions.

To begin with the latter, it is useful to be able to switch between two equivalent forms of presenting a simple game—the “normal form” and the “extensive form,” The first, which I will use more frequently, represents the choice situation as a matrix or a table in which the strategies of one player are represented by rows, and those of the other player by columns, while the payoffs are numbers entered in the cells at which strategies intersect. The extensive form uses a tree-like representation of the players’ moves, and it lists the payoffs at the end point of each sequence of moves. It is most useful when players are not assumed to move simultaneously but rather one after another, and it also can more easily be used to represent the moves of more than two players.

In saying this, I have also introduced the fundamental concepts of game theory—players, strategies, and payoffs. The concept of player may apply to any individual or composite actor that is assumed to be capable of making purposeful choices among alternative courses of action; strategies are the courses of action (or sequences of moves) available to a player. A game exists if these courses of action are in fact interdependent, so that the outcome achieved will be affected by the choices of both (or all) players. The third fundamental concept, payoffs, represents the valuation of a given set of possible outcomes by the preferences of the players involved. In the presentation here, these payoffs will be ranked ordinally, so that in Figure 1.1, for example, the number 4 symbolizes the best outcome from the perspective of a player and the number 1 the worst possible outcome. For an illustration I will use the macroeconomic coordination game played between a monopolistic “Union” and a monetarist “Government” (or an independent central bank) in the example discussed earlier. Other, more familiar game constellations and their strategic implications will be more fully discussed later, in Chapter 4. What matters here is the general approach to the game-theoretical representation of interactions.

On the left-hand side of Figure 1.1 is the normal or matrix form of representation. The two players are named “Government” and “Union,” respectively. Each has two strategies. The Government player may choose between the upper row (i.e., reflating aggregate demand) and the lower row (deflating demand), whereas the Union player’s choice between a moderate and an aggressive wage policy is represented by the left and right columns. Their respective payoffs are listed in the cells of the matrix, with those for Government located in the lower left and those for Union in the upper right-hand corner. An inspection of these cells reveals that if Government chooses to reflate the economy (upper row) and if Union chooses wage moderation (left column), both players will receive their second-best payoff (3, 3), but if Union chooses aggressive wage strategies it will  receive its very best and Government its worst possible outcome (1, 4). However, if Government switches to deflation an aggressive Union would receive its worst possible payoff, and it would then be in its own best interest to switch to wage moderation. Since this would be the outcome most preferred by Government, the game may “lock in” on this outcome in the lower-left cell.
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FIGURE 1.1 “Monetarist” game in normal and extensive form

Exactly the same information is contained in the “extensive form” or tree representation of the game on the right-hand side of the figure, with the payoffs of the Government player listed first. However, before these game constellations can be used for predictive or explanatory purposes, two further distinctions are necessary. First, the players may be involved in a noncooperative or a cooperative game. These labels are often misunderstood. A cooperative game is simply one in which binding agreements among the players are possible before each makes his or her choice, whereas in a noncooperative game anything that may be said before the move is just “cheap talk.” Thus, in the usual case of games with “complete” information, the players will be informed about all elements of the game—that is, about the other players involved, their available strategies, and the payoffs that would result from each strategy combination—but they cannot know, at the moment of their own choice, which strategy others will choose. In the cooperative game, by contrast, strategies may be chosen jointly and by binding agreement. A look at Figure 1.1 shows that in the absence of binding agreements, a monetarist Government has reason to choose unequivocally a deflationary strategy, in which case Union will be forced to choose wage moderation out of its own self-interest. From Government’s point of view, there would therefore be absolutely no reason to seek agreement with Union (and Margaret Thatcher never did so).

The situation had been different for Thatcher’s Labour predecessors, who would have very much liked to have reached a binding agreement with the unions that would have allowed the government to continue its full-employment  policy while the unions would do their part to combat inflation (Figure 1.2). But at that time British unions did not have the institutional capacity to commit themselves to longer-term wage moderation, whereas in Austria institutional conditions allowed an effective agreement to be reached in which Government and Union strategies converged on the upper-left cell of the figure.
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FIGURE 1.2 “Keynesian” game in normal and extensive form

The second important distinction applies only to noncooperative games. It is between simultaneous and sequential games. In a simultaneous game, each player must select his or her own move without knowing the strategy choice of the other player. In a sequential game, one player may (or must) move first, and the other player will then move in the knowledge of that choice. Obviously the extensive game form on the right-hand side of the figure is particularly well suited to representing sequential games. If it is to be used for representing simultaneous choices, the dotted line between the second player’s choice points in the figure would indicate that he or she must choose without knowing the first mover’s choice.

The difference between simultaneous and sequential moves may or may not make a difference for the outcome that will be chosen in a noncooperative game. In the monetarist game represented in Figure 1.1, it does not make a difference. Government will always choose its deflationary strategy, since the outcomes that it can achieve thereby are considered superior in all respects to the outcomes attainable through reflation. In the “Keynesian” game of Figure I.2, by contrast, sequence could make a difference. If the union moves first and chooses an aggressive wage settlement, then the Labour government may be blackmailed into reflating the economy to avoid mass unemployment even if that might lead to excessive rates of inflation. If Government has the first move instead, it may opt for deflation in the hope that Union will then avoid the worst-case outcome in the lower-right cell by switching to wage moderation in time before the next election. For Prime Minister Jim Callaghan, however, that gamble did not work.

This background is all that is needed to appreciate the fundamentals of game-theoretic thinking, which can be summarized in two concepts: strategic interaction and equilibrium outcomes. The first implies that actors are aware of their interdependence and that in arriving at their own choices each will try to anticipate the choices of the others, knowing that they in turn will do the same. In the non-cooperative game constellation the implication might be an infinite regress of ever more contingent anticipations. This is not the case, however, if the game has one or more equilibrium outcomes. These are outcomes in which no player can improve his or her own payoff by unilaterally changing to another strategy. In the monetarist game matrix of Figure 1.1, the equilibrium outcome is in the lower left-hand cell. Even though the payoffs (4/2) are unattractive for the Union player, Union cannot unilaterally improve its own situation while Government sticks to its preferred strategy choice.

In the context of empirical research, the explanatory power of these concepts should not be underestimated. They provide the basis for counterfactual “thought experiments” that systematically explore the outcomes that would have been obtained had the parties chosen other, equally feasible courses of action. If it can be shown that the actual outcome was indeed produced by strategy choices that, for all parties involved, were the best they could do under the circumstances, then this form of explanation has a persuasiveness that is not easily matched by alternative explanatory strategies (Tetlock/Belkin 1996).

I will have more to say about this in Chapters 4 and 5. Here I will merely point out that the concepts of strategic interaction and of equilibrium outcomes, though originally developed in the theory of noncooperative games, have a theoretical significance that is of much more general application. There are perhaps not many real-world interactions in which all the specific assumptions of noncooperative game theory are strictly fulfilled, and there is a much larger variety of modes of interaction that play a role in policy processes. Their discussion will be the subject of most of this book. But regardless of which mode of interaction is actually employed, the outcomes achieved can always be examined with a view to their equilibrium characteristics.




PROBLEM-ORIENTED AND INTERACTION-ORIENTED POLICY RESEARCH 

This book focuses on the potential contribution of political science and political sociology to policy research. But our disciplines are not alone in their concern with public policy, nor is it reasonable to think of them as the “master disciplines” in the field of policy research—even though we will often find ourselves organizing, using, and reviewing the policy-relevant contributions of other disciplines. It is thus necessary to identify more precisely the specific contribution that we can make in a field that depends on interdisciplinary cooperation or, at least, a well-understood division of labor among the policy-relevant disciplines. In doing so, I distinguish between “problem-oriented” and “interaction-oriented” policy research.

Problem-oriented research is concerned with the causes of policy problems, with the potential policy solutions, and with their likely effects on the initial problems and on the wider policy environment. In the stagflation study discussed earlier, for example, I had to rely on macroeconomic research to provide the problem-oriented analysis that did identify the oil-price shock as a proximate cause of cost-push inflation and demand-deficient unemployment and that pointed to the combination of fiscal and monetary reflation plus union wage restraint as the most effective policy solution to the stagflation problem. In other areas, contributions to problem-oriented policy research might come from a great many other disciplines—from criminology in the case of crime prevention, from epidemiology and immunology when the issue is the reappearance of contagious diseases, from sociology and psychology when a “war against poverty” is on the political agenda, or from the chemistry of stratospheric reactions when the destruction of the ozone layer is the problem under scrutiny. In this context, political science as a discipline has no specific role, even though there may be policy problems in which policy researchers who happen to be political scientists will organize multidisciplinary analyses or synthesize contributions of other disciplines that did not directly focus on the problem at hand.

But once the problem has been analyzed and potentially effective solutions identified, the specific contribution of political science and political sociology, for which I use the label “interaction-oriented policy research,” comes into its own.5 In the example discussed earlier this contribution did focus on the question why some countries did, and some did not, adopt the macroeconomic policy combinations that would have been effective in combating stagflation. Its importance is best appreciated in contrast to the dominant (but rarely explicit) “benevolent-dictator perspective” of most substantive policy analyses whose job is done when the causes of a problem have been correctly identified and a technically effective and cost-efficient solution proposed. The adoption and implementation of such solutions is then thought to be the responsibility of “the government” or some other unitary “policymaker” who ought to have the means and the will to put the best policy recommendations into practice.

Political scientists and sociologists, by contrast, should be interested in the fact that many or most of these well-designed policy proposals will never get a chance to become effective. The reason is that public policy is not usually produced by a unitary actor with adequate control over all required action resources and a single-minded concern for the public interest. Rather it is likely to result from the strategic interaction among several or many policy actors, each with its own understanding of the nature of the problem and the feasibility of particular solutions, each with its own individual and institutional self-interest and its own normative preferences, and each with its own capabilities or action resources that may be employed to affect the outcome. In other words, what I said in the preceding section about the importance of game-theoretic thinking is at the core of the specific contribution of political science and sociology to policy research.

The focus of our explanations, therefore, is on the interaction among purposeful actors—which, as the example discussed earlier illustrates, often means highly organized collective and corporate actors. This perspective is open to two principal objections, one from macrosocial systems theory, the other from methodological individualism. The first denies the theoretical relevance of human agency, focusing instead on macrosocietal characteristics such as functional differentiation and the “autopoiesis” of operationally closed systems of functionspecific communication (Luhmann 1984). As a macroperspective it has little to offer for the explanation of specific policy choices.

By contrast, the challenge from methodological individualism is more relevant. It is certainly true that in the final analysis only individual human beings are capable of intentional action, and it is also true that interaction-oriented policy research would be impossible if explanations had to be sought at the individual level in every case. In the political process, however, the most relevant actors are typically acting in the interest, and from the perspective, of larger units, rather than for themselves. This allows us to simplify analysis by treating a limited number of large units as composite (i.e., aggregate, collective, or corporate) actors with relatively cohesive action orientations and relatively potent action resources. Nevertheless, we must be able to revert to the individual level whenever it becomes empirically necessary to do so. Thus the “micro foundations” of our analyses at the meso and macro levels will remain a constant concern. The conditions under which composite-actor concepts can be usefully employed in interaction-oriented analyses will be discussed in Chapter 3.

Moreover, these larger units—political parties, labor unions, government mainistries, central banks, and so on—are operating within institutional settings in which they are much less free in their actions than autonomous individuals might be. They are themselves likely to be constituted by institutional norms that not only define their competencies and other action resources but that also specify particular purposes and shape the associated cognitive orientations. As a consequence, these policy actors are also likely to find themselves in relatively stable “actor constellations” that can be analyzed with the help of the game-theoretic concepts that I introduced earlier. Actor constellations will be further discussed in Chapter 4. In addition, the institutional setting also defines the modes of interaction—unilateral action, negotiations, voting, or hierarchical direction—through which actors are able to influence one another and to shape the resulting policy choices. The discussion of these modes of interaction will occupy the latter part of this book, Chapters 5 through 9.




NORMATIVE AND POSITIVE ISSUES IN POLICY RESEARCH 

Policy research requires not only a specific division of labor between problem-oriented and interaction-oriented analyses but also a more direct interaction between positive and normative investigations than is otherwise common in the social sciences. In the opening paragraph of this Introduction, I indicated that in  the context of policy research, political science and political sociology should contribute to the understanding and improvement of the conditions under which politics is able to produce effective and legitimate solutions to policy problems. Both criteria are of course evaluative, but the first seems more amenable to purely positive research, whereas the second does appear more normative. However, as every lawyer knows, the validity of a rule depends not only on its proper derivation from higher-order norms but also on the positive judgment that it could be effectively realized in practice.6 Conversely, to judge a policy effective requires not only information about its empirical consequences but also normative assumptions about what should be considered a problem and what would constitute a good solution. In short, the clear-cut division of labor between political scientists engaged in empirical research and positive theory and others concentrating on normative political theory cannot be maintained in policy-oriented research. Focusing on effectiveness and legitimacy, we are necessarily involved as much in identifying and explicating appropriate normative standards as we are engaged in collecting and interpreting empirical information. While it goes without saying that we must not confuse the one with the other, we cannot hope to avoid normative issues by focusing exclusively on the positive aspects of a policy issue.

For an illustration, take the example presented earlier. On its face, it is exclusively concerned with an empirical puzzle: Why is it that under the stagflation conditions of the 1970s some countries suffered from high rates of unemployment or high rates of inflation or both, while others did well on both counts? Assuming that at the time everyone agreed that full employment and price stability, if they could both be had, were good things and that uncontroversial statistical indicators were available to measure the degree of success or failure, normative issues do not seem to have great salience. But now assume further, if only for the sake of argument, that success could only be achieved by countries with “neocorporatist” institutions, allowing governments and the associations of capital and labor to reach negotiated agreements on the concertation of fiscal, monetary, and wage policies. If this were empirically true, as I argue that it is, it raises an issue of democratic legitimacy that was seriously debated at the time (Brittain 1977; Panitch 1980): How can governments remain democratically accountable if their policy comes to depend on the agreement of associations that are not also accountable to the democratic sovereign? Conversely, when we are trying to assess whether it is reasonable to think that the European Union (EU) suffers from a fundamental “democratic deficit,” the normative dimension seems to be clearly dominant. However, as I will argue in Chapter 9, the empirical consequences of this unresolved issue do in fact limit the capacity of the EU to deal effectively with a range of critical policy problems.

Both of these examples are intended to show that policy issues can rarely be fully treated in policy research without attending to both the positive and the normative dimensions involved. But how should we deal with these normative issues? I leave aside the possibility that we merely wish to assert our own moral valuations or political preferences, which as citizens we are of course free to do. In  that case, professional ethics would require us to lay open these preferences and to draw a clear line between findings of fact and the expression of personal valuations. If we should fail to do so, presumably the competitive environment of policy research will provide sufficient incentives to colleagues whose public criticism will damage our professional reputation (Kirchgässner 1996).

The question remains of how we should handle normative issues if we are not trying to play politics on our own account (or on the account of a particular client) but instead are seriously committed to the maxims of “scientific objectivity” or, at least, “neutrality.” Here it is useful to distinguish between the criteria of “good” policy on the one hand and the legitimacy of the policymaking system on the other. In the first instance, we will often be able to refer to generally shared and uncontroversial criteria of policy success or failure, as was assumed in the stagflation example for full employment and price stability in the 1970s. When that is not the case, we may benefit from the characteristic division of labor between problem-oriented and interaction-oriented policy research discussed earlier. If substantive analyses should be the primary responsibility of another discipline, such as economics in the case of macroeconomic policy or the natural sciences in the case of environmental policy, then political scientists will not have to assume responsibility for defining their own criteria.

But often that will not suffice. Problem definitions and potential solutions may be controversial in scientific discourse as well as in political debate. In that case, the philosophically appropriate solution would be a procedural one, requiring public discourse conducted under the ground rules of an “ideal speech situation” (Habermas 1981; 1989), in which arguments asserting private self-interest as such would have no standing and the only admissible criterion would be the “common good” (Elster 1986). In practice, of course, we must often do research on issues where not only self-serving arguments but also different visions of the “common good” continue to compete against one another. Under such conditions policy research, in analogy to the role of legal scholarship and judicial review in the search for just legal rules (Habermas 1992, 324—348), may (and often does) attempt to anticipate, and to approximate, the outcome on which a hypothetical ideal discourse might converge. Even then, however, its role is more likely to be that of an advocate rather than that of a court of last resort. This is as it well should be.

For political scientists, however, the difficulty is reduced by the fact that they will not primarily be involved in disputes over the substantive goodness of public policy. Their professional competence is mainly on call when issues of legitimacy are in dispute. Remember, moreover, that we are still in the context of policy research. The issue therefore will not usually concern regime legitimacy in the broadest sense but rather the legitimacy of specific structures and procedures through which policy is being produced. Often such issues are thought to be the province of constitutional law, which, however, is here in need of positive theory and empirical information that cannot be produced within the “autopoietic” communications system of legal discourse (Teubner 1989; Teubner/Febbrajo 1992). The criterion must, again, be the notion of a “common good.” But what is to be judged now is not the  substantive quality of a particular policy choice but rather the general capacity of particular policymaking institutions to produce policy choices that are likely to approximate the common good. These are indeed judgments for which political science and political sociology have a unique professional competence.

In order to arrive at such judgments, however, we must make use of a number of distinctions. Policies that are in everyone’s interest or that agree with everyone’s preferences require no additional legitimation. Legitimacy becomes problematic only if the interests of some are made to suffer or if some are forced to act against their own preferences, as is true of taxes or of the military draft. To legitimate such policies, it is necessary to claim that they serve the common good. But the notion of a “common good” must remain inescapably controversial unless the simultaneous relevance of two dimensions, welfare production and distribution, is acknowledged. If it is accepted, then issues will be greatly clarified, and often it will be relatively easy to achieve agreement about which solutions are superior or inferior in the welfare dimension. Once it is clear which services and transfers should be tax financed, or whether the draft is necessary or not, debate can then focus on the definition of the appropriate criteria of distributive justice. I will return to these issues at the end of Chapter 4.

What is important here, however, is that these are not the judgments that we need to make ourselves. Focusing on legitimacy, we are not concerned with the rightness of individual policy choices but with the capacity of policy systems to reach good choices. This capacity can be assessed at a more abstract level with the help of the analytical tools presented in this book. Since the question will occupy us throughout Chapters 4 through 9, I will only suggest here that the capacity varies with the type of policy problem that needs to be resolved, with the constellation of policy actors, and with the institutionalized modes of interaction. The implication is that certain types of policy systems are generally capable of dealing with specific types of problems—and generally incapable of dealing with certain other types of problems—in ways that could satisfy the dual standards of welfare production and distributive justice. Thus, to use the example presented earlier, the Austrian system of “corporatist” negotiations facilitated the concertation of fiscal, monetary, and wage policy, whereas the German system, which allowed the central bank to act unilaterally, was less able to achieve a welfare-maximizing resolution of the stagflation crisis of the 1970s. These, I suggest, are clarifications that are uniquely within the professional competence of political science and political sociology.




OVERVIEW OF THE BOOK 

It should be emphasized again that although specific examples will be used throughout the book, the focus will be on the presentation and discussion of conceptual tools that can be used in empirical research rather than on the presentation of particular empirical findings or specific theoretical explanations.

Chapter 1 continues the explication of the special conditions of policy research that was begun in this Introduction. There the focus is on the peculiar relationship  between empirical work and (positive) theory that differs from the canons of “normal science” in empirical research. The problem arises from the extreme complexity of the factors affecting policy interactions, which makes it difficult to discover “empirical regularities” and which also makes it unlikely that a sufficient number of cases could be found to allow the statistical testing of multivariate hypotheses. The conclusion is that in the absence of powerful procedures for hypothesis testing, we need to make greater investments in the theoretical quality of the working hypotheses we use. Moreover, since we also cannot deduce our working hypotheses from comprehensive theories, we need to combine more limited partial theories or well-understood “mechanisms” in modular explanations of complex cases. This approach is aided by a “framework” within which the theory modules that are relevant for interaction-oriented policy research can be located.

Chapter 2 provides an overview of the framework of actor-centered institutionalism. It proposes to explain policy choices by focusing on the interactions among individual, collective, and corporate actors that are shaped by the institutional settings within which they take place. Institutionalized rules, varying from one place and one time to another but relatively invariant within their domain, are thus the major sources of the regularities that we are able to discover and use in our explanations.

In Chapter 3 the focus is more narrowly on the concepts of actors. It is shown under which conditions and for which purposes it is useful to employ composite actor concepts—that is, aggregate, collective, and corporate actors—in analytical models and empirical research. In addition, the chapter discusses categories for describing the action resources and the action orientations of such actors. With regard to orientations, actor-centered institutionalism departs from standard rational-actor assumptions by emphasizing socially constructed and institutionally shaped perceptions and by distinguishing among three dimensions of preferences, namely (institutional) self-interest, normative orientations, and identityrelated preferences.

Chapter 4 then presents the central concept of actor constellations. It describes the relationship in which the actors involved in policy interactions find themselves vis-à-vis one another with regard to their strategy options and with regard to their outcome preferences. In its information content, the concept of actor constellation is equivalent to the information contained in game matrices—but without the assumption that the actors are involved in a noncooperative game. The matrix can thus be taken as a static representation of the divergence and convergence of action preferences and thus of the level of conflict involved in a given interaction. The claim is that a thorough understanding of the underlying constellation is an essential precondition for the explanation and prediction of interaction outcomes. Discussion focuses on the explication of a number of “archetypal” constellations and on the possibilities of simplifying complex real-world constellations to the point at which they can be validly represented by relatively simple game matrices. The chapter concludes with a discussion of “interaction  orientations,” defined as subjective redefinitions, in light of the nature of the relationship, of the payoffs received by ego and alter, respectively.

The remaining chapters deal with four different modes of interaction, namely, unilateral action, negotiated agreement, majority voting, and hierarchical direction. The claim is that a given actor constellation may still result in different policy outcomes if the mode of interaction differs. The modes of interaction, in turn, need to be described in structural and in procedural terms.

Chapter 5 then deals with “unilateral action” under the structural conditions of “anarchic fields” or “minimal institutions.” It introduces a distinction among three different modes: noncooperative games, Mutual Adjustment, and Negative Coordination. They differ primarily in the degree of foresight that is ascribed to the actors and in the need to respect protected interest positions. The chapter concludes by discussing the highly problematic welfare and distributional implications of all modes in which outcomes are determined by the unilateral actions of interdependent actors.

Chapter 6 discusses “negotiated agreements” under the structural conditions of minimal institutions, networks, regimes, and “joint-decision systems.” In the procedural dimension, the chapter introduces the distinctions among “Spot Contracts,” “Distributive Bargaining,” “Problem Solving,” and “Positive Coordination:‘ It is shown that the implications of negotiated agreements for welfare production are generally positive, whereas standards of distributive justice will be realized only in the restricted sense of ”equity“ that tends to reproduce the initial distribution of bargaining power.

Chapter 7 focuses on interactions whose outcome is determined by majority voting. Since it is possible here to impose collectively binding decisions over the objections of a dissenting minority, the legitimacy of majority rule becomes a major issue. For the reasons mentioned earlier, conclusions must depend on normative as well as on positive judgments. First, it can be shown analytically that voting by majority will neither have positive welfare consequences nor approximate distributive justice if self-interested voters are assumed. Second, normative theories of “deliberative democracy” would avoid these dismal implications by postulating that voting should merely register the conclusions of public-interest—oriented discourses. But it can be shown, as a positive proposition, that the theory of deliberative democracy must fail if the institutionalized role of competitive political parties and interest organizations is acknowledged. What might work, in normative theory as well as in positive practice, is a “jury model” of democracy in which public-interested voters respond to the advocacy of self-interested and competitive political parties. However, given the inherent limitations of public attention, this model could satisfactorily cope only with a very small number of well-defined policy issues. The conclusion is therefore that the majority principle is not generally capable of legitimating collectively binding decisions that violate the preferences of a minority. What it may do instead is to legitimate the exercise of hierarchical authority in the democratic state.

Chapter 8 then focuses on binding decisions imposed by hierarchical direction within organizations and within the state. If the holders of asymmetric power could be assumed to have complete information and to be motivated by the public interest, then hierarchical coordination could assure both welfare production and distributive justice. It is then shown that the information problem associated with hierarchical coordination can be resolved only under very restrictive assumptions, whereas the mechanisms of democratic accountability may indeed assure a reasonable approximation of public-interest orientation among the governors of constitutional democracies.

Chapter 9, finally, discusses the conditions of the “negotiating state.” Internally, the fact that hierarchical coordination is increasingly replaced by “negotiations in the shadow of the state” can be shown to be conducive to public-interest-oriented policy outcomes that suffer less from information deficits than would be true of hierarchical direction. Externally, however, increasing economic globalization and transnational interdependence will weaken the hierarchical authority of the nation-state and hence its capacity to assure welfare production and distributive justice. This loss of national problem-solving capacity is unlikely to be compensated for by policies adopted in transnational negotiations.




NOTES 


1   Another indication of the dominant sense of the profession is the fact that on both sides of the Atlantic the work of the few political scientists who are presenting game-theoretic analyses of empirical policy interactions at a high level of technical competence, such as George Tsebelis (1990; 1994) and Otto Keck (1987; 1988), is still considered a methodological specialty rather than part of the mainstream of empirical policy research.


2   In the “Keynesian” climate of the 1970s, wage increases could be “passed on” to consumers, so that firms had little reason to resist union demands.


3   The explanation implies that a restrictive monetary policy neutralizes the economic effects of any attempt by the government to practice fiscal reflation.


4   It is true, as Paul Sabatier, for one, keeps reminding me, that the number of actors involved in policymaking, and especially in policy implementation, may be quite large. Nevertheless, it will often be possible to use valid simplifications, to be discussed later in Chapter 4, in order to reduce the actor constellation to manageable proportions.


5   The reverse is equally true: Substantive policy analysis must have done its job before political science is able to answer any policy-relevant questions. Thus I have argued that countries with “neocorporatist” institutions did have a comparative advantage under the stagflation conditions of the 1970s, whereas that advantage disappeared in the economic environment of the early 1980s (Scharpf 1991a). Though that particular conclusion has been challenged (Garrett 1995; but see Moses 1995), the general point remains that we need to know what the policy problem and its requirements are before we can identify the factors that may cause a polity to do better or worse in that regard. Then, and only then, can political science research make a useful contribution to policy analysis.


6   On a more philosophical level, the same thought is expressed by the Kantian maxim “Sollen impliziert Können” (ought implies can).
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Policy Research in the Face of Complexity

In order to be pragmatically useful, the findings of interaction-oriented policy research should not only be case-specific and post hoc, in the sense in which that is true of historical research, but they should also allow lessons drawn from one case to be applied to others and, ideally, to produce lawlike generalizations with empirical validity. In the social sciences, however, this ideal is generally difficult to realize, and in interaction-oriented policy research it is nearly impossible.




INTENTIONAL ACTION: BOUNDEDLY RATIONAL AND SOCIALLY CONSTRUCTED 

The reason is straightforward: Policy is produced by human actors who are not merely driven by natural impulses or by the compulsion of external factors. Instead, public policies are the outcomes—under external constraints—of intentional action. Intentions, however, are subjective phenomena. They depend on the perceptions and preferences of the individuals involved. People act not on the basis of objective reality but on the basis of perceived reality and of assumed cause-and-effect relationships operating in the world they perceive. And people act not only on the basis of objective needs but also on the basis of preferences reflecting their subjectively defined interests and valuations and their normative convictions of how it is right or good or appropriate to act under the circumstances. Intentional action, in other words, cannot be described and explained without reference to the subjective “meaning” that this action has for the actor in question.

For social science research this condition creates an obvious problem, since we cannot directly observe subjective phenomena but always depend on what is at best secondhand information. Moreover, to say that intentions are subjective also suggests the possibility that they may be idiosyncratic, varying from one individual to another and from one time and place to another. If this were all that we could count on, a social science that is searching for lawlike regularities and for theory-based explanations and predictions would be not merely difficult but impossible. All we could aspire to do would be to describe what happened in historical  narratives and perhaps to search for ad hoc explanations based on information about individual motives and worldviews of the actors involved that we might infer from such unreliable sources as personal interviews, memoirs, and contemporary documents. Since there would be no way in which we could apply lessons from one case to another, our work would also lack pragmatic usefulness.

If, nevertheless, the social sciences do claim to discover regularities of human action that allow not only interesting descriptions of past events but also theory-based explanations that are potentially useful for practical purposes, that claim presupposes the existence of mechanisms that, in some way, are able to structure, or to standardize, the individual perceptions and preferences that we are likely to encounter in empirical research. In fact the social sciences have come to rely on two such mechanisms, both of which depend at bottom on an evolutionary argument.

At one end of the social science spectrum are mainstream economics and those variants of political science and sociology that have become committed to the rational-actor approach. In the evolution of the human species, so it is assumed, there must have been a premium on accurate perceptions of the environment and on behavior that would increase the survival chances of the individual and its progeny. As a consequence, rational self-interested action is thought to have become genetically fixed as a universal characteristic. Among the social sciences proper, neoclassical economics depends most completely on this working hypothesis. Economic actors are assumed to be exclusively motivated by economic self-interest—which is interpreted to imply the maximization of profits for firms and the maximization of wealth for households. On the cognitive side the corresponding assumption is that actors will perceive the economic environment in the same way that it is perceived by the scientific observer and that their computational capacities are on the whole adequate to the task of selecting courses of action that will in fact maximize their self-interest. When these assumptions are granted, choices will be determined by external conditions—namely, by the available opportunities for investment and consumption, by their relative prices, and by the actors’ own budget constraints. Since data on these conditions are, at least in principle, accessible to the researcher, neoclassical economics claims to explain and predict the behavior of economic subjects on the basis of general laws combined with objectively available information.

For the world of competitive market economies, the assumptions of neoclassical economics may indeed approximately describe the intentions of economic actors—and as the intensity of competition increases, their empirical plausibility increases as well (Latsis 1972). Moreover, since empirical economic research does not usually try to explain or predict individual choices but rather is interested in the aggregate effects of large numbers of individual choices, random deviations from the assumed central tendency do not much matter, and economics is, on the whole, reasonably successful in explaining and predicting—under ceteris paribus conditions—the responses of capital owners, firms, workers, and consumers to changes in the relative prices of capital, raw materials and energy, labor, and goods and services.

At the other end of the social science spectrum, cultural anthropology and mainstream sociology also make a claim to evolutionary foundations. But rather than the survival value of rational self-interested action in natural environments, they emphasize the extreme complexity and uncertainty of an environment constituted by other human actors whose subjective worldviews and preferences cannot be directly observed, as well as the enormous difficulties that individuals would have to overcome in communicating with each other and in coordinating their actions in social encounters. Human societies could only have evolved, so it is argued, because these difficulties are overcome through a “social construction of reality” (Berger/Luckmann 1966) that assures the convergence of cognitive orientations and through social norms and institutionalized rules that shape and constrain the motivations or preferences of all participants in social interaction. Culture and institutions, in other words, are necessary preconditions of human interaction. They allow individuals to find some sense in their otherwise chaotic worlds and to anticipate to some extent the otherwise unpredictable—and hence threatening—intentions of others with whom they must interact. Most important for our purposes, they also create the behavioral regularities that can then be discovered by social science research and used in theory-based social science explanations.

These two paradigms are usually presented in opposition to each other. In fact, however, they are not mutually exclusive. On the one hand, even if the underlying assumptions of culturalist approaches were granted, it would not follow that human action can be explained exclusively by reference to culturally “taken-forgranted” beliefs and institutionalized rules of “appropriate behavior.” Human actors are not merely acting out culturally defined “scripts,” nor are they rule-following automata—they are intelligent and they have views of their own and interests and preferences of their own, which sometimes bring them to evade or to violate the norms and rules that they are supposed to follow.

But on the other hand, neither is it realistic to think of human actors as always being omniscient and single-minded self-interest maximizers who will rationally exploit all opportunities for individual gain regardless of the norms and rules that are violated. Human knowledge is limited and human rationality is bounded, and hence much human action is based not on the immediate cognition of real-world data and causal laws but on culturally shaped and socially constructed beliefs about the real world. At the same time, most human action will occur in social and organizational roles with clearly structured responsibilities and competencies and with assigned resources that can be used for specific purposes only. In these culturally and institutionally defined roles, pure self-interest will not explain much beyond the choice of assuming, or refusing to assume, certain roles. But once a role has been assumed, action within that role is practically impossible to explain without reference to cultural and social definitions of that role and to the institutionalized rules associated with its proper performance.

Thus, while the rational-actor paradigm may capture the basic driving force of social interaction, its information content with regard to the operative intentions  of human actors outside of the economic field is close to zero—unless we are able to resort to institution-specific information for the specification of actor capabilities, cognitions, and preferences. This is the gist of the framework of actor-centered institutionalism that will be presented in Chapter 2.




MANY VARIABLES AND FEW CASES 

From the point of view of generalizability, however, we are still far from home. Institutional definitions of capabilities, cognitions, and preferences are by no means universal in their substantive content. Cultural history and cultural anthropology have informed us about the enormous variability of what is culturally “taken for granted” from one place to another and from one time to another, and we also know from legal history, constitutional history, comparative law, and comparative government how much institutions do in fact vary in time and place. So if behavior is shaped by institutions, the behavioral regularities we can expect are also likely to vary with time and place. Hence the best that we could hope to discover is not the universal theories that are the aim of the natural sciences but, as the late James S. Coleman (1964, 516—519) put it, “sometimes true theories”—providing explanations, that is, that hold only under specific institutional conditions. In order to assess the domain of such explanations, we therefore must vary the institutional context in comparative studies.

If we do so, however, we confront the fact that the institutional factors that will plausibly affect policy outcomes can only be described in a multidimensional property space. For instance, even if we limit comparison to highly developed Western societies and democratic political systems, and even if we consider only institutions at the national level, the institutional settings that are known to affect policy processes can be described as being either unitary or federal, parliamentary or presidential, having two- or multiparty systems in which interactions are competitive or consociational, and with pluralist or neocorporatist systems of interest intermediation. In comparative political science research, these variables are assumed to be of general policy relevance, whereas others—for example, the autonomy or dependence of central banks or the existence of insurance-based or tax-financed health care systems—may need to be considered only in particular policy contexts. Worse yet, interaction effects among the characteristics listed are likely to be important: In the case discussed in the Introduction, it was clear that the beneficial effects of neocorporatist institutional arrangements could be undermined by the existence of an independent central bank. Similarly, federalism in a two-party system will generate effects that differ from federalism in a multiparty system (Scharpf 1995). Hence even the first-mentioned five dichotomies will amount to 25, or 32, different institutional constellations that, for all we know, may differ significantly in their impact on public policy.

But that is not all. The effect of institutions on public policy is also likely to be modified by changes in the external policy environment. Thus while neocorporatist  concertation was successful in avoiding both inflation and unemployment under the stagflation conditions of the 1970s, the same institutional factors lost most of their effect on economic policy outcomes in the economic environment of globalized capital markets in the following decade (see Appendix 1). Similarly, in the benevolent economic environment of the postwar decades, a wide variety of welfare-state institutions have been equally successful in providing social security at acceptable cost. In the economic environment of the 1990s, however, Continental welfare states relying primarily on payroll taxes to finance transfer payments seem to be in greater difficulty than Scandinavian welfare states that are financed from general tax revenues and that emphasize services rather than transfer payments (Esping-Andersen 1990).

For comparative policy research, this means that the potential number of different constellations of situational and institutional factors will be extremely large—so large, in fact, that it is rather unlikely that exactly the same factor combination will appear in many empirical cases. In the natural sciences this difficulty would typically be overcome through experimental designs that permit the isolation and systematic variation of a single factor—which we can rarely hope to do in policy research. The closest equivalent to experimental designs in empirical research are comparative studies using carefully matched cases selected according to the logic of the “most-similar systems” or the “most-different systems” design (Przeworski/Teune 1970). If the cases differ (or agree) only in one variable or in a very limited set of variables, it may indeed be possible to derive causal inferences with a good deal of confidence.

The “most-similar systems” design was in fact used in the example study discussed in the Introduction: All four countries, Austria, Britain, Sweden, and West Germany, were hit by the same external oil-price shock in 1973—1974; all were in fairly good economic shape in 1973; all had governments that acted from a Keynesian worldview and that had a clear political preference for maintaining full employment; and all had relatively strong and generally “cooperative” trade unions. Since these factors could be “held constant,” it was then possible to identify the influence of just two sets of institutional variables—union organization and central-bank independence—on the policy choices that were in fact adopted. Hence quasi-experimental designs may indeed work in policy research. However, two caveats are in order.

First, as the full-length study amply demonstrates, the four countries did differ in a great many other respects that 1 have not mentioned here, and the actual courses taken were also influenced by historical “accidents” that could not be represented in a parsimonious theoretical model (Scharpf 1991a). Hence the effectiveness of the quasi-experimental design depends on the level of detail at which explanations are being sought. Second, and more important, the research design used here depends on exceptional circumstances that policy researchers cannot count upon. In the general case, comparative designs are much more likely to encounter cases that differ not only in a few institutional variables but also in external  conditions, actor identities and capabilities, actor perceptions, and actor preferences. Under such conditions, “most-similar” and “most-different” systems designs will not reduce variance sufficiently to facilitate quasi-experimental solutions (King/Keohane/Verba 1994, 199—206).

By the same token, however, the usual social science methods of inductive theory development and statistical theory testing will also run into difficulties here. Even if we disregard the logical objections to inductive generalization (Willer/ Willer 1973; John 1980), we have little opportunity to discover “empirical regularities” by observing large numbers of similar cases and we have even less opportunity to subject hypotheses generated through inductive generalization to statistical tests using data sets that are different from the original observations. Given the number of potentially relevant independent variables, we will usually not have the requisite number of cases to perform statistical tests, even if the number of observations is inflated by combining cross-sectional and longitudinal data in “pooled time series.”1


Gary King, Robert Keohane, and Sidney Verba (1994) have, it is true, identified a range of useful and imaginative research strategies that could be employed to ease or to overcome the small-sample, or small-N, problem by generating additional observations at different levels or in different segments of complex cases. Unfortunately, however, this important work only helps to highlight the more fundamental difficulty that we encounter when trying to follow the methodological canons of empirically validated causal inference. It is best summed up in their discussion of a study searching for explanations of interstate cooperation in high-tech weapons development. Since only three cases could be studied, whereas there were seven potentially effective independent variables, the research design was judged to be indeterminate: It could not determine which of the hypotheses, if any, was true. Assuming that a sufficient number of additional case studies could not be carried out, the best advice that the authors can provide is “to refocus the study on the effects of particular explanatory variables across a range of state action rather than on the causes of a particular set of effects, such as success in joint projects” (King/Keohane/Verba 1994, 120).

More generally, King and colleagues have a consistent preference for designs searching for the effects of a particular explanatory variable rather than for the causes of a particular empirical outcome; in fact, all their methodological recommendations for coping with the small-N problem have this “forward-looking” character. Everything else being equal, this certainly is a highly plausible methodological preference. When one is looking forward from a particular independent variable to its potential effects, hypotheses can be formulated so as to control the length of the chain of causation that is to be covered before a particular effect is selected as the “dependent variable.” If the chain is short enough (e.g., from X to E1 in Figure 1.1), interaction effects from other variables are of course less of a problem than they are for hypotheses trying to cover longer distances (e.g., from X to E3). Hence the number of cases needed for valid empirical tests is smaller,  and at the same time, the number of available cases that are identical with regard to these two variables increases.
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FIGURE 1.1 Forward-looking hypotheses (X = Independent variable; I1, I2, I3 = Intervening variables; E1, E2, E3 = Effects)

It may be quite feasible, therefore, to develop quantitative tests for hypotheses predicting the effect of various election systems on the number of political parties that will be represented in parliaments (Sartori 1994), but it would be much more difficult to establish empirically the existence or nonexistence of longer causal chains linking election systems to particular policy outcomes or, say, to democratic stability (King/Keohane/Verba 1994, 189—191).

In policy research, however, the questions that political scientists are expected to answer are typically backward looking, starting from an explanandum or a dependent variable at the other end of the hypothetical chain of causation. Here the expected end product is not the empirical confirmation or disconfirmation of single-factor hypotheses but rather explanations of particular policy choices or predictions of the political feasibility of particular policy options. As a consequence, the chain of causation considered cannot be arbitrarily shortened but rather must be long enough to reach from the dependent variable to pragmatically useful independent variables—that is, to variables that permit explanations that either identify causal factors that can be politically manipulated or that show that the outcome is/was beyond political control. Thus, for instance, it would not have been enough, in the study discussed in the Introduction, to show that inflation in the 1970s was controlled by union wage restraint; it was also necessary to identify the factors that enabled the unions in some but not all countries to practice wage restraint.

Moreover, and more important, backward-looking research designs not only may have to cope with longer chains of causation, but they also will have to cope with a larger number of such chains. A thought experiment will illustrate this. Assume that each node in a chain of causation is affected by two causal factors and that the investigation, forward or backward looking, will be limited to three steps in any chain. In Figure 1.1, illustrating a forward-looking design, therefore, E3 would be treated as the ultimate dependent variable. Since we are interested in  identifying the effect of the independent variable X, we would only need to control for the intervening variables (but we would not explain these as well). This would require us to deal with six variables altogether that could influence E3 (namely, X, E1, E2, I1, I2, and I3). By contrast, a backward-looking design would under the same stipulations require us to trace back (for the same three steps) all chains of causation that have an impact on the dependent variable. In our thought experiment, this would require us to deal with fourteen independent and intervening variables altogether (Figure 1.2).
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FIGURE 1.2 Backward-looking hypotheses (E = Effect to be explained. All other dots represent independent and intervening variables.)

It is clear, therefore, that there are indeed good reasons for preferring research designs that test forward-looking hypotheses, but it is equally clear that in policy research this preference typically cannot be indulged. As a consequence, the difficulties we encounter are greater than is supposed by King and colleagues, and they are also not overcome by the (generally most convincing) recommendations that they have developed for coping with the problems of complexity and small numbers of observations.
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