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Introduction


Since you opened this book, hundreds of billions of ghostly particles called neutrinos have passed through you. Protons with energies far greater than anything we can make in an accelerator have crashed into the upper atmosphere and produced vast showers of exotic offspring. And countless massive particles have lived a brief existence and disappeared again just to stop your body from flying apart at the speed of light.


The fact we know all this is testament to the ingenuity of today’s physicists, who have revealed so much about the subatomic world. They have advanced our theories of matter and the forces that rule it. They have designed and built the instruments to gaze into the heart of matter, and worked out how to decipher the complex and sometimes subtle signals that those instruments are telling us.


This Instant Expert guide will take you into the realm of the particle. It will delve deep into the Earth’s crust, zoom out into the cosmos, and travel back in time to just after the Big Bang.


The aim of particle physics is to understand how things work on the most basic level. What are the fundamental building blocks of everything in the universe? How do these elemental entities bind together to form more complex matter and how do they exert the forces we feel? This is a stunningly ambitious project, yet particle physics is also very simple. It consists of hitting things very hard, to find out what is inside them and how they work. Witness the Large Hadron Collider (LHC) – the most powerful thing-hitter yet devised by humankind, capable of reaching higher energies, probing finer scales and creating more massive particles than ever before.


Today the LHC has capped off a great theoretical edifice called the standard model of particle physics, which brings together all the known particles of matter and describes how they transform and interact with one another via a few fundamental forces, which are carried by another small set of particles. We now have a profound understanding of the workings of matter, based on mathematical symmetries and confirmed by huge experiments.


As this closes one chapter in fundamental physics, it leaves us wondering what happens next. Many things are missing from the standard model. From the shifty behaviour of neutrinos to the nature of dark matter, a compendium of particle puzzles is waiting to be solved. Will they lead us to some kind of final insight, or just another, deeper set of questions?


Stephen Battersby, editor
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Fantastic particles and where to find them


Since we began to delve within the atom more than a century ago, we have found that our world is built from an array of objects with very peculiar properties.


 


Inside the atom


The idea of atoms as the ultimate indivisible particles of matter dates back to the philosophers of ancient Greece. It is the bedrock on which the new science of chemistry was built from the eighteenth century onwards. But all that changed more than a century ago, with glimpses of smaller, more basic entities – the first hints of what we now call elementary particles.


In 1897 the British physicist J. J. Thomson (see Figure 1.1) was investigating cathode rays – streams of radiation given off by metal electrodes under high voltage in a vacuum. These rays were invisible but would create a glow when they hit a fluorescent material. Thomson showed that they were bent by magnetic and electric fields, always by the same amount no matter what metal made up the cathode. He concluded that they were tiny negatively charged bodies, much smaller and lighter than atoms. The discovery of these ‘electrons’ put paid to the idea that the atom was uniform and indivisible.


[image: image]


FIGURE 1.1   J. J. Thomson (1856–1940), who discovered the electron – the first subatomic particle


If the electron were part of the atom, what else might be in there? To maintain the atom’s overall electrical neutrality, Thomson suggested that electrons were embedded inside it, like plums in a ‘pudding’ of positive charge. But, by 1908, New Zealander Ernest Rutherford (see Figure 1.2), working with his assistant Hans Geiger at the University of Manchester, UK, had revealed a different picture. When fired from a radioactive source, positively charged alpha particles – later revealed to be the atomic nuclei of helium – passed through metallic foils placed in their way, deflected by just a few degrees. The atom, it seemed, incorporated a large amount of empty space.
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FIGURE 1.2   Ernest Rutherford (1871–1937), often cited as the father of nuclear physics


Follow-up experiments by Geiger and his student Ernest Marsden delivered an even greater surprise. Some alpha particles bounced straight back, turned by up to 180 degrees. It was, as Rutherford later said, ‘as if you fired a 15-inch shell at a piece of tissue paper and it came back and hit you’. Rutherford’s interpretation, first delivered publicly in February 1911, was that the mass of the atom, itself less than a billionth of a metre (10−9 m) across, was concentrated in a tiny central volume just 10−14 m across. That is something akin to a fly buzzing around inside a cathedral – except that the fly accounts for 99.9 per cent of the cathedral’s mass. The atomic nucleus was born.


Into the nucleus


For some time after the nucleus was discovered, its basic structure remained a puzzle. But when physicists transmuted one element into another using alpha particles, they found that hydrogen nuclei were emitted. By the early 1920s Rutherford and others were convinced that the hydrogen nucleus, later called the proton, must be a fundamental component of the nucleus. Only in 1932, though, did Rutherford’s colleague James Chadwick isolate the other component. Bombarding beryllium with alpha particles produced a new type of radiation, particles with no electric charge (see Figure 1.3). At first, Chadwick thought it was a combination of electron and proton, but it turned out to be slightly too heavy. The proton weighs in at 938.3 megaelectronvolts (MeV), more than 1,800 times the electron’s mass. The new neutron, meanwhile, tips the scales at 939.6 MeV.
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FIGURE 1.3   How the neutron was discovered. When bombarding beryllium with alpha rays, the French physicists Irène and Frédéric Joliot-Curie discovered a mysterious type of radiation capable of knocking protons out of paraffin wax. It was later discovered that neutrons were responsible.


While a proton left on its own is stable, or at least has never been observed to decay, a neutron can change into a proton by emitting an electron. If you could gather a bucketful of neutrons, after ten minutes only half of them would be left. Combine this with the fact that protons repel each other because of their positive charges, and it seems a miracle that nuclei stay together at all. That they do is down to the trumping effect of the strong nuclear force, which binds together protons and neutrons over very small distances (see Chapter 2).


With the electron, the proton and the neutron, we might seem to have a set of particles that could form any atom, accounting for all the chemical elements and therefore all known matter. And the newly developed theory of quantum mechanics captured the peculiar behaviour of these particles, which could act like waves as well as like little points of mass. Needing only three pieces to build the universe would be a stunningly simple system…but nature did not turn out to be so kind.


Uncovering the anti-world


In 1928 English physicist Paul Dirac had already predicted a new type of particle. He devised a quantum equation for the electron that, unlike conventional quantum mechanics, also conformed to Einstein’s special theory of relativity which describes how very fast-moving things act. This equation predicted that electrons have spin – a built-in ration of angular momentum. (The electron has a spin of ½ – in terms of quantum physicists’ favourite constant, the reduced Planck constant, which is about 10−34 joule seconds.) It also showed that they should have a doppelgänger – an ‘antimatter’ particle with almost all the same properties but with a positive rather than negative electric charge. The positron was discovered in 1932, and it was only the first member of the anti-world to be revealed. There are also anti-protons, and antimatter versions of other particles too.


A still stranger side of nature was revealed at about the same time. When a neutron decays into a proton and an electron (one example of a process called beta decay), the energy of the two new particles adds up to less than the total energy the neutron started with. This shortfall led physicists Wolfgang Pauli and Enrico Fermi to conclude in the 1930s that a second particle must also be emitted – a ghostly, weakly interacting particle now known as a neutrino (specifically in this case an electron antineutrino).


More surprises were in store among the particles raining down on us from space, known as cosmic rays. In 1937 a particle about 200 times the mass of the electron was found among cosmic rays. At first, this seemed to fit a theory devised by Japanese physicist Hideiki Yukawa in 1933, which showed how new particles he called mesons might exert the strong nuclear force that binds protons and neutrons together. Instead, physicists found out in the 1940s that this new discovery was a heavier version of the electron. It prompted US physicist Isidor Isaac Rabi to say, ‘Who ordered that?’


What was the purpose of all these extra particles? And was there another layer to discover? To dive deeper into matter and answer these questions, physicists would need to develop some powerful new tools.


Particle smashing


Particles are little things but, in order to study them, we need huge machines. The world’s biggest and best-known machine for studying them is the Large Hadron Collider at the CERN laboratory in Switzerland. The LHC’s tunnels are 27 kilometres long and, at peak consumption, this particle accelerator uses about 200 megawatts of power, around a third of what’s needed to power the nearby city of Geneva.


The purpose of the LHC and other big accelerators is to take charged particles and boost them close to the speed of light. This gives the particles high kinetic energy and therefore a powerful punch. When such a high-energy particle collides with something else, its energy can be converted into the mass-energy of new particles (according to Einstein’s equation E = mc2). More energy means that you can create heavier new types of particle. This also enables physicists to probe matter at very small scales, because beams of subatomic particles act like waves. The higher their energy the shorter their wavelength will be; and the shorter the wavelength the smaller the object that can be discerned.


One simple particle accelerator is the cathode-ray tube – the device that J. J. Thomson was using when he discovered the electron. A glass tube, with the air pumped out, has an electrode inserted at each end. Applying a voltage sets up an electric field between the electrodes, and the negative end (the cathode) is heated so that electrons effectively boil off it. The electrons are then attracted to the positive electrode, gaining energy as they move through the electric field in between.


If the voltage difference between the electrodes is one volt, electrons will gain one electronvolt (eV) of energy, equal to about 1.6 × 10−19 joules. Turn up the voltage and you give the electrons more energy. Some cathode-ray tubes used for generating X-rays operate at hundreds of kiloelectronvolts (keV).


Higher voltages can be created in Van de Graaff generators, which use a belt to carry charge up into a metal sphere. They can reach millions of volts, and so can provide beams of protons at energies of several megaelectronvolts (MeV). That is high enough to probe the structure of the atomic nucleus, but still not enough for particle physicists.


High kicks


There are limits to how great a voltage can be sustained so, to reach much higher particle energies, accelerators make repeated use of smaller electric fields. In 1928 Norwegian engineer Rolf Widerøe built the first such machine, a type of linear accelerator, or linac. His linacs sent the beam through successive regions of alternating electric fields, phased to give particles repeated kicks as they travelled along. Some modern machines work the same way, while other linacs accelerate particles with a travelling electromagnetic wave, like surfers riding an ocean wave.


The biggest linac in the world is at the SLAC National Accelerator Laboratory in California. This machine is 3 kilometres long, and when it was being used for particle physics it would boost electrons up to 50 billion electronvolts (50 gigaelectronvolts, or GeV). Today it operates in two sections and its beams are used in other areas of science (see Chapter 11).


Linacs have their limits because particles soon reach the end of the line and you cannot accelerate them any more. This is why today’s most powerful accelerators, called synchrotrons, use magnets to bend the particle beam into a circle. As the particles are accelerated, the magnetic field is increased and the frequency of the applied electric field is ramped up to keep pace.


The magnets must also focus the beam, or else particles would stray and hit the walls. In larger synchrotrons, long dipole (two-pole) magnets bend the particles, while quadrupole (four-pole) magnets focus the particle beam.


The modern synchrotron consists of an injector (usually a linac), a ring of dipole and quadrupole magnets, the beam pipe (with pumps to keep it in a state of high vacuum), and several radio-frequency cavities. These are hollow metal structures in which electromagnetic standing waves form, providing the electric fields that accelerate the particle beam.


Synchrotrons range in size from a metre or so across (used as X-ray sources) to the biggest in the world today, the Large Hadron Collider, with its circumference of 27 kilometres. The LHC occupies a tunnel originally carved out for an earlier machine, an electron synchrotron called LEP. This was built to curve as gently as possible, because when a high-energy charged particle moves on a curved path it emits radiation, called synchrotron radiation, and so loses energy. The amount a particle radiates increases the more it bends, as its velocity approaches the speed of light. Heavier particles move a little more slowly at any given energy, so protons can be accelerated to higher energies before synchrotron radiation saps their strength. For example, the LHC can accelerate its protons up to about 7 TeV, about 70 times the electron energy reached in LEP.


Once the particles are up to speed, they can be brought to bear. In some accelerators, particle beams hit a solid target, but it is much more efficient to collide two beams head on, as in the LHC. The collisions create a profusion of new particles, and huge particle detectors track this debris so that physicists can reconstruct what happened at the moment of collision.




Particle detectors


Some detectors simply count particles. Others measure the energy the particles lose. The most useful reveal particle tracks, as the paths of aeroplanes become visible through vapour trails in the sky. With the addition of a magnetic field to bend the paths of the charged particles, a tracking detector also provides information on their charge and momentum. Neutral particles are usually detected though the charged particles they set in motion when they interact in a detector.


The bubble chamber is one of the most famous types of detector. When a charged particle passes through the superheated liquid in the chamber it ionizes atoms, triggering the formation of tiny bubbles along its path. Many of the familiar images of particle physics are photographs from bubble chambers of the 1970s. Today images of collisions at the LHC (see Figure 1.4) are created from the electrical signals produced in huge instruments consisting of many layers of detector, each of which has a specific purpose to aid in tracking and identifying the myriad particles produced (see Chapter 3).
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FIGURE 1.4   A bubble-chamber collision. This artistically enhanced image of real particle tracks was produced in the Big European Bubble Chamber (BEBC), which is filled with liquid hydrogen. Bubbles form along the paths of the particles as a piston expands the medium. A magnetic field causes the particles to travel in spirals, allowing charge and momentum to be measured.


Parts of particles


From the late 1940s, physicists started to find one new particle after another, many produced by cosmic rays colliding with atomic nuclei high in the atmosphere. Studies of cosmic-ray by-products revealed the first evidence for the pion, the kaon and the lambda, which are highly unstable with lifetimes in the region of 10−8 to 10−10 seconds. Then came delta and sigma particles, and more followed – more than a hundred seemingly fundamental new particles, all of them unstable. Most of these were fairly heavy particles, which along with the proton and neutron were collectively called hadrons. In their search for the simple basic building blocks of matter, particle physicists seemed instead to have found a new subatomic realm of surprising and confusing complexity (see Figure 1.5).
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FIGURE 1.5   A sculpture outside the visitor centre at Sellafield nuclear power station in Cumbria, UK, shows a classical view of the atom with electrons on well-defined orbits around the nucleus. According to quantum mechanics, they are better described as diffuse probability clouds.


Using particle accelerators to mimic the collisions of cosmic rays under controlled conditions, physicists could make a more systematic study of these particles. This revealed a new property, which labels some hadrons as different from others and has no analogue in the macroscopic world. Because this property leads to behaviour that seemed strange, the property itself was called strangeness. Of the particles mentioned so far, the proton and the neutron have no strangeness, nor do the pion or delta particles. The kaon, the lambda and the sigma particles all have one unit.


In the early 1960s the American Murray Gell-Mann and the Israeli Yuval Ne'eman independently worked on classifying the known hadrons according to their charge, strangeness and spin (a particle’s intrinsic angular momentum). They found patterns of eight particles (octets) and ten particles (decuplets), which reflected a type of mathematical symmetry known as SU(3).


Three units of strangeness


One gap in these patterns corresponded to a particle with negative charge and three units of strangeness. Physicists called it the omega-minus, and in 1964 a research group using a particle accelerator at the Brookhaven National Laboratory in New York found it – a short but distinctive track in their bubble chamber. This showed that the theory had some predictive power. But what was behind these pretty patterns?


The mathematics of SU(3) shows that the larger groups – the octets and decuplets – are all built from a basic group of only three members. Perhaps the hadrons were based on an underlying group of three particles? Gell-Mann and, independently, another American, George Zweig, proposed that hadrons are indeed built from such basic entities. Zweig called them ‘aces’ but the name we use today came from Gell-Mann, who apparently liked the sound of the word ‘quark’ in a passage from James Joyce’s novel Finnegans Wake.


They needed three types, or flavours, of quark, called up (u), down (d) and strange (s). As with all charged particles, there are also antiquarks of each flavour that have the opposite electric charge. By grouping quarks together in threes, we can build baryons – that is, hadrons with spin 1/2 (such as the proton, which is duu, or the neutron, which is ddu, or the lambda, which is dus) or with spin 3/2 (such as the omega-minus, which is sss). Alternatively, we can combine a quark with an antiquark (with exactly opposite values of charge and strangeness) to make hadrons with spin 0 or 1, which are called mesons. These include the charged pion (u quark and d antiquark, or vice versa) and the charged kaon (u quark and s antiquark, or vice versa).


For real?


The idea of quarks was difficult to accept because of their fractional electric charges. In the nineteenth century Michael Faraday had established that electric charge always exists in multiples of some unit of charge, and J. J. Thomson’s discovery of the electron in 1897 suggested that this was none other than the charge of the electron. But the new particles broke established rules by having charges of +2/3 or −1/3 that of the electron. This seemed revolutionary, and led many physicists to wonder whether quarks were artefacts of the mathematics rather than any real kind of particle.


But the reality of quarks soon got support from experiments (see Figure 1.6). There was already evidence that protons and neutrons were not simple spherical or point-like objects, because of the complicated way that electrons bounce off them. In the late 1960s physicists in California probed deeper: they aimed a beam of electrons from SLAC’s 3-kilometre-long linac at a target of liquid hydrogen, and measured the energies and directions of the scattered electrons to put together a picture of what the protons looked like. The electrons were seeing tiny, point-like concentrations of charge inside each proton: evidence that the proton does indeed contain smaller parts. Finally, in the early 1970s researchers at CERN in Geneva confirmed that these parts carry charge of −1/3e and 2/3e, as the theorists had claimed.
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FIGURE 1.6   Russian dolls: the particles that make up matter


In 1974 experiments studying electron–positron collisions discovered evidence for a new, heavier, fourth type of quark, which became known as the charm quark (its existence worked ‘like a charm’ to cure certain theoretical problems). A fifth, still heavier type of quark, called the bottom or beauty quark, showed up in 1977 in an experiment at Fermilab in Illinois. Here, the experimenters were studying muon–antimuon pairs produced in the collisions of high-energy protons with a target. This time they found evidence for a new particle some ten times heavier than the proton, which could be interpreted as a new heavy quark bound with its antiquark. Finally, in 1995 Fermilab researchers found a sixth, the top (or truth) quark.


Along with the strange quark, each of these three new flavours seems to carry its own peculiar property. For example, ‘charmed’ mesons exist, which contain a charm quark together with an antiquark of another variety. Quarks can change from one variety to another, and the top, bottom, charm and strange quarks all rapidly decay to the up and down quarks of everyday matter.


A small history of particle physics
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Why are particle masses given in units of energy?


As Einstein’s theory of relativity showed us, mass and energy are linked by the equation E = mc2. You can make a unit of mass by taking a unit of energy, say the joule, and dividing it by c2 (where c is the speed of light). In particle physics, a convenient unit of energy is the electron-volt (eV) – the energy gained by an electron (or proton) moving through a voltage of one volt. Particle physicists use units of thousands, millions or billions of electron volts (keV, MeV, GeV) – both for the energy they can give a particle using an accelerator, and for the rest mass of those particles. The electron rest mass is 511 keV/c2, which works out to 9.1 × 10−31 kilogrammes. The proton’s is 938 MeV/c2, about 1.67 × 10−27 kg. Because energy and mass are almost synonymous, particle physicists usually drop the factor of c2 and speak of particle masses simply in MeV or GeV.
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Boson power


Two particle groups, the quarks and leptons, come together to form matter. A third group, the bosons, binds them and rules their lives in other ways.


 


The four fundamental forces


We now know that the great diversity of our universe stems from a few subatomic building blocks. Just as remarkable is the discovery that these particles interact in a few basic ways. There are four fundamental forces: gravity, electromagnetism and the weak and strong nuclear forces. Particle physics has so far failed to encompass the force of gravity – which in any case is profoundly weak in the kind of particle collisions we can create – but it has transformed our view of the other three. Through the lens of quantum physics, the forces that shape our world and guide the dance of every subatomic particle are themselves the effect of particles.


Electromagnetism


We have all felt the forces of electricity and magnetism. If you try to bring the north poles of two magnets together, you will find that there is a repulsive force. Rub a balloon on your sweater and hold it up to the ceiling. The balloon will stay there, held by an attractive electrical force.


In 1785 the French physicist Charles Coulomb worked out that the force between electrically charged objects follows an inverse square law (as Newton had shown for gravity a century earlier). The force, F, is proportional to the product of the two charges, p and q, divided by r2, the square of the distance between them.


In the nineteenth century the English scientist Michael Faraday invented the idea of fields of force. Imagine an electrically charged object hanging in the centre of a room and suppose you have another object with the same type of charge, and that you can measure the force between the two objects at any point in the room. The direction of the force will always be along the straight line joining the two objects. So you could map the direction of the force as lines radiating from the central object.
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