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Key to features



Activity


A practical task to help you to understand the arguments or concepts under investigation.


Essential Terminology


These are key terms, appearing in CAPITAL LETTERS, that are highlighted in the AQA specification as ones you should be able to understand and use correctly.


Experimenting with ideas


Plays around with some of the concepts discussed; looks at them from different angles.


Quotation


A direct quotation from a key thinker.


Learn more


Introduces related ideas or arguments that aren’t required by the AS-level specification, but which provides useful additional material.


Anthology extracts


When you see the Anthology icon in the margin of the book then you should refer to the relevant extract in the Anthology extracts section at the end of the book.


Glossary


Words or phrases that appear in CAPITAL LETTERS are key terms and ideas that are explained in the Glossary at the end of the book.





Introduction


What is philosophy? An introduction


This A-level may represent the first time you have formally studied philosophy, although you might have debated numerous philosophical issues with friends, family or even with yourself. Unlike some other A-levels, the nature of the subject is not immediately clear from the name alone. This is because ‘philosophy’ is used to cover a great many things and is used differently by different people. To see this, you only have to wander into the philosophy section of your local bookshop or library, where the chances are you will find books like this one alongside books on UFOs, tarot cards and personal therapy.


Even amongst philosophers themselves, there is no clear consensus as to what the subject involves. Indeed, the photographer Steve Pyke photographed over 50 philosophers and asked them each to describe the subject. Perhaps not surprisingly, over 50 different answers were given. Here is one of them by John Campbell, a Professor of Philosophy:




Philosophy is thinking in slow motion. It breaks down, describes and assesses moves we ordinarily make at great speed – to do with our natural motivations and beliefs. It then becomes evident that alternatives are possible.1





Philosophers like to make things complicated, but perhaps this is because they are careful: they want to get things exactly right. So rather than taking one approach to answer the question ‘What is philosophy?’, we think it would be helpful to look at four approaches:





•  the stuff philosophy talks about (its subject matter)



•  the way it has developed (its history)



•  how it works (its method)



•  and most importantly, what it is like to actually do philosophy (its activity).





In this introduction, we outline all four approaches to introduce some key philosophical ideas, and to help you to come to your own understanding of what philosophy is.


1 What is philosophy? Understanding its subject matter


Philosophy can be divided up into separate disciplines (or branches), each of which has its own area of interest, and in many respects its own language. Three of the most important branches of philosophy are: METAPHYSICS – the study of the ultimate nature of reality; EPISTEMOLOGY – the study of what we can know; and MORAL PHILOSOPHY – the study of how we should live and act (moral philosophy is also referred to as ethics). Underpinning all of these branches is a fourth discipline, reasoning, which encompasses the skills of critical thinking, of analysis and of logic (Figure 0.1). In this book, you will be studying Epistemology and Moral philosophy, and if you go on to the second year of the A-level, then you will be studying Metaphysics in the form of the philosophy of mind and religion. But throughout your studies you will be building up your reasoning, critical thinking and logical skills.


Within these key areas there are further subdivisions: in metaphysics we will find questions grouped around the philosophy of mind (Do I have a soul? How does my mind work? What is consciousness?) and the philosophy of religion (Is there any PROOF of God’s existence? If God exists, why is there so much pain and suffering in the world?). Other subdivisions of philosophy include: the philosophy of language, political philosophy and aesthetics (which can be grouped together with moral philosophy, under the heading ‘axiology’, meaning the study of value). However, some of this categorisation is artificial; for example, issues within the philosophy of language (what makes statements TRUE or FALSE, and whether certain terms refer to anything ‘real’) emerge in nearly all branches of philosophy.
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Figure 0.1 The different branches of philosophy





A further difficulty with defining the boundaries of philosophy is that it has a tendency to stick its nose in and tread on the toes of other subjects – it deals with the cutting-edge and abstract questions at the forefront of most other fields of KNOWLEDGE. So there is a philosophy of history, critical theory (in English literature and the arts), philosophy of science, philosophy of maths, and so on. Indeed, if you ask enough difficult questions about any aspect of the world, you will end up with a philosophical question:






	Why did the car start?

	Because I turned the key.






	But why?

	Because it links the battery to the spark plugs which ignited the fuel.






	Why does this happen?

	Because fuel ignites at a certain temperature.






	Yes, but why?

	Well, that’s a law of physics. Everything that happens follows a physical law.






	But why are there physical laws?

	That’s just the way the universe works. Nothing can happen without a reason or cause.







But why?


Could the universe not follow different laws?


Why is there even a universe at all – does it have a cause?


Eventually, this discussion leaves science proper and drifts into the metaphysical and epistemological questions that make up the philosophy of science. Seen in this way, philosophy is all around us; it is just a matter of asking the right questions. Most of the time though, we are happy to get on with our lives and so we do not ask these difficult questions. As soon as we do, we start to realise that our explanations about life and the world come up a little short and we find ourselves philosophising.


But why should we bother with these questions? In one sense, we cannot avoid them. The unreflective life takes for granted common-sense assumptions which enable us to get on with the business of living. But these common-sense assumptions themselves represent answers to philosophical questions, and so relying on these assumptions is still to rely on a particular philosophy. However, the common-sense approach is just one possible view of things and one which is often beset with inconsistencies that we ignore. But if you scratch beneath the surface, problems can arise.


Consider someone who just wants to live their life and get on with things. Perhaps they want to get a job, earn some money, get a set of wheels and buy a house, and so on. But why does this person want to do these things? Is it because they think it will make them happy? Do they think happiness is a goal worth pursuing? Is it achievable? Is the term even meaningful? If the person has not asked themselves these questions, then it would seem they are just going about their life with no clear idea of what it is they are ultimately pursuing. We might want to ask: although such an unquestioning life is possible, is it a GOOD life? The Greek philosopher Socrates would say it was not:
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The unexamined life is not worth living.2
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In avoiding these philosophical questions that challenge the way we think and live, most people are choosing to live the unexamined life. But you have taken a different route – so congratulations for not hiding away from these issues and choosing to confront them head-on. Congratulations for choosing to live the examined life.


2 What is philosophy? Understanding its history


Like many academic subjects, philosophy has its origins in ancient Greece; even the word ‘academic’ has its roots in an Athenian term, Ακαδεμια, the ‘Akademeia’, which was the name of the garden where Plato founded his famous school of maths and philosophy. In ancient Greece, ‘philosophy’ had a meaning very different from the one it has today. Philia, meaning ‘love of’, and sophia, meaning ‘wisdom’ gave rise to the word philosophy, meaning ‘love of wisdom’. But this love of wisdom encompassed nearly all fields of knowledge. If you were studying philosophy at Plato’s Academy or Aristotle’s Lyceum, then you might find on your timetable maths, physics, chemistry, biology, geography, psychology, law, politics (although most of them would be grouped under the heading ‘philosophy’). In ancient Greece, philosophy was the study of everything that humankind wanted to gain knowledge about.


Over the centuries, from 400 BCE to the present day, many areas of thought have peeled away from philosophy and developed into separate disciplines: for example, chemistry, physics, biology (once termed ‘natural philosophy’), and recently psychology, all became subjects in their own right, not merely subsidiaries of philosophy. Why was this so? Well, many subjects developed their own methodologies, their own tools and techniques enabling their own specific ways of answering the questions they were interested in.


How does this help us to understand philosophy? We could say that philosophy has always been the subject that asks the questions that humans cannot yet answer. In Greek times, these included questions like ‘What is light?’ and ‘Do other planets have moons?’ as well as questions like ‘What is existence?’ and ‘Can we know anything for certain?’ As thinkers discovered and agreed upon techniques and tools that could address questions about the planets and light, then these questions became scientific rather than philosophical. So nowadays we think we have an answer for the first two questions, but philosophers continue asking questions like the last two.


The history of philosophy is also the history of the people who studied philosophy, their thoughts, arguments and influences. We can trace the discussions in this book back hundreds of years, to the medieval and ancient philosophers, and their writings are treated as ‘live’ (which means you will often find philosophy books using the present tense to talk about the ideas of dead philosophers, because the ideas themselves are still alive and relevant). You will see throughout this book, quotes and drawings from philosophers past and present. Figure 0.2 shows some of the most important philosophers who talked about ethics and epistemology – people who have influenced the direction and parameters of these disciplines.
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Figure 0.2 Key figures in the history of philosophy you will be studying in Epistemology and Moral philosophy





In order to help you remember what period these figures came from, we have followed the common practice of dividing up Western thought into three ages: the classical period (up to the fall of the Roman Empire); the Middle Ages (up to the Renaissance) and the modern period. Added to these three ages, we have included a large slice of contemporary philosophers, that is, those working in the last 50 years or so, as philosophy is not an archaic subject, but is very much alive and kicking today. You will notice that two philosophers, Kant and Hume, are central to the development of both epistemology and moral philosophy. You may also have noticed a lack of figures from the Middle Ages. This is not because this was a ‘dark’ age, but because the concerns of medieval philosophers were primarily religious concerns, which we look at in the second year of the A-level.


3 What is philosophy? Understanding its method


Every subject has its own distinct method and tools: in art, you use materials; in science, you use experiments; in music, you use instruments; in geography, you use … er … felt-tip pens. What is the medium or method that philosophy uses? The answer is REASON. Philosophers reason, argue and persuade. Earlier, we saw philosophy characterised as thinking in slow motion. ‘It [philosophy] breaks down, describes and assesses moves we ordinarily make at great speed’.3 For the remainder of this introduction, we will attempt to ‘think in slow motion’ and highlight some of the different methods of reasoning that you will meet in the book and that you will hone as you develop as a philosopher.


But what is reasoning? In general, reasoning is the process of thinking by which we move from certain initial facts or ASSERTIONS and attempt to establish further CLAIMS. By ‘claim’, here, we mean the same as a PROPOSITION or what is asserted by a declarative sentence, as opposed to a question or a command. A simple example might be, ‘The cat is on the table’. A claim tells us that things are a certain way, and if we understand it, then we know what it is saying. One test of whether something is a claim is whether it can come after ‘that’ as a clause, as in ‘I believe that the cat is on the table’. Normally, what someone claims is what they believe to be true. Of course, they are not always right in their BELIEFS, so claims may be true or false. We will use the terms ‘claim’, ‘assertion’ and ‘proposition’ interchangeably to refer to these basic building blocks of arguments. Now, the initial claims in an argument are termed reasons or PREMISES, and those which follow from or are supported by the premises are termed CONCLUSIONS. Reasoning may sound like a peculiar activity from this outline, but it is actually something you do every time you plan a route, argue with a friend, calculate the correct change and so on. When thinking in this way, you are working out what conclusions can be drawn from your initial beliefs or evidence (that is, your premises), and in the process you are constructing arguments. In studying philosophy, you will be introduced to range of arguments, and your job is to evaluate how effective they are. These are not arguments in the sense of shouting matches or quarrels, but in the sense of ‘reasoned persuasion’ – that is, an attempt to defend a claim by offering evidence or reasons in support of it.


Identifying arguments


You will notice, particularly in philosophy, that arguments are buried in paragraphs of dense texts. So how can you tell whether what you are reading or hearing is an argument? The answer is that you can recognise an argument because of its structure, for every argument must have premises which support a conclusion, and this structure is revealed by the language employed. This ‘language of reasoning’ involves the use of certain indicator words. The most obvious clue that something is an argument is the appearance of the conclusion-indicating term ‘therefore’. But this is not the only such indicator, and while some of these indicators signal that a STATEMENT represents the conclusion of a piece of reasoning, others, like ‘because’, signal a premise. Figure 0.3 gives us a list of such indicators. Note that this list is not comprehensive, and you may find it useful to add to it as you encounter further argument indicators.
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Figure 0.3 Some argument indicators





When we move from the premises to a conclusion, we are said to ‘infer’ the conclusion. So the progression from a premise (or collection of premises) to a conclusion is called an ‘INFERENCE’. An inference is the move we make in reasoning when we reckon that one claim or belief provides evidence for us to assert some further claim. Inferences are like the cement which binds together the various building blocks of an argument (that is, the premises and conclusions), and which give it its structure, so all arguments ultimately have this same basic form: at least one premise and conclusion, and the inference which binds them together:
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However, arguments may have more than one of each of these elements. As they work towards their main conclusion, there may be staging posts, called intermediate conclusions or sub-conclusions, which provide a platform for the next stage in the argument. And there may be several premises being offered to support a conclusion or sub-conclusion. But ultimately, every argument can be reduced to these three elements, and this means that they can be represented in a diagram or map which reveals the structure. As an example, take this argument:


My senses have deceived me in the past and I will not trust completely what has deceived me. Therefore I will not trust my senses. And so I cannot be certain of the nature of what I now perceive around me.


We can label each element (Premises, Intermediate Conclusions and Main Conclusion) and then represent its structure diagrammatically, thus:
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As well as representing the argument as a diagram, we can also express the argument in a formal, standard, way:






	
Premise 1  

	My senses have deceived me in the past






	
Premise 2  

	I will not trust completely what has deceived me






	
Intermediate conclusion 1  

	I will not trust my senses






	
Main conclusion  

	I cannot be certain of the nature of what I now perceive around me







There are three main types of inference used in arguments: deductive, inductive and abductive inferences, giving us three forms of argument or reasoning – deduction, induction and abduction. We will introduce each of these types of reasoning in turn before you get a chance to practise identifying each type on page xvii.


Deduction


We have seen that all arguments involve progressing from premises to a conclusion. But what is distinctive about a DEDUCTIVE ARGUMENT is that if the premises are true, then the conclusion must also be true. In other words, in a deductive argument, if we accept the premises, then we are forced into accepting the conclusion as well; it is impossible for the reasons to be true and the conclusion to be false. Such arguments are also called ‘deductively valid’, or simply ‘valid’.


Here is an example of a deductive argument. Notice that the argument is presented formally as a set of numbered premises and conclusion, rather than as an ordinary piece of prose. This is in order to reveal the structure and is a standard way of presenting arguments; you will find examples of arguments presented in standard form like this throughout the book.






	
Premise (P) 1    

	All birds have feathers






	
Premise 2  

	My Parrot, Kenny, is a bird






	
Conclusion (C)  

	Therefore Kenny has feathers







This is a typical three-line argument, known technically as a syllogism. There are many different variations, but typically they have a general claim, a more specific claim and a conclusion. A little reflection on this simple syllogism should enable you to see that if both premises are true, than the conclusion would also have to be true. And this is the great strength of deductive arguments. For if we can be certain of the premises, then we can be equally certain of the conclusion. Deductive arguments, in other words, preserve truth.


Here is another example:






	
P1  

	If a mushroom has brown gills, then it is safe to eat






	
P2  

	This mushroom has brown gills






	
C  

	Therefore, it is safe to eat







In this deductive argument, the first premise is a known as a HYPOTHETICAL claim. Hypothetical claims have two parts: the ‘if’ part, known as the ANTECEDENT – in this case, ‘a mushroom has brown gills’ – and the ‘then’ part – in this case, ‘this mushroom is safe to eat’. Hypothetical claims do not so much tell us what is the case, but only what would be the case if the antecedent is true. In this argument, because Premise 2 tells us that the antecedent is true, we can conclude that the CONSEQUENT is also true.


Despite the strength of deductive arguments that they preserve truth, a criticism often made of this type of reasoning is that it does not provide us with any new information. All the information that we get in the conclusion is already contained in the premises; at best, the reasoning just draws out what might not be obvious at first sight. For this reason, it is often said that deductive arguments are not much use when it comes to discovering new truths.


We can now summarise the key features of a valid deduction as follows:





•  The conclusion must follow from the premises.



•  If the premises are true, then it is certain that the conclusion is also true.




•  All of the necessary information is in the premises and no new information is gained in the conclusion.





Valid and sound arguments


Two key terms that you need to understand in relation to deductions and other forms of argument are ‘validity’ and ‘soundness’. Validity relates to the form of the argument. Soundness relates to an argument’s premises and its form (to remember this, you could think of premises as a building – for example, ‘Keep off the premises’ – and hopefully the premises will have a sound foundation and a solid form, or else the building/argument will fall down). Let us take the example:






	
P1  

	All bunnies can speak French






	
P2  

	Tiggles is a bunny






	
C  

	Tiggles can speak French







Here, the form of the argument is the same as the one above about my parrot Kenny, so it is a deductive argument. Deductive arguments have a form which is valid, which just means that if the premises are true, the conclusion must also be true. However, in this argument at least one of the premises is not true (in case you did not spot it, it is Premise 1 – bunnies cannot speak French), and this has meant that the conclusion has turned out to be false. Arguments with false premises like this one are said to be unsound. So although the form of the argument is valid, it is not a sound one. It’s worth noting here that we commonly refer to SOUND ARGUMENTS as proofs. A sound argument is also said to PROVE its conclusion.


Here is another example:






	
P1  

	All bunnies are mammals






	
P2  

	Speedy the lizard is not a bunny






	
C  

	Therefore Speedy is not a mammal







Is this a valid argument? Well, the premises and the conclusion appear to be true. However, this is not enough to make it valid. For, although true, the conclusion does not actually follow from the premises, so, as far as this argument can show, it might have been false. To see this, we can replace some of the terms while keeping the same structure:






	
P1  

	All bunnies are mammals






	
P2  

	Wilbur the cat is not a bunny






	
C  

	Therefore Wilbur is not a mammal







As we know that cats are mammals, we can see that the conclusion is false, even though the premises are true, and this shows that this form of argument is invalid.
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Learn More
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Why does deduction work?


Philosophers such as Leibniz argue that deduction works because of a few fundamental principles or laws of thought. Here are three of those laws:





•  Law of non-contradiction – an object cannot be both B and not B at the same time. So a ball cannot be blue all over and not blue all over.



•  Law of identity – an object is the same as itself.



•  Law of the excluded middle – an object is either A or not A. A ball is either round or it is not round.





Consider this deductive argument:






	
P1  

	All living birds have a heart






	
P2  

	My parrot, Kenny, is a living bird






	
C  

	Therefore Kenny has a heart







This seems sound enough, but why does it work? How is the conclusion ‘drawn’ from the premises? Well, Kenny either has a heart or not (this follows from the law of the excluded middle). Consider the possibility (X) that Kenny does not have a heart. We know that Kenny is a living bird and that living birds have hearts, so we are now in the awkward position of asserting both that All living birds have hearts and that Some living birds do not have hearts (that is, Kenny). But this is a contradiction (‘Living birds have hearts’ and ‘Living birds do not have hearts’). The law of non-contradiction says that this cannot be the case, so we must reject possibility (X). So it must be the case (by the law of the excluded middle) that Kenny has a heart.


You can see that deductive arguments, though intuitively obvious, rely on some very fundamental laws of thought and are often based around avoiding a contradiction.


Induction


A second kind of reasoning, and one you use every day, is known as induction. This type of reasoning involves generalising about how the world is and/or will be. The two key types of induction are:






	
A  

	Generalising from the past to the future – for example, observing that the number 343 bus has been late every day this week, so believing it will be late again today.






	
B  

	Generalising from a restricted number of cases to an unrestricted number (all cases) – for example, observing that all life forms on earth are carbon-based so claiming that all life forms in the universe are carbon-based.







The belief about the bus in A) above is based on only a few examples, so might be termed weak induction. In contrast, believing that a stone will fall to the ground when dropped is based on a large number of experiences, so would be a stronger claim.


Induction is a type of reasoning that can occur quite formally – often in science – where experiments are repeated many times to see if the same results follow. But induction is also something that our minds do automatically for us. We all, often subconsciously, look for patterns in the world and expect to see them in the future. Do you believe that your friend will answer your next message? That your teacher will turn up on time? That the pavement will support your weight when you walk? That rain makes things wet? That fire burns? Where do you get these beliefs from? From observing the world and then believing that the future will be similar. This is the process of induction. It is a process of reason, because, like all reasoning, you are moving from initial claims to new judgements.


INDUCTIVE ARGUMENTS are based on observations of how the world is, and the truth of the conclusion is never guaranteed, even if the premises are true. Take this inductive argument as an example:






	
P1  

	All humans have died before the age of 140






	
C  

	Therefore I will die before the age of 140







Now, while it is no doubt very likely that I will die before I reach 140, it is not guaranteed. Maybe, if I eat my muesli every morning, I will live to be 141. This possibility is perfectly conceivable, even if we accept the truth of the premise, and this is because how the world has behaved in the past does not determine how it must behave in the future. Bertrand Russell provides a comical example of the perils of induction by imagining a turkey which, having been fed every morning of its life, wakes up confident of being fed again. Unfortunately, the turkey is in for an unpleasant surprise, as this morning is Christmas Day.


The conclusion of an inductive argument goes beyond the evidence presented in its premises, and this is why it is not guaranteed to be true, even if the premises are true. But while we risk going wrong in inductive arguments, the pay-off is that we can extend our knowledge beyond what we already know. So induction promises to extend our knowledge in a way in which deduction cannot.


The key features of an induction are:





•  Even if the premises are true, the conclusion is never guaranteed to be true.



•  Inductions can come with different degrees of probability, depending on the strength of evidence.



•  Inductions attempt to go beyond the premises to make claims about how the world is, or will be.



•  Inductions move from cases/examples/effects in the past or present to conclusions about the present or future.





Abduction


A third type of reasoning is ABDUCTION, which is often described as inference to the best explanation (and, unfortunately for those of you looking for an injection of excitement and mystery into this introduction, it has nothing to do with being taken away by aliens in the middle of the night). Abductive reasoning usually draws on an inductive understanding of the world, but is distinguished from induction, in part, because of the direction that your reasoning takes you (that is, the direction of the inference).


For example, a deduction might have the form of If A, then B. A is true, so B must be true too: If it rains on my house, my roof gets wet. It is raining on my house, therefore my roof is wet. (We encountered this form of deductive argument above, on page xi.)


Let’s consider another example. Inductions too might move from A to B: In the past, when it has been sunny after rain, I have seen a rainbow. Today it has been sunny after rain, so I can expect to see a rainbow.


In contrast, abductions generally move in the opposite direction from an effect (B) to a possible cause (A): Sherlock Holmes notices the pavements outside 221B Baker Street are wet, and after much pondering, chin-stroking and consideration of all the alternatives, he concludes that this is because it has been raining.


These three different directions are illustrated in Figure 0.4.
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Figure 0.4 The direction of inference in three types of reasoning





Let’s consider another example. Imagine you let yourself into your home. You go straight to the kitchen. No one is there, but you notice that:






	B

	The kettle is boiling.







Your mind immediately wonders what the best explanation for this might be. Did the kettle turn on by itself? Did the cat turn it on by accident? Was it a ghost? However, after brief consideration, you conclude that the best explanation is:






	A

	Someone has recently turned the kettle on.







Here your mind moves from an effect (the kettle being on) to a possible cause. Again, this method is used in science. In trying to understand the natural world, scientists come up with theories which account for or explain what we observe. Why does the sun rise every morning? There are various possible explanations that have been put forward over time. The ancient Egyptians thought the sun was a god reborn each morning who sailed his chariot across the sky. The ancient Greek astronomer, Ptolomy, thought the sun was a fiery disc set in an invisible sphere which rotated around a stationary earth. These days, most of us accept that the best explanation involves the claim that the earth turns on its axis every 24 hours.


The key features of abductions are:





•  The conclusion is never guaranteed, and an even better explanation is always a possibility.



•  Abductions attempt to go from an effect or observation to a possible reason or cause.



•  Abductions rely on our current beliefs concerning the way the world normally works.





Because it cannot guarantee the truth of its conclusion, abduction, like induction, is not deductively valid. But it can on occasions masquerade as deduction (Sherlock Holmes mistakenly calls his abductive inferences ‘deduction’), so we need to be careful to recognise abduction when it occurs, and not be fooled into thinking that it gives full support to its conclusion. The abductive inference is, in other words, a logical FALLACY, just meaning that from a deductive point of view, it is a piece of flawed reasoning. To see this, consider the example given above, of rain making my roof wet. This can be expressed as an A-to-B deduction.






	
Premise (A)  

	If it is raining above my house, my roof will be wet






	
Premise (A1)  

	It is raining above my house






	
Conclusion (B)  

	My roof will be wet







The first premise is a hypothetical, if … then … statement. The second affirms that the antecedent is true, so the consequent necessarily follows. However, it would be wrong to work this reasoning backwards like this:






	
P1  

	If it is raining above my house then my roof will be wet






	
P2  

	My roof is wet






	
C  

	It is raining above my house







After all, something else might have caused my roof to be wet. My neighbour could have sprayed it with a hose. A flock of seagulls may have urinated over it. Just because A implies B, this does not mean that B implies A. To think that B does imply A is a logical error known as affirming the consequent or the post hoc ergo propter hoc fallacy. This is not to say your reasoning is entirely worthless. My roof may well be wet because it was raining; however, as a deductive argument it fails, as it does not show that it must have been raining.


However, this fallacy of reasoning is exactly what abduction consists of. Abduction involves going from the consequent to the antecedent or cause. But in the case of abduction it is not a fallacy, as the reasoner is not claiming that a particular cause must be the case, only that it is the best explanation – and it is important that they are clear that this is abductive rather than deductive reasoning. In a deductive argument, the conclusion must follow. However, in good inductive arguments, the conclusion is only probable. And in a good abductive argument, the conclusion is only the best explanation given the available evidence – it is not guaranteed to be the case.


4 What is philosophy? Understanding its activity
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Philosophy is not a theory [a body of doctrine] but an activity 4


Wittgenstein
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One of the many important philosophers that you will not find in the timeline (Figure 0.2) is Ludwig Wittgenstein, who created not one, but two, distinct approaches to doing philosophy which influenced much of twentieth-century thinking. Wittgenstein’s writings are full of pithy, intriguing insights, and in the quote above he is drawing our attention to the mistake we make if we think that it is possible to ‘learn’ philosophy by learning a whole load of ideas and theories.


We do not think you can learn philosophy by reading a textbook like this, and then writing an essay that summarises our summaries of other people’s philosophical arguments and concepts. Perhaps you can do that with other subjects, but we do not think that when you study A-level Philosophy you should just memorise some theories, learn about what some historical figure has said and practise your exam techniques. It is true that you do need to understand, and learn about, what the great philosophers have written, thought and argued. But in the process of doing this with your teacher and classmates – in evaluating and assessing, in tearing apart and reconstructing, and in arguing and clarifying the arguments of those key figures – together you are engaging in the activity of philosophy. So to learn philosophy you must do philosophy.


Throughout this book, we have tried to create ways that help you engage in the activity of philosophy: to bring the concepts and arguments to life, with diagrams, thought experiments and some ridiculous examples which will hopefully also make the ideas easier to remember. The point of these activities is to test your understanding, to allow you to practise being philosophical, and to try to connect the concerns of the philosophers with the concerns of everyday life.


The activities in the book are best done with other philosophy students: sharing the tasks rather than just doing them individually, and to get you started, here is an activity related to the three types of argument and inference that you have just read about: deduction, induction and abduction.


Using deduction, induction and abduction in everyday life


We use all of these three types of reasoning (and others) all the time, often without realising. Read through Robin’s day at school and identify what type of reasoning is being used at each stage.
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Experimenting with ideas: Robin’s day at school





1  For each of the bold capital letters, decide whether it is a deduction, induction or abduction.



2  Give each belief a certainty rating of 1–10, where 1 is extremely uncertain and 10 is extremely certain.



3  Overall, would you feel more certain about the beliefs formed by deduction, induction or abduction?





Robin walked down the road. She waited for the number 3 bus. A) She did not expect to wait long, as number 3s generally came every few minutes. B) She heard a rumbling noise behind her and reckoned this was the bus. The ticket cost £1. C) She gave the driver £2 and worked out that she should get £1 back in change. D) She got off at the corner of the park – the school was at the opposite corner. The park was square in shape and 1 km wide. Robin reckoned that by walking diagonally through rather than round the perimeter she would only walk approximately 1.4 km, as opposed to 2 km. E) In the park she came across a section that contained lots of wild flowers and grasses; she looked at the pattern and concluded that a gardener must have planted them. F) The grass was a little wet underfoot, however she knew that the ground would support her weight and she would not sink into the mud. G) At school, her first lesson was due to be with a new science teacher. There were some rumours spreading round that the teacher was a bachelor. If true, she reckoned this meant that the teacher was both a male and unmarried. H) During the lesson they lit the Bunsen burners. Robin knew that her hand would start to feel pain were she to touch the flame. Wisely, she decided not to. She carried her test tubes carefully to the bench, knowing that if she dropped them they would I) fall down and J) break. K) For the second half of the lesson the class was split into two, based on ages. Robin’s friend Tamsin was put in the younger group. Robin was younger than Tamsin, so she worked out that she should be in that group too. L) During the period she heard a loud crash from the other side of the classroom. A beaker had fallen to the floor. No one owned up to it. Robin thought that something must have caused it to fall though, as every event is caused by something.
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Structure of the book


This book covers sections 1 and 2 of the A-level Philosophy specification published by the AQA. Together, these comprise paper one of the examination. Paper one can be sat alone as an AS-level qualification or with paper two as an A-level. The book has two main sections: Epistemology and Moral Philosophy, and within these two sections there are chapters that correspond to the AQA specification.


Towards the end of the book, Section 3 gives you guidance and tips on passing the AS exam, and includes an important subsection on ‘How to read philosophy’. Here we have provided some ideas, or ‘lenses’, which will help you to read and understand these texts and so improve your philosophical analysis. You might want to read this when you first come across an ‘anthology icon’. The anthology icon appears when we are summarising a philosopher’s ideas. It prompts you to flick to Section 4, where we have provided extracts of most texts found in the AQA online Anthology, so you can read the philosopher’s original words and identify for yourself the arguments and types of reasoning that they use.


A final note on philosophical terminology


As you can see just from this introduction, philosophy, along with other A-level subjects, has its fair share of fancy terminology. This can be a bit daunting at first, and as we have mentioned, we have included various diagrams, charts, activities and thought experiments throughout the book to help you to unpack some of the philosophical terms (these activities are indicated by the symbols on page iv). Look out for the ‘essential terminology’ symbols too: we have placed these when we first use one of the key terms that you should be able to understand and use, and the meaning of these terms is outlined in the ‘Essential Terminology’ section of the glossary. We have already encountered some of these, and here is a complete list:


assertion/claim/proposition


antecedent/consequent


analytic/synthetic


a priori/a posteriori


necessary/contingent


consistent/inconsistent


objective/subjective


tautology


dilemma


paradox


prove/proof


true/false


justification


sound argument/proof


One good thing about learning terminology in the all-encompassing subject of philosophy is that the terms also apply across a range of other areas too. The best way get to grips with the technical terms within philosophy is to take ownership of them. Say the words aloud, use them in discussions and also try using them in your writing. This means you will be practising writing as if you are a philosopher, until eventually these terms become a part of your language and the way you think. As Aristotle would say, you become a philosopher by first of all doing philosophy – so just by reading this introduction, and trying to answer the question ‘What is philosophy?’ you have started your own journey towards becoming a philosopher. Good luck!





Section 1 Epistemology


1.1 What is knowledge?


When a friend says to you, ‘This chocolate is delicious’, it is clear what they mean. It is a fairly straightforward sentence conveying the FACT that the chocolate your friend is eating (but for some reason not sharing with you) tastes very, very nice. Imagine that, later, the same friend says to you, ‘I know that I will get a grade B in my exam’; do you understand what they mean? Are they guessing? Do they have a strong hunch? Are they making a fair prediction based on their past grades and the work they have put in? Do they have ‘inside’ information about the contents of the exam? Are they being modest, or overconfident to try to impress you, or even belittle you slightly?


The difference we want to highlight between the first and the second sentences, is that in the second sentence your friend is using the word ‘know’. We use this word all the time, but it is not always clear what someone means when they say they know something. For this reason, philosophers have often felt that before they could produce a proper theory of KNOWLEDGE, they would need to get clear what they were theorising about. Without a good idea of what something is, one cannot say much of interest about it. Accordingly, EPISTEMOLOGY often begins with the question of what precisely knowledge is. This question is made harder by how the term ‘knowledge’ does not have just one meaning.
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Experimenting with ideas


Consider the following uses of the word knowledge, or know, in sentences A–J, then answer the questions that follow.






	
A  

	Bees know how to make honey.






	
B  

	I know kung-fu.






	
C  

	Do you know the way to San José?






	
D  

	Ravi knows the smell of petrol.






	
E  

	I know the difference between right and wrong.






	
F  

	Jaspal knows the capital of Peru.






	
G  

	A baby knows how to suckle.






	
H  

	I know that it rained yesterday.






	
I  

	Maya knows what Vegemite tastes like.






	
J  

	I know that 2 + 2 = 4.











	
1  

	Do you think the word is being used in the same way each time?






	
2  

	Which examples describe an ability of some kind?






	
3  

	Which examples describe a familiarity with a person or sensation?






	
4  

	Which examples describe a fact or facts about the world that a person has learnt?
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Ability, acquaintance and propositional knowledge


Because there are different ways the word ‘know’ is used, philosophers have traditionally divided knowledge into three main types:





1  Practical knowledge or ability knowledge (knowing ‘how’).



2  Knowledge by acquaintance (knowing ‘of’)



3  Factual or propositional knowledge (knowing ‘that’).






Practical knowledge or ability knowledge (knowing ‘how’)



This is knowing how to do something, or ‘know-how’. For example, we talk of knowing how to swim, how to speak Russian or how to bake a soufflé. Such knowledge involves a skill or capability to perform a certain kind of task, but need not involve having any explicit understanding of what such a performance entails. In other words, I may know how to swim without being able to explain how. I may know how to tie my shoelaces, but would find it extremely hard to give verbal instructions. So it is possible to know how to do things, without being able to articulate our knowledge. This suggests that practical knowledge is independent of any ability to communicate it in language or of having any conscious knowledge of precisely what one knows. After all, swallows seem to know when and how to fly south in winter, without having read a single book or even so much as glanced at a map.


However, some forms of know-how do seem to depend on other forms of knowledge. For example, knowing how to get to the British Museum or how to use the offside trap (in football) seem to require other forms of knowledge and BELIEF, rather than just exercising a simple skill, such as walking or breathing. In this sense, it can be argued, some forms of know-how are dependent on the ability to know x, y and z. In contrast, some philosophers, notably behaviourists, claim that practical knowledge is the key category which all the other categories can be reduced to. Their claim is that all forms of knowledge are really forms of know-how. For example, being able to answer quiz questions using language is just a form of knowing how to succeed in a particular task. In other words, all types of knowing that are just a fancy form of knowing how.


Knowledge by acquaintance (knowing ‘of’)


This is ‘knowing’ in the sense of knowing a person, place, thing, SENSATION or feeling. For example, we often speak of knowing somebody because we have met them, or knowing Paris by virtue of having visited it, or knowing the taste of pineapple having tried it. As with practical knowledge, knowledge by acquaintance need not involve any capacity to give a verbal report of what it entails. I may know the taste of pineapple without being able to describe it and without knowing any facts about it. Some philosophers regard knowledge by acquaintance, particularly with our own sense data, as the foundation of all our knowledge about the world. Their claim is that all of our knowledge is built up from our acquaintance with shapes, colours, sounds and tastes, and without these elements there would be no knowledge at all. Without the input of the senses, our minds would be a blank slate, or a tabula rasa (see page 106 for more on this).


Factual or propositional knowledge (knowing ‘that’)


This is knowing that something is the case. For example, we speak of knowing that 2 + 2 = 4, or that the earth orbits the sun, or that Shakespeare wrote Hamlet. Unlike the other two types of knowledge, when we know some fact, what we know can, in principle, be expressed in language. Thus if someone to know that Shakespeare wrote Hamlet, he or she claims that the sentence ‘Shakespeare wrote Hamlet’ is true, that is, claims that the sentence accurately reflects what happened in reality.


A proposition is a sentence that makes a claim about the world. Not all sentences make claims. For example, sentences such as Shut that door or Where is my glove? do not assert anything about the world. In contrast, other sentences make specific claims: I am hungry. There are four fish in the bowl. China is well big.


What is asserted by such sentences (that is to say, what they claim about the world) is called a proposition, and for this reason, factual knowledge is often called propositional knowledge. A good way to remember the meaning of this term is to think of this kind of knowledge as proposing that the world is one way, rather than another. So saying that you know that Paul McCartney wrote ‘Let It Be’ is to propose that a certain version of the world is true (as opposed to a version where John Lennon, or someone else, wrote the song). Hence the term propositional knowledge.


The other two forms of knowledge, by acquaintance or ability, do not have to involve any propositions about the world. A bee can know how to make honey without resorting to any claims about how the world is or is not. Likewise, knowing what vanilla tastes like does not involve understanding any propositions (indeed it is very hard to describe your experience of tasting vanilla using meaningful sentences). Any claim to propositional knowledge is usually preceded by the word ‘that’. For example, I know that it is snowing in Scotland, or Taz knows that Arsenal were unbeaten during the 2002–03 season. The word ‘that’ sets up the proposition that the person claims to know.


It is interesting to note that these three different forms of knowledge are distinguished in many languages. French, for example, has connaître (for acquaintance) and savoir (for propositional knowledge) and savoir-faire (for practical knowledge). German has both kennen and wissen, whereas English just has to know.


Have a go at the activity on page 3. There is no easy answer to the last question! However, there are interesting differences between the kinds of knowledge in terms of how they are acquired/transmitted. I can be taught ‘know-how’ by others, for example, by them helping me to tie my laces. Also, other people can introduce me to new forms of knowledge by acquaintance, for example, by giving me liquorice for the first time – although I actually have to experience this myself to have the knowledge of the taste. I cannot learn this by reading about the taste or by talking to others.
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Figure 1.1 Three different kinds of knowledge. Dean is meeting the president of Smart Corp. The three forms of knowledge all come into play.
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ACTIVITY


Revisit the list of knowledge claims on page 1.





1  Do all of the examples fit neatly into one of the three categories of knowledge (practical, acquaintance and factual)?



2  How do you usually come to gain each kind of knowledge?



3  Which type of knowledge do you think you have the most of?
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Because propositional knowledge involves language, this means it can be passed swiftly and rapidly through books, the internet, lectures, and so on. This form of knowledge seems more or less exclusive to humans and is the cause of the rapid spread and growth of technology in the last few thousand years. With a simple swipe or click of a mouse, we are now able to access much of the propositional knowledge that has been gained in the current and preceding lives of billions of people. Our ‘know-how’ and ‘know of’, however, are not so easily transmitted.


This chapter is primarily concerned with factual, propositional knowledge. We will examine the conditions under which it can be properly said that a person knows a fact. Before we begin, we need to explore some related key words.


Because factual knowledge is expressed in language, it seems to involve holding beliefs. A swallow does not need to have any specific beliefs to fly south (know-how) or to know its chicks (by acquaintance), but propositional knowledge is different. If I have knowledge of certain facts, I believe certain propositions to be true; in other words, I assent to these propositions. Because factual knowledge deals with knowing facts, and so with having beliefs, these beliefs can be either true or false. These key terms, namely ‘belief’, ‘proposition’, ‘fact’ and ‘truth’, have somewhat ambiguous meanings in ordinary English, so if we are to make headway in our analysis of knowledge, it is important that we give working definitions of these terms (see Figure 1.2).
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Figure 1.2 Beliefs, propositions and facts








•  A belief is a thought which is about the world. It is a mental representation which claims that something is the case. Beliefs can be true or false. In the figure, Sam has the belief that the cat is on the mat.



•  A proposition is what a STATEMENT says or asserts about the world. Like beliefs, propositions can be true or false. When Sam utters the sentence, ‘The cat is on the mat’, he is expressing the proposition that the cat is on the mat.



•  A fact is something that is the case in the world. Here the fact is the cat’s being on the mat. Facts cannot be true or false, they just are.





Truth is a tricky CONCEPT, but one account of truth is that it involves a correspondence between a belief or a proposition and the world. If Sam’s belief that the cat is on the mat corresponds with the world – that is, with the facts – then it is true. So his belief will be true if the cat is indeed on the mat.


Knowledge, certainty and ordinary language


Having given brief definitions of some key terms (belief, fact, proposition and truth), it is worth quickly reminding ourselves of what the undertaking of this chapter is. The chapter aims to explore the concept of knowledge and to see whether a definition can be reached. However, giving a definition of knowledge could involve one of at least two different things. We could be trying to give a definition of what the concept of knowledge should be (this would be a PRESCRIPTIVE account of knowledge) or we could be trying to give a definition of what the concept of knowledge is, in its ordinary usage (this would be a DESCRIPTIVE account of knowledge). We are aiming for the second kind of definition, although it is often very tempting to slip into the first kind of definition. To see how easily this slippage can occur, consider the following activity.
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ACTIVITY


For sentences A–G:






	
1  

	How many of these things would you agree to knowing? All of them?






	
2  

	But how many do you really know?






	
3  

	Can you think of ways in which you could be mistaken about each one?






	
A  

	You know what you will do tomorrow.






	
B  

	You know there is no life on the moon.






	
C  

	You know that you are looking at a book right now.






	
D  

	You know who you have spoken to today.






	
E  

	You know if you are currently in pain or not.






	
F  

	You know that you are experiencing black ink-coloured lettering sensations that seem to spell out words and sentences.






	
G  

	You know that you exist.






	It seems there is very little we can be certain about; after all …






	
A  

	… your plans for tomorrow could suddenly change with the weather/world events.






	
B  

	… there may be living organisms living in lakes deep beneath the surface of the moon.






	
C  

	… you could be dreaming and not looking at a real book.






	
D  

	… some of the people you think you have spoken to today might have been other people in disguise or even clones.







If such doubt is possible, then can you really be said to know any of these things? What about sentences E–G? Is it possible to doubt these statements too? Perhaps these are harder to doubt and might be the only statements you would count as proper knowledge?





What these considerations are designed to show is that we intuitively link the concept of knowledge with the concept of certainty. However, we also intuitively believe that we are capable of knowing a lot of things. These two INTUITIONS can be contradictory:






	
a)  

	We can only know things if we are certain about them.






	
b)  

	We know lots of things.







The more we emphasise certainty a), the less we are likely to actually know b). The more we emphasise b), it seems that knowledge is less about certainty a). This conflict relates to two different purposes we may have in seeking to define knowledge: prescriptive or descriptive. We might intuitively be inclined to say that we should only count things we know for certain as knowledge (prescriptive), whereas in ordinary language we are inclined to count lots of things as knowledge, and not require certainty (descriptive). The danger in giving in to our intuition about certainty is that we will no longer be analysing/describing the concept of knowledge as it is used in ordinary language. Instead, we would be trying to explore how we might want to use the concept of knowledge, or even simply exploring the concept of certainty itself. Either way, we will not be analysing the concept of knowledge as it is used in ordinary language.


For the time being, we will leave the concept of certainty behind. But if knowledge does not need to involve certainty, what does it need to involve? To answer this, we need to give some sort of definition for the concept of knowledge.


Propositional knowledge – the nature of definition


But what kind of definition do we need? You may think that all definitions are alike, but philosophy is rarely so straightforward. Definitions differ subtly in approach, and it is useful to be aware of these differences so we can be clear about exactly the kind of definition we are seeking. The philosopher Linda Zagzebski (1947–) has articulated some of the key ways in which definitions differ, often summarising the philosopher John Locke (1632–1704).1


The status of the thing defined


Humans divide and classify the world in all sorts of ways. Some of these ways are artificial and some reflect genuine underlying differences in the nature of objects/events. For example, compare the concepts of water and weeds. There are lots of liquids in the world and we classify some as water. Likewise, there are lots of plants in the world and we classify some as weeds. However, the two classifications do not have the same status. There is a genuine difference between liquids on a molecular level, such that some liquid is called water (H20) and some is not. In contrast, there is no underlying genetic difference between weeds and non-weeds; the classification is culturally specific – a question of which plants humans like in their gardens. Locke suggested that water has a real essence, whereas weeds do not.


The term ‘natural kind’ is also used in philosophy for the same distinction. The category of water forms a natural kind, whereas the category of weeds does not. We could put water under a microscope and investigate the real difference between water and other liquids, in a way that we cannot put weeds under a microscope to the find the difference between weeds and other plants. In the case of water, there is a real essence we could discover; in the case of weeds, there is no real essence waiting to be found.


For those objects that have a real essence, we can seek what Locke termed a real definition. A real definition picks out the real essence of an object. For example, the real definition of water is H20. (Locke suggested that one of the key roles of science is to make our real definitions match the real essences.) However, for those objects that do not have a real essence, we cannot seek a real definition. The definition will always be artificial to some extent – although it might be something that we can agree on, or that accurately reflects our use of language.
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Figure 1.3 Real definitions, real essences. Some of our definitions correspond to the real essence of objects. In these cases, a real definition is possible. In the second set of cases, the definition does not relate to any real essence, so a real definition is not possible.





The example of planets is an interesting one, in as much as there has been considerable controversy over whether Pluto is a planet or not. This is decided in part by investigating Pluto (it is clearly not a sun), but beyond this, what we class as planet or just a large rock orbiting the sun, is a matter for humans to decide. There is no real essence of a ‘planet’, so a real definition is not possible. However, just because a real definition is not possible, this does not mean it is pointless seeking a definition. Many concepts we use may not correspond to real essences, but still are important classifications – important to our understanding of ourselves and the world.
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ACTIVITY


Which of the following do you think has a real essence, such that a real definition is possible? Another way of posing the same question is to think of which of these constitutes a ‘natural kind’ and which an artificial kind:





1  Gold



2  Suns



3  Planets



4  Puddings



5  Monsters



6  Death



7  Intelligence



8  Knowledge



9  Plants
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Zagzebski thinks it is ambiguous whether concepts such as intelligence and knowledge can have real definitions. She is fairly sceptical about whether knowledge has a real essence, in part because the term has varied so much in its use historically. For example, only recently has immediate perceptual awareness of the world counted as knowledge – previously the word knowledge was only used in relation to our conceptual understanding. This suggests that the concept is a cultural one, not a natural kind. However, she suggests that we should treat knowledge as if it does have a real essence, and so should seek a real definition. We should only give up if we are defeated in the project.



Different ways of getting a definition



The traditional philosophical approach to defining concepts like knowledge has been to look for the conditions/factors that must be true for an example of the concept to occur. In other words, what is it that happens when someone knows something, which does not happen when they only believe something? This approach to defining concepts is called philosophical or conceptual analysis, and generally involves breaking down a concept into its various parts by exploring what conditions are NECESSARY for a true example of the concept (for example, knowledge/love/happiness/justice) to occur. Although this approach to philosophy has sometimes been questioned, it is the approach that Zagzebski recommends and the one we take in the rest of the section.


Even within this approach there are different types of conditions that might be emphasised over others. In particular, some definitions emphasise the cause of the thing being defined, whereas others do not. For example, a definition of sunburn would not just outline the symptoms, but also what caused the sunburn (UV light). In contrast, other definitions do not include the cause: in defining a triangle, for example, there would be no mention of how triangles come to be.


As we will see below, some definitions of knowledge (RELIABILISM and VIRTUE EPISTEMOLOGY) emphasise the cause of knowledge, whereas others do not. Zagzebski thinks that both approaches can be valid and they are not mutually exclusive – it might be possible to correctly define knowledge in terms of cause, and also to correctly define it in another way.


Pitfalls to avoid


Lastly, Zagzebski outlines some key pitfalls to avoid in giving any sort of definition. Definitions should not be:





•  Circular. This means they should not include the term being defined – for example, saying that justice is what happens when just acts occur.



•  Obscure. The terms in any definition should not be more obscure than the original term, as the definition would not further our understanding.



•  Negative. Defining a term by what it is not does not help either. For example, defining a good act as ‘one that is not wrong’.



•  Ad hoc. This means coming up with a definition that is specific to meeting a particular problem. For example, defining knowledge as a justified true belief that is not a Gettier counterexample (this will only make sense once you have read pages 20–23).





Truth-conditional analysis as a way to define knowledge


So our quest in this chapter is to come up with a definition of propositional knowledge using conceptual analysis. To do this, we have to find the conditions under which knowledge occurs. If we can list these conditions and so say exactly when someone does and does not know something, then we will have a pretty good idea of what propositional knowledge is. This may seem a fancy approach, but it was one first adopted by Plato nearly 2,500 years ago.


To makes our quest for a definition easier, it will be useful to abbreviate the expression, ‘Someone knows a proposition’ to ‘S knows that p’. Here ‘S’ stands for the subject (the person doing the knowing – for example, Sharon), and ‘p’ for the proposition that she knows (for example, that Paris is the capital of France). So we need to determine what conditions must be satisfied in order for us to assert ‘S knows that p’ (Sharon knows that Paris is the capital of France).
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ACTIVITY





1  To get started on our search for a definition of ‘knowledge’, let us try to distinguish it from belief. Begin by writing a short list of things you would normally claim to know, and another list of things you merely believe. These may be things that you know or believe have happened or exist. Try not to be too influenced by sceptical arguments and simply use the terms ‘know’ and ‘believe’ as they would be used in everyday life.



2  Having done this, consider what has to be the case for you to claim that you know something, as opposed to simply believing it. What makes the knowledge claims different from the belief claims?



3  Now read on to see how your answer compares with Plato’s.
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Socrates and Plato


Socrates was a famous ancient Greek philosopher. He was renowned for engaging others in dialogue and examining interesting ideas and concepts such as love, justice and knowledge. Socrates liked to challenge conventional thinking, which led to some clashes with the authorities. Socrates was eventually accused of impiety (not believing in the gods) and corrupting the youth of Athens. He was tried and sentenced to death by drinking hemlock. It is likely that had he wished, he could have escaped to live in exile. However, he chose to remain in Athens, his city of birth, and willingly drank the hemlock that ended his life.


Socrates attracted many disciples, usually young men, who were interested in philosophical discussion. One of these disciples was Plato – who would have been about 29 when Socrates died. Plato was born in Athens in around 430 BCE, into a relatively wealthy aristocratic family. After the death of Socrates, Plato travelled widely before returning to Athens at the age of 40 and founding perhaps the first proper college in Western society, known as the Academy. The school went on to last for nearly a thousand years. The great philosopher Aristotle was one of its first students.


To aid the teaching in his school, Plato wrote many dialogues, all concerned with philosophy. In many of the dialogues, Socrates is the main character and he usually engages in a debate about a philosophical issue. Indeed, it is primarily through the writings of Plato that we know of the life and teachings of Socrates.


Plato on true belief and knowledge


Having begun to think about the differences between knowledge and belief, we can now examine how Plato approached the problem. In his dialogue, the Meno, he tries to work out the difference between someone having a true belief and someone having knowledge. He begins by pointing out that true belief has much in common with knowledge. Indeed, it would seem that the two are equally valuable as guides to action. Socrates, the character expounding Plato’s views, explains his reasoning to his fellow debater Meno, as follows:
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Socrates Let me explain. If someone knows the way to Larissa, or anywhere else you like, then when he goes there and takes others with him he will be a good and capable guide, you would agree?


Meno Of course.


Socrates But if a man judges correctly which is the road, though he has never been there and doesn’t know it, will he not also guide others aright?


Meno Yes, he will.


Socrates And as long as he has a correct belief on the points about which the other has knowledge, he will be just as good a guide, believing the truth but not knowing it.


Meno Just as good.


Socrates Therefore true belief is as good a guide as knowledge for the purpose of acting rightly.2
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Here Plato is arguing that so long as my beliefs are true, then they are as useful to me and to others as if I had knowledge. So why, the question arises, should we prefer knowledge to true belief? Are they in fact the same thing and, if so, why is knowledge so highly prized? Socrates’ answer has many facets, but we will focus on just one aspect, which contrasts the stability of knowledge with the flightiness of belief.
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Socrates True beliefs are a fine thing and do all sorts of good so long as they stay in their place; but they will not stay long. They run away from a man’s mind, so they are not worth much until you tether them by working out the reason … Once they are tied down, they become knowledge, and are stable. That is why knowledge is something more valuable than right belief. What distinguishes one from the other is the tether.3
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This all sounds rather cryptic. What can he mean by beliefs failing to ‘stay in their place’? What is to ‘tether them by working out the reason’? Plato seems to be saying that part of the reason we value knowledge is that it is more steadfast than mere belief, since it is backed up by REASONS or EVIDENCE. The evidence acts as a kind of glue, which retains the belief in the mind by giving us good reason to continue believing it. By contrast, a belief for which we have no evidence – even if it happens to be true – has nothing to make it stick in the mind. If I have no good reason for believing a proposition, it will not take much for someone to dissuade me from it. But if I know it, I will not readily withdraw my assent. So Plato is suggesting that it is a kind of tethering that converts belief into knowledge. To have knowledge is to have a true belief secured by reasons. In another dialogue, the Theaetetus, Plato offers other considerations in support of the idea that knowledge is more than mere true belief.
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Socrates Now, when a jury has been persuaded, fairly, of things which no one but an eyewitness could possibly know, then, in reaching a decision based on hearsay, they do so without knowledge, but get hold of true belief, given that their verdict is fair because what they have been made to believe is correct.


Theaetetus Absolutely.


Socrates But if true belief and knowledge were identical, my friend, then even the best juryman in the world would never form a correct belief, but fail to have knowledge; so it looks as though they are different.4


[image: ]





Plato’s point here is that we can hold true beliefs that we would be reluctant to call knowledge because of the nature of the evidence supporting them. A juror can come to a correct decision on the balance of evidence presented in court. But if the evidence available to him were circumstantial and less than absolutely conclusive, we would be reluctant to call this knowledge. By contrast, an eyewitness to the events in question could indeed be said to know. Consider also the example of a gambler who believes that the next number on the roulette wheel will be red. Even if he happens to be right, we would be reluctant to say that he truly knew. These examples show that the manner by which one acquires a true belief, or by which one justifies it, is important to its counting as a piece of knowledge. Because of basic considerations such as this, Plato is led in the Theaetetus to consider the view that ‘true belief accompanied by a rational account is knowledge’,5 or, as we might say, knowledge is a justified, true belief – that is, a true belief for which the believer has adequate reasons or evidence.


So it seems we have an early candidate for a definition of factual knowledge. A person knows something if they have a belief that is true and that has a good JUSTIFICATION.
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Experimenting with ideas





1  Think up your own examples, like those above, to illustrate the difference between having a true belief and having knowledge.



2  The last activity (on page 9) involved writing down some things you claimed to believe and other things that you claimed to know. Go back to these statements and see if the missing ingredient in the two cases is indeed the degree of justification for the belief.
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To test whether the justified, true belief account of knowledge seems plausible, consider the following example. Innocence and Pete the Cheat are playing cards (see Figure 1.4). Innocence has a strong feeling that the card on the top of the deck, about to be turned over, is the Queen of Spades. She has no particular reason for this feeling though. In the game she needs it to be a Queen and just has a strong hunch that it is the Queen of Spades. Lo and behold, the card is indeed the Queen of Spades! Innocence had a true belief; however, as this was just a guess/hunch, would we say that she knew it? Probably not. This would seem to imply, as Plato suggested, that a true belief is not enough to grant knowledge. Now, Pete the Cheat also had a very strong belief that the card on the top of the deck was the Queen of Spades. It was his deck and some of the cards had tiny markings on the back which the casual observer would not notice. It was a marked deck! Pete could see that the card on the top of the deck had a mark on it that indicated it was the Queen of Spades. When turned over, it was indeed the Queen of Spades! Pete had a true belief; however, in this case, his belief was justified. Would we say that Pete knew it? Probably yes. So, on the basis of this example, it seems that defining knowledge as a justified, true belief has some merit. However, as we will discover in the remainder of this chapter, philosophy is rarely this straightforward!
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Figure 1.4 Innocence and Pete the Cheat are playing cards. Innocence has a belief that the card on the top of the deck is the Queen of Spades. Pete also has the same belief; however, his is justified as they are playing with his marked deck of cards.





1.1.1 The tripartite view: knowledge as justified, true belief


The definition of knowledge as justified, true belief is the traditional one. If it is correct, it means that if someone knows a proposition, then three conditions must be satisfied. The person must believe the proposition, it must be true and it must be justified. These conditions can be set out as follows.


S knows that p if and only if (for example, Sharon knows that Paris is the capital of France if and only if …):





1  S believes that p (the belief condition: for example … Sharon believes Paris is the capital of France)



2  p is true (the truth condition: for example … Paris is indeed the capital of France)



3  S has adequate or sufficient evidence for p, or is justified in believing p (the evidence condition: for example … Sharon has read that Paris is the capital of France in a trustworthy encyclopaedia).
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Experimenting with ideas






	
1  

	Read the scenarios A–G. Using your common-sense intuition, decide in each case whether the person in bold knows the fact in question.






	
2  

	Then check to see whether:






	 

	




a)  the person believes the fact (the belief condition)



b)  the fact is true (the truth condition)



c)  the person would be justified in believing it (the evidence condition).












	
3  

	
If all three conditions are met, then according to the JTB (justified, true belief) definition, this should be a case of knowledge. If one or more of the conditions is not met, then this is not a case of knowledge. Did using the three conditions match your own intuitions in each of the cases?






	
4  

	Consider whether justified, true belief is a good analysis of the concept of knowledge. What problems could the definition run into? How good must the justification be? (Remember: we are looking to establish the criteria for the everyday concept of knowledge, and justification need not be perfect for knowledge to be claimed in everyday parlance. So avoid ruling out examples just because absolute certainty is not established.)






	
A  

	
Davina thinks that monkeys are more intelligent than humans because her mate told her so.






	
B  

	
Ravi reckons the sun will set at 19:02 on Sunday, having read as much in the paper. And it does.






	
C  

	Having been told by his parents and having read books and watched DVDs on the subject, young Victor is convinced that Santa Claus exists.






	
D  

	
Tamsin learns from a textbook that Hamlet is Shakespeare’s longest play (which it is).






	
E  

	
Wanda watches five DVDs of Shakespeare plays and concludes by their length that Hamlet must be Shakespeare’s longest play.






	
F  

	Colin is going out with Simone. However, at a party, he drunkenly, yet inexcusably, kisses Fiona. No one sees a thing. Back at college, Nigel is secretly in love with Simone. To try to get Simone and Colin to split up, he makes up a rumour, telling Brian that Colin and Fiona got off at the party. Later on Chanise hears this rumour and believes it.






	
G  

	
Samma has been dating Joel for five years now. She knows that he is faithful to her. She just knows it in her heart.
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In the activity, you have been testing the justified, true belief (JTB) analysis of knowledge. In other words, you have been considering whether each condition is necessary by asking whether we can do without belief, truth or justification. You may also have considered a slightly different question when you got to scenario F), namely whether or not together the conditions are sufficient. In other words, you may have been wondering whether someone who has all three conditions definitely has knowledge. It is important to recognise that these two questions are distinct.


In the following discussion of the traditional analysis of knowledge, we will treat each question separately. First, we will ask whether the three conditions are individually necessary. This means seeing whether we need each one by seeing if we can do without any. Second, we will examine whether they are jointly sufficient. This means seeing whether having all three definitely guarantees knowledge, or whether there are some cases where you can have all three (a justified, true belief) and still not have knowledge.


Necessary and sufficient conditions


NECESSARY AND SUFFICIENT CONDITIONS can seem like complex ideas, but the principle behind them is fairly commonplace. If an element is necessary, then without that element you could not have the thing in question. Being a man is a necessary condition of being a father. If you are not a man, then you cannot be a father. The definition of a necessary condition can be summed up as: X is a necessary condition of Y if without X you cannot have Y.


Having a necessary condition is not always enough to have the thing in question though. For example, being a man is a necessary condition of being a father, but it alone is not enough. Not all men are fathers. Other conditions need to be met in order to be a father. If having certain necessary elements/conditions always guarantees having the thing in question, then these elements are called sufficient. For example, having never been married and being a man are sufficient conditions for being a bachelor. Every time you have a man who has never married, you have a bachelor. There is nothing more you need; the two elements are sufficient. (They are also necessary – you cannot be a bachelor without being a man or without being unmarried.) The definition of sufficient conditions can be summed up as: X and Y are sufficient conditions of Z if the occurrence of X and Y guarantees the occurrence of Z.
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Experimenting with ideas


Often it can be hard to articulate all of the sufficient conditions of a concept. Think about all of the elements that, if present, would guarantee you were looking at a square. Having four sides is not enough, as not all four-sided objects are squares. Having four sides of equal length is not enough either (consider a four-sided object drawn on a ball, with equal sides, but not with angles of 90 degrees).






	
1  

	Look at points A–C below. Which of the elements are necessary for the concept in question? In other words, could you have the concept in question without the particular element?






	
2  

	Are the elements jointly sufficient for the concept? In other words, do the elements together always yield the concept?






	
A  

	Elements are – three angles, three lines and red. The concept is triangle.






	
B  

	Elements are – water, drops and falling. The concept is raining.






	
C  

	Elements are – owning a valid ticket, the six numbers on the ticket are the same as the lottery draw, the ticket is for the right draw. The concept is a person having a winning ticket for the lottery jackpot.
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In example A, having three angles and three lines are necessary conditions for a triangle, but red is not. Three angles and three lines are not jointly sufficient though, as there are many combinations of three angles and three lines that are not triangles. The lines have to at least join together and enclose a space to be a triangle.


In example B, the three elements seem to be necessary. If there is no water, there can be no rain. (Although can it not rain frogs? Or blood?) The water would need be falling (otherwise it is mist or just a cloud) and there would need to be drops rather than a big sheet of water. However, they are not jointly sufficient, as someone holding up a watering can meet the three conditions of water, drops and falling, without it raining. So the three elements being present do not guarantee rain; other elements are needed.


In the last case, the three elements would each seem to be necessary. Together they also seem to be sufficient. If all these three elements are together, then surely the person has won the lottery? However, maybe you can come up with a counterexample? Either an example of someone who has won the lottery jackpot without one of these elements being present, or an example of all three elements being present and yet the person not having a winning ticket for the jackpot.



Issue: are the conditions individually necessary?



Returning to the concept of knowledge and the conditions of truth, justification and belief (JTB), we will now explore whether each of the elements is necessary for propositional knowledge, and whether together they are jointly sufficient to guarantee knowledge.


The belief condition (B)


Do you need to believe something to know it? The belief condition says that a necessary condition for your knowing that p is that you believe that p. In other words, you must believe that the proposition is true, or hold that what it says really is the case. This is certainly plausible. After all, it appears that you cannot claim to know something to be true if you do not even believe it. So, for example, it is incoherent to say, ‘I know that it is raining, but I do not believe it is’. Nonetheless, philosophers have disputed the belief condition by arguing that knowledge and belief are separable, so that each can exist either with or without the other.


Some philosophers have even claimed that belief and knowledge are mutually incompatible – in other words, that if you have one you cannot have the other. While Plato in the Meno adheres to the view that knowledge entails belief, in a later work, The Republic, he develops an incompatibilist view known as INFALLIBILISM (see page 25). There he reasons that since knowledge is infallible (cannot be wrong) and belief is fallible, they must be fundamentally different ways of apprehending the world.6 To believe is to be less than certain, whereas knowledge involves no such hesitation. So to know something does not entail also believing it, but rather involves going beyond mere belief. There is no need to discuss Plato’s argument in detail here, but one might defend such a position by pointing out that people often speak as if knowledge and belief were distinct, as when tennis players say, ‘I do not believe I will win, I know I will’. Does this not imply that to come to know something is to cease to believe it? In fact it is doubtful that it does, for surely this is just a more emphatic way of saying, ‘I do not just believe that I will win, I know I will’?


The view that one can have knowledge without belief has also been defended by philosophers who claim that knowledge is more about how one acts than about what beliefs one might entertain. So it is argued, for example, that knowledge is more about responding correctly to questions than it is about any state of mind. If I forget that I have learned the history of the Civil War and am quizzed on it, it might be that I am able to give correct answers, but believe them to be mere guesses. Since I am guessing, I seem not to have belief, and yet my getting the answers right suggests I do have knowledge. Despite this, it would seem that some tendency to assent to a proposition is required of knowledge. Perhaps just choosing an answer, however unsure I may be, is sufficient to count as belief. So long as I am disposed to assent to a proposition, then I can be said to believe it, and, in this minimal sense, belief certainly seems necessary for knowledge.


However, in cases of action and abilities, some people have knowledge without any form of assent. Consider the following example.


Clara cannot drive. Her friend Jared has just got his full licence and is going to take them both on a trip to San José. Jared drives over to pick up Clara. He reveals that his satnav is broken and that he has never been to San José. Clara goes every Saturday with her dad to a rock climbing venue; however, Clara does not pay much attention to the route and she also claims not to know the way to San José. Her dad laughs and says that of course she knows it. They set off and as Jared starts driving Clara realises, one by one, that she recognises the roads and that she does know the route after all and directs them safely to Route 101 which leads to San José.


Before setting out, Clara did not believe that she knew the way to San José. But did she know it?


She was certainly able to get them there. Is it possible that she did know the way, without believing she did? Her father certainly would claim that she knew the way, having driven her there over 30 times.


Perhaps she was being modest; she did really believe, but pretended not to, much like someone might say, ‘I do not believe it!’ when they clearly know (and believe) that they have just won the Oscar for best director. Maybe Clara did really believe she could find the way and so did know.


Also, this example might be considered a case of know-how rather than propositional knowledge which we are currently examining. Swallows can know the way south, without having specific propositional beliefs, so the example is unfair as the two sorts of knowledge are very different. However, as this case involves road directions, it can fairly easily be turned into a sequence of propositional beliefs rather than just a specific ability to get from A to B.


Consider this. Clara herself may have individually believed that:





•  Kings Road leads to Humboldt Road



•  Humboldt Road turns into Glenpark Way



•  Glenpark Way turns into San Bruno Avenue



•  San Bruno Avenue leads into Bayshore Boulevard



•  Bayshore Boulevard leads to Route 101



•  Route 101 leads to San José.





If asked, she may have been able to give any one of these road changes; however, she may not have ever put this information together in her mind and so did not believe that she knew the way to San José, or even believe a specific fact that the shortest way from her house to San José involved six road changes. Is this possible? If so, then maybe belief is not a necessary condition for knowledge.


Belief, though, is certainly a necessary condition for someone to claim they have knowledge. It makes no sense to say, ‘I know that Paris is the capital of France, but I do not believe it.’ Someone claiming knowledge of a fact will always believe the fact too. However, other people might be more inclined to attribute knowledge on behalf of a person without that person themselves claiming a belief. My history teacher may claim that I did know the facts about the Civil War, even though I felt I was guessing. Clara’s dad may claim that she did know the way to San José, despite her not believing it.


Despite the odd, vaguely plausible counterexample, the philosophical consensus certainly claims that belief is a necessary condition of knowledge. If a person does not believe a fact, then they cannot know it.



The truth condition (T)


Does a fact need to be true for you to know it? The truth condition is fairly uncontroversial. It says that if you know something, it must be true. To test this condition, try to think of a case where you knew something that was in fact false. Is this possible? Often we claim to know something that turns out to be false, but this does not mean that we actually do know it. Thinking you know something is not the same as actually knowing it.


Consider Raquel, a cavewoman living thousands of years ago. She believes that the earth is flat. She has compelling evidence for this belief. First, it looks flat. Second, if the ground were curved, then things would roll off towards the edges and eventually fall off, and so on. Does she know that it is flat? Surely not. If she knows that the earth is flat, then the earth must be flat.


Correspondence theory of truth


We are likely to reject Raquel’s claim for knowledge as it is not true that the world is flat. So it cannot be a justified, true belief. However, this rejection relies on an implicit understanding of what truth is – and there are different, competing theories on this matter. One of the most popular and intuitively plausible ones says that truth consists in a correspondence between a belief and the relevant fact. According to the correspondence theory, a belief (or a proposition) is true just if what it claims is the case actually is the case. And if there is no fact corresponding with what the belief says, then it is false.
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Figure 1.5 The correspondence theory of truth





Here the belief corresponds exactly to the fact, so the belief is true. If there were one or three or no pigs, then the belief would not correspond to the fact and so would be false. According to this theory, truth consists in this correspondence between belief and fact.


On this theory, Raquel cannot know the world is flat, as her belief does not correspond to the fact. It is false belief, and knowledge requires true belief.
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Figure 1.6 Knowledge is impossible without truth. Raquel the cavewoman believes the earth is flat, but in fact it is round. Since her belief does not correspond with the facts, it is not true. And if it is not true, it cannot count as knowledge. The truth condition is ‘external’ since, unlike the belief and evidence conditions, it is not ‘in her mind’.





Coherence theory of truth


However, other theories of truth may be more generous with Raquel’s knowledge claim. The coherence theory of truth has different varieties, but one kind proposes that a belief is true if it is one of the web of beliefs held by a society to be true. This web of beliefs is internally coherent, with the beliefs supporting one another. So back in Raquel’s day, the web of true beliefs would have included the claim that the world was flat. Indeed, imagine Raquel appearing on a prehistoric University Challenge and being asked what shape the world is; her answer of ‘flat’ would be taken as the true answer. The belief in the flatness of the world fitted in with lots of other beliefs about the world, some based on evidence, which were also held as true. On the coherence theory, this would make the belief true – in which case, Raquel did have a justified, true belief and did know the world was flat.


You may be inclined to think this is wrong. The world simply is not flat, so Raquel could not have known it was. The world is round and that is the plain truth. In contrast, the coherentist would point out that over time our web of beliefs has changed, such that the world being round is now held as the true belief. Back in Raquel’s day, it was true that the world was flat, and now it is true that the world is round. However, like Raquel, we cannot escape our web of beliefs and claim to own the ‘real’ truth. Just like Raquel, we are humans, caught in a period of history, with a web of beliefs that we hold as true. The shape of the world may not be the most convincing example, but other concepts, such as the concepts of mass and matter, have changed significantly as science changes its theories, and may well change again in the future. What we term ‘true’ now, might be considered false in the future. And the same will apply to that future too. We can never transcend time and see some ultimate ‘truth’. We have to accept that what makes a belief true is whether it is one of the web of coherent beliefs generally held to be true. This is what it means for anything to be true.


Although these theories of truth differ, on either account you can still argue that truth is one of the conditions of knowledge. It is just that using the coherence theory of truth, we are more inclined to allow people to have ‘known’ things in the past – things that we no longer would count as knowledge now. And this is because the concept of truth was bound to the belief system of that time, not of our time. In contrast, the correspondence theory claims that the facts do not change over time. So it was never true that the world was flat and Raquel never knew it was. However, both theories require knowledge to be true.


Truth as an external criterion


One important point to draw from either theory is that whether or not a person knows something cannot be established by internal criteria alone (meaning internal to their mind). Raquel cannot simply inspect her belief to determine whether it counts as knowledge. By examining her mind, she can establish that she fulfils two of the conditions for knowledge: she has a belief for which she has good justification. She knows this because these two criteria are internal, they are directly accessible to her, since they are ‘in her mind’, as it were. But for it to count as knowledge, it must also be true. Her belief must actually correspond with reality (or cohere with a general set of beliefs), and this is an external criterion. So a justified, false belief is not knowledge, and truth is considered to be a NECESSARY condition of knowledge.


The evidence/justification condition (J)


As we have seen, Plato argued that we are reluctant to grant someone knowledge if they have acquired a true belief by inadequate evidence, or by sheer luck; and a third condition is needed. So if S claims to know that p, then she must be able to justify it by appeal to evidence, since otherwise she is simply making an unsubstantiated assertion. A good way of illustrating this point is to consider the example of a racist juror. Suppose the juror comes to believe that a defendant is guilty purely on the basis of the colour of his skin. Let us also suppose that, as a matter of fact, the defendant is guilty. In this case, the juror has a true belief. But is it knowledge? It is generally thought that the answer here must be no, since the juror has no good justification for her belief. Her belief is based on irrational prejudice, not on the evidence presented to her in court.


So an unjustified, true belief is not knowledge. We need the justification criteria to distinguish knowledge from lucky guesses, though quite how ‘justified’ a belief needs to be to count as knowledge is not clear. As we will see below, the issue of what counts as proper justification becomes quite complex. However, for the time being, it may be useful to think of a belief being sufficiently justified, if the type of justification given is one that is usually good enough to attribute knowledge (although this is a circular definition – as we are defining knowledge in terms of being of justified and then defining justification in terms of giving knowledge).


Is the justification condition really necessary? Do you always need some form of justification to truly know something? In the activity on page 13, is it not possible that Samma just knows in her heart that her partner is faithful? Maybe her claim to knowledge is based on the evidence of her partner’s behaviour and so is justified; but could it just be based on the feeling in her heart? Many people would claim to know that God exists or to know that they will go to heaven, and they may have no rational justification for this, just a very strong feeling and belief. However, most people would doubt whether this would count as knowledge at all – specifically because there is no rational justification. But consider this case:


John has a rare gift. If you give him any date in the future, say 15 March 2123, he is able to tell you what day of the week this will be (for example, a Monday). He is unable to say how he does this, though he is incredibly accurate: 15 March 2123 will indeed be a Monday.


Would you say that John knows this? This is a case of true belief, but with no rational justification. As we discuss later, some philosophers claim a reliable process that produces the true beliefs is what counts as knowledge (see reliabilism on page 31). How John gets the answers right is a mystery, but he is very reliable. Justification, though nice, may not always be necessary for knowledge.


This possible counterexample aside, for the moment we will assume that knowledge does require justification. We will also assume that it requires belief and truth. Assuming all three are necessary, the next question is: are they jointly sufficient?


Issue: are the JTB conditions jointly sufficient?


We have seen why philosophers have felt that each condition is individually necessary; and hence that you cannot do without any one if you want to have knowledge. But if the traditional account of knowledge is right, we must also show that the conditions are jointly sufficient – in other words, that if you have all three, then you are guaranteed to have knowledge. So is justified, true belief sufficient for knowledge? Does J + T + B = K? As you may have seen in the activity on page 12, the J + T + B definition seems to match many everyday uses of the word ‘knowledge’, but maybe there are examples of J + T + B that do not equate to knowledge.


Cases of lucky true belief: Gettier-type counterexamples


The best way of showing that the JTB conditions are not sufficient would be to give examples of JTBs that do not count as examples of knowledge. In 1963, one philosopher, Edmund Gettier (1927–) did just this. Gettier published a short paper entitled ‘Is justified, true belief knowledge?’ The paper was only three sides long, but has had a large impact and led to many other philosophers writing papers, chapters and books exploring its consequences. Gettier himself never published any philosophy again.


His paper gives examples of beliefs which are both true and apparently justified, but which we are inclined not to count as examples of knowledge. In other words, while accepting that the three conditions are individually necessary, he questioned whether they were jointly sufficient. The examples he and others have subsequently used have become known as Gettier counterexamples.



Gettier’s first example – Smith and Jones


The first example involves two men, Smith and Jones, both going for a job interview. Gettier writes:
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Suppose that Smith and Jones have applied for a certain job. And suppose that Smith has strong evidence for the following conjunctive proposition:


d) Jones is the man who will get the job, and Jones has ten coins in his pocket.


Smith’s evidence for d) might be that the president of the company assured him that Jones would in the end be selected, and that he, Smith, had counted the coins in Jones’ pocket ten minutes ago. Proposition d) entails:


e) The man who will get the job has ten coins in his pocket.


Let us suppose that Smith sees the entailment from d) to e), and accepts e) on the grounds of d), for which he has strong evidence. In this case, Smith is clearly justified in believing that e) is true.7
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Gettier’s language is a bit formal (he specialises in logic!), but what he is claiming is this: Smith has good evidence for believing that Jones will get the job and good evidence that Jones has ten coins in his pocket. From this, he then goes on to believe the proposition, ‘The man who will get the job has ten coins in his pocket’. Now, as it turns out, there is an unexpected change of events and Jones does not get the job. Smith does. Also, by coincidence, Smith has exactly ten coins in his pocket (he did not know this earlier). This leads to a possible counterexample in the JTB account of knowledge. Did Smith know proposition e) ‘The man who will get the job has ten coins in his pocket’?






	
a)  

	Smith certainly was justified (to some extent) for his belief (he had counted Jones’ coins and been told by the president of the company that Jones would get the job).






	
b)  

	Smith’s belief was true.






	
c)  

	Smith had a belief that the man who would get the job had ten coins in his pocket.







Smith had a justified, true belief that ‘The man who will get the job has ten coins in his pocket’, but would you be willing to say that Smith knew it? If we are not willing to say that Smith knew it, then it seems that having a justified, true belief is not the same thing as having knowledge. The three elements are not sufficient conditions. Either the account is the wrong approach or some extra element is missing.


Most people would claim that Smith did not have knowledge. This is because there is luck involved. He was unlucky that his belief about Jones getting the job was wrong (although he lucked in with the job!), and was lucky that he also happened to have ten coins in his pocket. As suggested earlier, we have a strong intuition that knowledge should not involve luck.


Gettier’s second example – Brown in Barcelona


Gettier gives a second example in his short paper. This one involves Mr Smith having plenty of evidence that his friend Mr Jones owns a Ford car. (Gettier does not say what this evidence is, but let us imagine that Mr Jones has talked about owning his lovely Ford just last week and Mr Smith saw him driving it that very day.) On the basis of this, he believes that a) Jones owns a Ford. Smith has another friend Mr Brown. He has no evidence of Mr Brown’s whereabouts at the moment, but on the strength of his first belief is able to form a new disjunctive belief that c) Jones owns a Ford or Brown is in Barcelona. (Barcelona is chosen at random.) This belief is justified as Smith had no reason to doubt the first part. However, it turns out that Jones no longer owns a car (let us imagine he wrote it off in an accident and has been driving a hire car for the week, which was also a Ford), but by a weird coincidence, Brown, unbeknownst to Smith, was in Barcelona. So his belief that Jones owns a Ford or Brown is in Barcelona was true and was justified – but did he know it? Most of us would say not. As with the previous example, there seems to be a case of double luck. Smith was unlucky in his belief about Jones and the Ford and very lucky in his belief about Brown being in Spain. We have a strong intuition that knowledge does not involve luck, so would not want to count this case of an apparent justified, true belief as a case of knowledge.


Gettier’s two examples convinced most philosophers that the account of knowledge as a justified, true belief needed some form of modification or patching up. The rest of this chapter consists of looking at these attempts to amend the definition.


Before we move to look at these, it is worth exploring some more Gettier-style counterexamples, where a justified, true belief seems to fall short of being knowledge.
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Experimenting with ideas


Consider the Gettier-style counterexamples below. Then answer the questions that follow.


Example 1: killer whales




Imagine that one evening you watch a nature programme and you hear David Attenborough say that the killer whale is the fastest-swimming sea mammal. As a consequence, you acquire the belief that the killer whale is the fastest sea mammal. As a matter of fact, this belief is true: killer whales are indeed the fastest of all sea mammals. Moreover, it is justified since David Attenborough is a reliable source of information about wildlife. So here is a clear-cut case of a justified, true belief. However, unremarked by you, the evening in question was that of the first of April, and the nature programme was a spoof littered with amusing falsehoods about the natural world. Given this extra fact, could you still be said to know that the killer whale is the fastest sea mammal?





Example 2: hop, skip and jump




Jonathan comes home from work early in order to watch the world triple-jump championships. He does not know it, but the BBC is having technical difficulties with their broadcast, so to keep the viewers happy, they show a replay of the triple jump final from four years ago, and in the mayhem forget to put on the symbol that shows it to be a repeat. Jonathan switches on the TV and is excited to see Richard Long win the event with a jump of 18.27 metres. Naturally, he does not realise this was a replay. As it happens, while the replay was being shown, Richard Long did actually win this year’s triple jump, remarkably with a jump of 18.27 metres. Does Jonathan know that Richard Long won the triple jump?





Example 3: the fake barn




A man, Barney, is driving, unknowingly, through a place called fake-barn county, where, by the side of the road they have built lots of fake barns consisting just of a barn front with nothing behind (like on a movie set). The driver does not pay much attention, but then looks to the side and sees a big red barn. On the basis of this, he believes there is a big red barn by the road. However, it just so happens that this is the only real barn in the whole area! Does Barney know there was a big red barn there?





Example 4: Taz and Boris Johnson




Today London is hosting a Boris Johnson lookalike day for charity. Thousands of Londoners are roaming the streets dressed up as the dishevelled politician, sporting appropriate wigs, and so on. Many of them are very convincing. Taz has just landed at Heathrow airport and knows nothing of the charity day. She takes a taxi to her hotel in Park Lane. While the taxi is driving into the centre of London, she passes many Boris Johnson lookalikes, but does not really notice them. As she gets out of the taxi to pay, she glances up and for a few seconds sees a man riding past on a pink bike looking just like Boris Johnson. It is, in fact, the real Boris Johnson. She stares in surprise for a moment. She goes into the hotel and texts her friend all about it. Does Taz know that Boris Johnson was riding a pink bike that morning?





Example 5: Luke and Boris Johnson




On the very same day, Luke was travelling to his office. (Unlike Taz, he knew about the Boris lookalike charity event.) Outside his office, Luke saw a ‘Boris’ cycle past on a pink bike. He was completely convinced it was the real Boris. It was not; it was a very good impersonator. Luke, seeing the fake and believing it to be real, then formed a belief that Boris Johnson was riding a pink bike that day, which of course he was. Does Luke know that Boris Johnson was riding a pink bike that day?









	
1  

	Do you think the person in each of the examples has knowledge?






	
3  

	Do you think the person has a justified, true belief?






	
3  

	Do you think these examples mean that having a justified, true belief is not the same thing as having knowledge?






	
4  

	Do these examples have anything in common?






	
5  

	Can you come up with your own Gettier-style counterexample showing a case of a justified, true belief that we are unlikely to accept as a case of knowing?
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In each of the cases, the people have a true belief that seems to be reasonably justified, and so all three conditions of the JTB have been met, yet many would argue that they do not have knowledge. There seems to be a strong element of luck involved in each of these cases and we are not inclined to award knowledge on the basis of luck. However, there are some important similarities and differences between the cases.


In example 2, Jonathan was watching the wrong event, which just (luckily) happened to match the real event in some ways. In this case, the belief that he was watching this year’s final was (unluckily) false, but the result on the replay (luckily) turned out to be true of this year’s final event too. Jonathan did not watch the real event, but saw something false that was coincidentally true. This example matches Gettier’s own example quite closely.


Fake barns


In examples 1, 3 and 4 something subtly different is going on. In example 1, you heard a true fact about a mammal in a programme that contained lots of other falsehoods. However, the fact you heard was true and your belief was not coincidentally true; it is just that in the context of the April Fool’s programme it was lucky that the thing you remembered was one of the few true facts.


Example 3 is luckily true in the same way that example 1 is. It is the more famous example, such that examples 1, 3 and 4 can be termed fake barn-style cases (as opposed to Gettier-style).


In the fake barn case, Barney saw a real barn with his eyes, believed there was a real barn and there was a real barn. The luck involved is that it happened to be the only real barn for miles and he had no idea that the others were fakes. Like example 1, this relies on the wider context making the belief seem luckily true. In the other, Gettier-style counterexamples, a false belief/assumption turns out to be coincidentally true. So, we can define the two types as:





•  Gettier counterexamples. These involve a belief about something/someone luckily being true about something/someone else.



•  Fake barn cases. The belief is about the correct subject, but the believer does not know that she is in an unusual context which makes her belief seem luckily true.





Examples 4 and 5 show these two different types together. In example 5, Luke saw a fake Boris, but his belief was luckily true because of the coincidence that the real Boris was on a pink bike too. This is a standard Gettier example. Contrastingly, in case 4, Taz actually saw the real Boris and formed her belief based on seeing the man himself. There is no coincidence or error here. The only element of luck was that she did not know it was a lookalike day, so it could easily have been a fake that she saw. In other words, the context meant that there was a bit of luck involved. This is a fake barn-style Gettier counterexample.


Luke saw the wrong person and his belief was luckily true, whereas Taz saw the right person, but the context makes it seem a bit lucky. Who are you more inclined to say knew that Boris was on a pink bike – Taz, Luke or neither?


Some people are inclined to say that Taz did know that Boris was on a pink bike, and Barney did know there was a barn, and the viewer did know the fact about the killer whale. As we will see below, the fake barn-style cases come into the discussion quite a bit, and in some cases, philosophers have argued that these do count as knowledge and are not counterexamples at all. However, all of these examples seem to throw doubt on the idea that knowledge is simply justified, true belief. How are we to react to such problem cases?


Responses to the issues with the tripartite view


Initially, perhaps the most attractive response is to defend the traditional account by arguing that the reason that we are reluctant to say that the people above have knowledge is simply that their beliefs are not justified in the proper way. The idea would be that we need to define our notion of justification more strictly, so as to rule out these counterexamples. This is more or less the approach taken by all subsequent attempts to account for knowledge. We explore four key responses.





1  Justification should be so strong the belief must be true (infallibilism).



2  Justification should not be based on false beliefs (no false lemmas).



3  Justification should be based on reliable processes (reliabilism).



4  Beliefs should be true because they are based on skilful justification (epistemic virtue).





Although each theory is different, they all attempt to overcome the Gettier examples in a similar way. They seek to show that, according to their definitions, the Gettier examples would not be classed as knowledge in the first place.



Infallibilism



Gettier-style counterexamples rely on cases where the believer seems to have reasonable justification for their belief, but where there is a large element of luck involved in their belief being a true belief. And, as we saw with Plato previously (page 11), we are not inclined to award ‘knowledge’ to anyone on the basis of luck. One way to remove this element of luck from the process is to require the justification to be so strong that the truth is guaranteed – in other words, to claim that knowledge can only be allowed if the belief is infallible (meaning impossible to be wrong).


Infallibilism (sometimes called the guarantee condition) is the theory that we should only count as knowledge those things which we cannot rationally doubt. Note that infallibilism is not the claim that we must feel certain in our beliefs to have knowledge. Certainty is a SUBJECTIVE feeling, one that can fluctuate with moods and might vary between people who have exactly the same evidence for a belief.


Even within one person, the feeling of certainty may vary with mood or stress, but we would not want to say that knowledge fluctuates accordingly. Infallibilism is not the claim that knowledge is true belief that you feel certain about, but the much stronger claim that we should only count as knowledge those things which we cannot rationally doubt.


Consider the activity in the margin; most infallibilists would claim that only B, C, D and F would count as knowledge because they cannot be rationally doubted. This is because they all concern knowledge of our own minds. To see why, let us consider the example of pain C. You may be mistaken about what is causing you pain, say because you feel pain in a limb which has been amputated, or because you are a brain in a vat and have no body at all. But even if you are a brain in a vat (see page 174), you cannot be mistaken about the fact that you are feeling the pain. In other words, if you are feeling pain, then it is not possible for you not really to be in pain. And if no alternatives are possible, then your belief that you are in pain is infallible. Beliefs about our own mental states contrast in this respect with beliefs about the external world. For beliefs about the world outside the mind need to correspond with external reality in order to be true, and yet it may always be doubted that they do. But beliefs about my own mind, precisely because they do not go beyond what I am directly aware of, leave no room for doubt. Without a gap between the belief and an external reality, there is no space for the sceptic to exploit, and so such knowledge appears to be infallible.


The philosopher René Descartes (1596–1650) assumed an infallibilist approach to knowledge in the Meditations when trying to find a belief that could not be doubted, where no HYPOTHETICAL alternatives were possible. His plan was to doubt all of his beliefs, so that only those that cannot be rationally doubted would remain. He could then build up a system of knowledge where every belief was infallible.




[image: ]


ACTIVITY






	
1  

	Which of the following beliefs A–H cannot be rationally doubted?






	
2  

	Which of these have alternative possibilities to the belief being true?






	
3  

	Are points 1 and 2 above asking the same thing?






	
A  

	You believe that it will rain tomorrow.






	
B  

	You believe that 2 + 2 = 4.






	
C  

	You believe you currently are in pain or not.






	
D  

	You believe that you are experiencing black ink-coloured lettering sensations that seem to spell out words and sentences.






	
E  

	You believe that you are reading a book.






	
F  

	You believe you know that you exist.






	
G  

	You believe you ate breakfast this morning.






	
H  

	You believe the sun will rise tomorrow.
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Some years ago I was struck by how many false things I had believed, and by how doubtful was the structure of beliefs that I had based on them. I realized that if I wanted to establish anything in the sciences that was stable and likely to last, I needed – just once in my life – to demolish everything completely and start again from the foundation.8






Descartes – a quick biography


Descartes was born into a relatively wealthy family living in La Haye, in northwestern France. At around the age of nine, the young Descartes was sent to study at a nearby Jesuit college. Because of ill health, Descartes was allowed the unusual privilege of lying in bed until 11 a.m. each morning – a habit that stayed with him for the rest of his life.


After completing his studies at university, Descartes joined the army. During this period, when shut away in a small, stove-heated room in Germany, Descartes claimed to have a series of visions, which he interpreted as bestowing on him a divine mission to seek the truth through the use of reason. He pursued this mission throughout his life.


In his later years, Descartes was persuaded to move to Sweden to teach Queen Christina. The Queen required her philosophy lessons to begin at five in the morning. Descartes, being accustomed to much later starts, died after about six months of this tough new regime.


After a slow start, Descartes’ fame had grown steadily throughout his lifetime, particular in his later years. After his death, he became increasingly renowned. A measure of his fame is that during the transportation of his body from Sweden back to France, several pieces of his corpse were removed by relic collectors!


As we will see on page 120, Descartes concluded that he could know that he existed as this was impossible to rationally doubt (as someone must be doing the doubting!). Descartes called these infallible beliefs clear and distinct ideas, and these would be the building blocks of his new system of knowledge. Descartes also would have counted B, C, D and F as examples of CLEAR AND DISTINCT IDEAS that cannot be doubted.


Infallibilism: knowledge and belief


Although we are using examples of beliefs here, some holders of the theory of infallibilism claim that we should distinguish belief from knowledge. They claim that knowledge is not a kind of belief; it is a separate thing. Imagine that you are in your bedroom and you hear an engine-style noise coming from outside your house. According to this version of the infallibilism, you would know that you are experiencing a certain kind of revving noise at that moment. You cannot be wrong about this, even if you are dreaming or hallucinating. No alternatives are possible whereby you think you are experiencing a noise but you are not. This is infallible, so you know that you are experiencing a noise. You might believe that the noise is caused by a car outside, but you cannot know this, as there are other possible alternatives. In claiming there is a car outside, you are making an INFERENCE and you may be wrong. In this way, some infallibilists claim that belief and knowledge are different things.


Beliefs only occur when doubt is possible and knowledge occurs when it is impossible. To show this difference, the philosopher Price cites the example of pain. When you are in pain, you know you are; you cannot be wrong. He claims that it makes no sense to say you also believe you are in pain, as you know you are.9 It is just not an issue of belief. Someone else may observe you and infer that you are in pain. In this case, the person would hold a belief about your pain. They would not know you were in pain – as there is the possibility of an alternative explanation/error (you could be faking it!). But there is no possibility of your being wrong about your pain, so you know that you are in pain. Knowledge involves no other possibilities, but beliefs involve other possibilities and therefore may involve erroneous inferences.


The standard theory of knowledge suggests that it is a form of justified belief. However, some infallibilists suggest that belief and knowledge are different beasts. The next activity in the margin might make you lean one way or the other. Question 3 is the important one. If you feel that the cases of knowledge involve belief, then you side with the standard theory. If you feel that none of the cases of knowledge involve belief then you may agree, along with some infallibilists, that knowledge is not a form of belief, but a different type of thing. This means that you would not agree with the claim earlier (page 15) that belief is a necessary condition for knowledge.


Summary of infallibilism


Should we adopt infallibilism? On the positive side, infallibilism is not open to Gettier counterexamples. None of the examples given would count as knowledge in the first place, as all are open to some doubt/alternative explanations. Once knowledge is restricted to those things that cannot be doubted, there is no room for Gettier counterexamples to thrive. This is because Gettier examples necessarily involve beliefs which might have been false, but turn out by luck to be true. Another positive feature of this theory is that it accords with our intuition that knowledge involves a level of certainty – although in this case it is absolute certainty!
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ACTIVITY: BELIEF OR KNOWLEDGE?


Are some infallibilists right to distinguish belief and knowledge? For A–H, decide:






	
1  

	Is this a case of knowledge?






	
2  

	Is this a case of belief?






	
3  

	Which of the cases of knowledge are also cases of belief?






	
A  

	Shaffique knows that God exists.






	
B  

	John knows he is in pain.






	
C  

	Alison knows that Arsenal will win the Champions League next year.






	
D  

	Billie knows she is awake.






	
E  

	Reuben knows he ate cornflakes for breakfast.






	
F  

	Casper knows that Shakespeare wrote Hamlet.






	
G  

	David knows that dinosaurs once roamed the planet.






	
H  

	You know you are reading a book.
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The main criticism of the theory (and it is a big one) is that it goes against our intuition that we can know lots of things. Infallibilism would imply that we have very little knowledge. For example, we cannot acquire knowledge from television documentaries, since it is always possible that the programme makers are pulling our legs. We cannot gain knowledge of what time it is, as it always possible that any/every clock might be wrong. Those apples in my fruit bowl might be wax ones; they might not be apples at all.


According to the infallibilist, what we can know is rather limited. We can know some logical truths (things that are true by definition), such as a triangle has three sides. This cannot be doubted, as there are no alternatives. We can also know facts about our minds, such as the sensations we experience. We may also be able to know one or two other things through careful, undoubtable reasoning, such as ‘I exist’. In the Meditations, this is about all that Descartes establishes with certainty. (He establishes more if you accept his proof of God!) Under the theory of infallibilism, this would be the extent of our knowledge. All other things we ordinarily claim to know are susceptible to alternative accounts.


Now, this may not be a problem. It may be that our common definition of knowledge needs such radical revision. This is certainly the approach that many philosophers (such as Descartes) have taken in the past. However, most contemporary philosophers are reluctant to pursue such a radical redefinition of our ordinary view of what counts as knowledge. To diverge too radically from common usage, they argue, involves our leaving behind the very concept we are setting out to define. Only by holding some sort of connection with ordinary usage and our ordinary intuitions can we be said to be analysing the concept of knowledge at all. We should be asking how we know what we know, and so getting clear about what our concept of knowledge actually is. We should not seriously be wondering whether we really know what we commonly suppose we do. Infallibilism seems to be prescribing what our concept of knowledge should be, rather than analysing/describing what it is. We do have an intuition that knowledge should involve a level of certainty, but infallibilism seems to be defining certainty, rather than knowledge.


J + T + B + N (no false lemmas)


So far we have seen the traditional account of knowledge as JTB (justified, true belief) called into question, as some cases of JTB seem to be luckily true (Gettier counterexamples). We would not want to count these as knowledge, so need to amend the account of JTB.


Our first solution was to strengthen our account of justification. This way we can argue that Smith was never properly justified in his belief about the person getting the job having ten coins in pockets (and so on), so this was never a case of knowledge to begin with. However, if we take an infallibilist position and define ‘proper justification’ in such a strict way as to eliminate the possibility of error, this creates another problem. It restricts knowledge too much. It involves us in saying that we do not really know the things we ordinarily think we know and so entails a radical redefinition of our concept of knowledge.


A less drastic approach is to tighten the account of proper justification just a little – enough to restrict Gettier-style counterexamples, but still allow most cases of JTB to hold as knowledge. The easiest way to do this would be to say that knowledge consists of true, justified beliefs which are not Gettier counterexamples nor lucky beliefs. Though tempting, this approach would fall foul to Zagzebski’s requirement that the definition of knowledge should not be ad hoc. That is, it should not be a definition that is specific to meeting a particular problem – which this would be.


No false lemmas


Another approach is to look for the reason why some JTBs can be luckily true and try to exclude this reason from our account of knowledge. This is exactly the approach taken by the no false lemma account of knowledge. Note that a LEMMA is not some kind of suicidal, furry animal, but a term used in logic and mathematics, formally meaning a subsidiary proposition that is assumed to be true and is used to demonstrate another proposition. For our purposes, a lemma can be taken to mean a belief or assumption that is held to be true and is used to justify a piece of knowledge.


The no false lemma account of knowledge tries to pinpoint why it is that some seemingly ‘justified’ beliefs can be ‘luckily’ true. The suggestion is that in Gettier’s two examples (see page 21), the ‘justification’ for the beliefs should not be considered valid because they both involve, or rely upon, a false belief. In the first case, Smith’s belief that the man who will get the job has ten coins in his pocket was based on the false belief that Jones would get the job.


Smith’s reasoning might have proceeded like this:






	
a)  

	I believe that Jones has ten coins in his pocket (having seen them).






	
b)  

	I believe that Jones will get the job (having been told as much).






	
c)  

	I believe that the person who gets the job will have ten coins in his pocket.







However, b) is a false belief/assumption. It is a false lemma. Gettier’s second example also involves the use of a false assumption in the believer’s reasoning (that Jones owns a Ford). So, to eliminate these counterexamples, the no false lemma theory claims that knowledge is a justified, true belief, where the justification is not based on a false assumption. To put it more formally, it claims that:


Knowledge = J + T + B + N (where N = no false lemmas)


This theory adds an extra ‘external’ element to the account of the knowledge. A believer may have strong justification for a given belief, but if her belief was based on a false lemma and is ‘luckily’ true, then even though it may feel to her like a case of knowledge, it is not one. This seems a reasonable addition to the account of knowledge. In most cases, when we justify a belief using a false lemma, the belief itself will turn out to be false, and so would not count as knowledge.


For example, imagine you were checking the football results in the back of a Sunday newspaper, but without realising it was a paper that was a year old. In doing this, you have made a false assumption/lemma. As a result, most of the beliefs you form as to Saturday’s football scores will simply be false in the real world. However, if one of them happens to be true by coincidence, then we would not want to count this as knowledge either, as we do not want knowledge to be based on false beliefs that luckily turn out to be true.


How does the no false lemmas theory cope with Gettier?


The no false lemmas theory copes well with some standard Gettier cases. We should expect this, as it was one of the first attempted ‘solutions’ to the Gettier problem, and the two cases presented by Gettier both rely on false lemmas to justify the belief. However, in other cases it is not so clear that a false belief was involved. Consider this example:


You are driving through a small village at around noon and look up at the clock tower to check the time. The clock says 12 o’clock and so you come to believe that it is 12 o’clock. In fact, it is 12 o’clock. Checking a clock is an excellent justification for your belief and so we have here an example of justified, true belief. However, unbeknown to you, the clock has in fact stopped. And the fact that it was telling the correct time at precisely the moment when you chanced to look up at it is a remarkable coincidence. Can you be said to know at that moment that it is 12 o’clock?
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ACTIVITY





1  Revisit Gettier’s two examples on page 21 and the counter-examples on page 22.



2  Do all these cases rely on a belief?



3  If so, what is the false belief?
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Few would want to claim this as knowledge, as your belief that it is 12 o’clock seems luckily true. But does this rely on a false belief? You see the time on a clock and believe it to be 12 o’clock, and even though the clock is broken, the time is coincidentally right. In this example, your thought processes might go something like this:






	
a)  

	You believe it is roughly the middle of the day.






	
b)  

	You see a clock that says 12 o’clock.






	
c)  

	You believe it is now 12 o’clock.







In this case, your belief that it is 12 o’clock is not based on any obvious false lemma. You had a rough belief about the right time, which was true. You saw a clock, which did indeed say 12 o’clock. No PREMISE/belief was false, yet you would not have knowledge. As such, the theory of K = J + T + B + N must, on the face of it, not work, as this looks like a case of J + T + B + N not equalling K.




[image: ]


Learn More
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From no false lemmas to no essential false assumptions


It may be possible, however, to resurrect a different version of this theory if we also include tacit or hidden assumptions when we consider what might count as a false lemma. Revisiting the case of the clock, if we included hidden assumptions as well as consciously held beliefs, we could outline the reasoning process as follows:






	
a)  

	You believe it is roughly the middle of the day.






	
b)  

	You see a clock that says 12 o’clock.






	
c)  

	You (tacitly) believe that the clock is working (hidden assumption).






	
d)  

	You believe it is 12 o’clock.







This version of the reasoning process includes the new assumption c). It is unlikely that you actually stop and think about this every time you look at a clock: in other words, it is not a consciously held belief. However, you could argue that it is an essential assumption that you make in concluding that it is 12 o’clock. As this is a false assumption, then you do not know it is 12 o’clock and this particular Gettier problem no longer exists.


As we saw above, the no false lemmas theory can cope with some of the standard Gettier examples by claiming they would not count as knowledge in the first place. And by modifying this theory to include hidden assumptions, the no essential false assumptions theory can cope with an even wider range of standard Gettier cases. However, both theories run into trouble with some standard Gettier-style cases based on perceptual evidence, and also with some fake barn-style cases.


Gettier cases based on perception


You walk into the kitchen and see two apples in the fruit bowl. From this, you then believe that there are two apples in the kitchen. Now, it turns out the items in the fruit bowl were fake, wax apples that your mum/friend/flat mate has purchased for an art project. But in the cupboard, out of sight, there are, indeed, two apples. So your belief that there are two apples in the kitchen is correct. But did you know it?


In this standard Gettier-style case it is not clear what false lemma, or hidden assumption, is being made. When we form beliefs based on perception of the world, there is no reasoning process involved, such that we might go wrong with a false assumption. You see two ‘apples’. That is all there is to it. You could try to argue that your belief is based on a hidden assumption that the apples were real, or that you are not asleep or being deceived. However, it is not obvious that any reasoning process is present in such cases, such that an assumption, hidden or otherwise, could take place. You simply see two ‘apples’.


Hidden assumptions and fake barns


You might be persuaded that, in fact, there is a hidden assumption in the example above. But in the case of the fake barns, this becomes even less plausible. Barney is driving, unknowingly, through Fake Barn County. He looks up and sees the one real barn. His thought process (if there is one at all) is something like this.






	
A  

	Barney seeks a big barn.






	
B  

	Barney believes there is a big barn.
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ACTIVITY


Let us reconsider those fake barn cases. Do you agree with Lycan that they count as knowledge?





1  Example 1 on page 22: you hear a true fact in an otherwise fallacious spoof documentary (you do not realise it is a spoof). Do you now know that the killer whale is the fastest sea mammal? There are no false lemmas. There are no essential false assumptions. (Well, you could reasonably claim that there is an assumption the programme is not a spoof documentary, but we will overlook this.) Do you know the whale-related fact?



2  Example 4 on page 22: does Taz know that Boris is on a pink bike?



3  The fake barn case itself on page 22: does Barney know he is looking at a big red barn?
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In this case, there are no false lemmas and there do not seem to be any essential false assumptions either. We cannot reasonably claim that Barney is assuming he is not in Fake Barn County as he may never have heard of such a place. Although it is hard to define what might reasonably count as a hidden assumption when arriving at a belief, it would be hard to come up with a definition that would include this as an assumption!


Interestingly, the philosopher William Lycan (1945–), who devised the no essential false assumptions theory, actually agrees with this CONCLUSION.10 He agrees that in some fake barn-style cases, the belief does not involve any essential false assumptions, but instead claims that these are actual cases of knowledge. Barney does know there is a big barn sitting there. This counter-example is not a counterexample at all. It is simply a case of knowledge.


These cases all seem to involve an element of luck, although the luck is derived more from having a true belief in a rather haphazard context, rather than simply having a belief (based on a false belief) that is coincidentally true. Our intuitions seem to suggest that knowledge should not involve luck, so should we rule out the case or not? Luck can of course be involved in acquiring knowledge without ruling it out. We may discover many things about the world by chance; however, this is different from holding a belief that is luckily/coincidentally true. The fake barn cases seem to raise something of a problem with our luck intuition. Yes, there is luck involved, but there is no false belief/coincidence involved either. Perhaps it is up to you, the reader, to decide whether these cases count as knowledge or not …


Summary of no false lemmas


Gettier’s initial counterexamples rely on someone holding a false belief, then making another belief based on this that is luckily true. The no false lemmas theory was devised to overcome these counterexamples by showing that they were based on a false premise, and so were not true. The no essential false assumptions theory expands on this by ruling out knowledge in cases not just involving false premises, but also false hidden assumptions. This overcomes a wider range of possible counterexamples. However, the fake barn case involves neither false premises nor assumptions. According to both these theories, these cases should then count as knowledge, but our intuition about luck suggests that they do not. Lycan, in defending his theory, suggests that, yes, they do count as knowledge. The fake barn counterexamples are not counterexamples at all, as they count as knowledge.


Reliabilism (R + T + B)


So far, we have explored the idea that knowledge is justified, true belief. Through Gettier, we have seen that there are examples of JTBs that we would not count as knowledge and have explored different ways of amending the standard account to try to overcome these counterexamples. So far, the approaches we have looked at have tried to shore up the idea of what counts as knowledge-worthy justification: first, the idea that adequate justification must rule out all other possibilities and so guarantee the truth (infallibility); and second, that adequate justification must not be based on any false premises or assumptions. Below we will explore two very different approaches. The first approach (reliabilism) argues that rather than seeking the right sort of justification for knowledge, we should seek the reliable processes that tend to yield truth. The second approach (virtue epistemology) explores the sorts of qualities a good ‘knower’ might have.


A reliable process


The theory of reliabilism, or rather the theory of process reliabilism that we will be exploring here, can get quite complicated, and there are many different varieties of the theory. However, at its heart is a fairly simple idea. Consider these two cases:





1  You read in Viz/the National Enquirer that a man in China has 15 fingers.



2  You read in The Guardian/The Times that porcupines are mostly nocturnal.





In the first case, even if it were true, could you be said to know that the Chinese man has 15 fingers? Probably not. Can you be said to know that porcupines are mostly nocturnal? Probably yes.


One key difference between the two is that the information in the second case is from a reliable newspaper. There may be other factors at play as to why we might attribute knowledge in the second case but not the first, but the reliability of the source is likely to be a key factor. The more reliable the source, the more likely we are to say that the discerning reader knows the fact.


But what do we mean by a reliable newspaper? In this case, we mean that a reliable newspaper is one that tells the truth with a high level of regularity. The more often a source or process produces the truth, the more reliable it is. Reliability, in this sense, is defined in terms of truth giving.


Reliabilism is a theory of knowledge that claims the reliability of the cognitive process involved in generating a belief is the key factor in whether we should call it knowledge or not. Formally, the theory claims that knowledge is a true belief that is produced by a reliable process (K = T + B + R).
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Experimenting with ideas






	
1  

	What cognitive process is in play in each of the cases A–H?






	
2  

	On a scale of 1–10, rank how reliable you think each cognitive process is for arriving at true beliefs (1 is not reliable and 10 is reliable).






	
3  

	In all of the cases the belief is true, but which of the cases would you class as examples of knowing?






	
4  

	Do your answers to question 2 correlate with your answers to question 3?






	
5  

	If you enjoyed this activity, then repeat it with the examples on page 13.






	
A  

	Adding six and four in your head to make ten.






	
B  

	Eating hallucinogenic mushrooms and believing your friend is about to call you. (She does.)






	
C  

	Reading (and believing) on www.conspiracies4ever.com that the Prime Minister worked for the Bank of England. (Theresa May did.)






	
D  

	Believing that you will have children because of the pattern of lines in your hand. (In fact, you do go on to have children.)






	
E  

	Seeing your friend up close and believing he is back from his holiday. (He is.)






	
F  

	Seeing a hazy black and white shape in a field far away and believing there is a cow in the field. (There is a cow, but this is out of sight. What you can see is a horse.)






	
G  

	Multiplying 246 by 327 in your head to give 80,442.






	
H  

	Reading on Wikipedia (and believing) that Nelson died at the Battle of Trafalgar.
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Although these beliefs were all true, you might not count all of them as examples of knowledge. What this activity may show is that there is a strong correlation between how generally reliable a cognitive process is for producing/arriving at the truth and whether we would attribute knowledge. Some of the cognitive processes above are not very reliable, and even though truth was achieved, for some processes this would be a rarity. A reliabilist claims that this link between reliability and knowledge is precisely because knowledge is a true belief that is produced by a reliable cognitive process (K = T + B + R).


How reliable a process needs to be for knowledge to be attributed is a matter of debate; some might count tricky mental arithmetic as reliable and others not. But this elasticity precisely matches our ordinary concept of knowledge, where some are more willing to attribute knowledge than others. In general, processes such as wishfully believing, seeing when hallucinating, glimpsing from a distance, complex mental arithmetic, remembering things from a long time ago and guessing do not often regularly produce a true belief. As a result, they are not reliable cognitive process and the beliefs they generate should not be classed as knowledge. On the other hand, processes such as seeing things up close, simple arithmetic and reading from a trustworthy source tend to produce true beliefs and so are reliable and should be classed as knowledge.


To see how the theory works, consider this example:






	
a)  

	An experienced vet picks up a guinea pig, examines it and concludes it is a male.






	
b)  

	A ten-year-old boy notices a guinea pig twitch its ear when he calls it ‘Hector’, so concludes it is a male as ‘Hector’ is a boy’s name.







In both cases they are right – the guinea pig is a male. Do they both know the sex? The vet has studied animals to the extent that she has reliable cognitive processes (recognising features and comparing these to memories, and so on), which enable her to reliably identify the sex of guinea pigs. She has knowledge. The ten-year-old boy’s process does not reliably produce true belief, so is not knowledge.


A reliable process as a definition of justification


Notice that the account of reliabilism suggests that K = T + B + R, not that K = J + T+ B + R. The J is missing in the definition. Reliabilism is not saying that knowledge is a justified, true belief that has been formed by a reliable process, it is saying that knowledge is a true belief that has been formed by a reliable process. In other words, the idea of a reliable process is not in addition to the justification condition, it replaces the justified condition. It is more or less claiming that what we mean by a justified belief (for the purposes of knowledge) is a belief which is produced by a reliable process. Below we explore further whether it is acceptable to explain justification in this way. But first we turn to Gettier.
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Figure 1.7a A reliable process. The farmer sees the sheep and clicks the counter as each one enters the field. This is a reliable process as her counter works perfectly; she gets it right nearly all the time. The farmer knows she has 19 sheep in the field.
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Figure 1.7b This farmer just looks in the field and makes an estimate. She believes there are 20 sheep. This process is not reliable. Even if it is true, she does not know this.





Reliabilism and Gettier: the problem


How does reliabilism fare with Gettier counterexamples? Can the theory claim that these are not cases of knowledge and so are not valid counterexamples? There is no straightforward answer to this. Reliabilism grew out of philosopher Alvin Goldman’s (1938–) causal theory of knowledge, which was developed as a reaction to Gettier.11 However, since then, reliabilism has grown into a whole area of philosophy itself, much of it connected with the relationship between justification and reliable processes, and this has somewhat overshadowed the Gettier debate. We have seen that the standard JTB definition of knowledge needs some patching up to cope with Gettier. Reliabilism replaces the justification condition to create a new theory where knowledge is reliably produced true belief (RTB). Just in the way that the JTB account needed patching up to cope with Gettier, so does the RTB account.


Consider Gettier’s second example (page 21). In this case, Smith uses verbal and visual evidence to believe that Jones owns a Ford. These are pretty reliable processes, meaning they are processes that very frequently yield truth. We can rely on them. Smith then joins this belief to another arbitrary one about Mr Brown being in Barcelona, to form the new disjunctive belief, either Jones owns a Ford or Mr Brown is in Barcelona. Although this belief is a bit weird, inferring disjunctives (propositions with the word ‘or’ in) is a standard logical procedure. If you believe A is true, then it is fine to believe that either A or B (or both) is true. So, in this example, we seem to have a case of a reliably formed, true belief. So, according to reliabilism, it should be a case of knowledge. Yet it was luckily true (Brown being in Barcelona was a coincidence) and we are not inclined to count it as a case of knowledge. How can the reliabilist respond? There are many different responses out there. We briefly explore three of them.


Solving Gettier using reliabilism: redefining the process


In the case above, we described the cognitive process in terms of forming an initial belief from visual and verbal evidence (Jones owns a Ford) and then inferring a new disjunctive belief from the initial one (Jones owns a Ford or Mr Brown is in Barcelona). And we suggested that this is a reliable process (or processes, as there are two of them in play). Notice that these processes were described using very general terms: visual evidence and inferring. We could easily describe the second stage of Smith’s cognitive process differently. Instead of saying it was a case of inferring (from A, to A or B), we could describe it as a case of inferring from a false belief (that Jones owns a Ford) to a new belief (Jones owns a Ford or Mr Brown is in Barcelona). Put this way, it is not a reliable process. Making inferences from any false belief is not likely to reliably produce truth, so it is not a reliable process. By reclassifying the process, the reliabilist can show that the process at play was not a reliable one. In both of Gettier’s examples, the final belief is inferred from a false belief (or lemma), so the reliabilist can say that the process was not reliable and this was not a case of knowledge.


Criticism


Although this approach solves the two Gettier cases, it does raise a general concern with reliabilism as a whole, which is, how general or specific should we be when describing a belief-forming process?


Consider the case of seeing a friend on the other side of the road on a slightly foggy day. This single example could be described in lots of different ways. As an example of seeing (which is fairly reliable). As identifying someone across the street walking fairly fast (less reliable). As identifying someone across the street, walking fast, on a foggy day (even less reliable). Or perhaps as identifying someone who is wearing highly distinguishing clothing (she was wearing her crazy customised yellow jacket) (much more reliable). The event was exactly the same in each case, it is just being described in different ways – each of which might affect how reliable we think of the underlying process as being.


Every example of gaining knowledge from a reliable process is unique. Each individual case can be termed a token case of knowledge. However, for reliabilism to work, it has to be a more general theory that describes the types of processes that are generally truth-bearing. But deciding how general these types should be has proved to be a challenge for the theory of reliabilism. If we define a process narrowly enough (for example, ‘Amy looking at a peach from 10 metres away on an overcast day’), then each case becomes unique and we are unable to say whether the process, in general, is reliable. It will either be 100 per cent reliable or 0 per cent reliable, as there is only one such case! If we make a case too general (for example, ‘seeing things’) and claim it as reliable, then the theory cannot cope with legitimate exceptions such as ‘seeing things from a distance in poor light’ or (as in the case of fake barns) ‘seeing things in highly deceptive circumstances’, which are not reliable processes. Accurately classifying a token example into a general type of reliable process has proved a problem for the theory, though one that philosophers are actively working on.


Solving Gettier using reliabilism: no relevant alternatives


Goldman (the father of reliabilism) suggested that we should only count a process as reliable if that process is able to distinguish between the truth and other relevant possibilities. Goldman gave the example of identical twins, Trudy and Judy.12 Imagine you have met them once, very briefly. A few weeks later, you see one twin up close and believe that it is Judy. It is. But did you know it? Goldman suggests that a relevant alternative is that it could have been Trudy. Would you have spotted that? If not, then your process of identifying the twin is not reliable enough, as it could not distinguish between the truth (Judy) and a relevant alternative (Trudy). As such, you would not know it was Judy. However, if you can reliably tell them apart, then you would know it was Judy (even if you did not know how you were able to reliably tell them apart). Goldman developed this approach, in part, to deal with the fake barn case. Recall that Barney sees the only real barn in Fake Barn County, so his belief that there is a barn is lucky and should not count as knowledge. Now, in general, seeing objects from fairly close is a reliable process. However, in this unusual context, would Barney be able to distinguish between seeing the real barn and seeing a relevant alternative (in this case, a fake barn)? Probably not. In which case, his belief was not formed from a reliable process and Barney did not know there was a barn there. This is an intuitively plausible solution to the fake barn case. Consider this example. You, presumably, have a reliable way of identifying your favourite trainers. But imagine they were stolen and placed in a room of identical used trainers, all the same size. Would you ‘know’ which are yours? Is your normal process of identification able to distinguish between all of these relevant alternatives?
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