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NOTIONAL CLOCK
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Time and Responsibility. What a prime subject for vapid truisms and gaseous generalities adding up to the world’s most boring sermon. To spare us both, let me tie this discussion to a specific device, specific responsibility mechanisms, and specific problems and cases. The main problems might be stated, How do we make long-term thinking automatic and common instead of difficult and rare? How do we make the taking of long-term responsibility inevitable?

The device is a Clock, very big and very slow. For the purposes of this book it is strictly notional, a Clock of the mind, an instrument for thinking about time in a different way. As it happens, such a Clock is in fact being built. The builders are finding that the very idea of the Clock—why to build it, how to build it—forces their thinking in interesting directions; among other things, toward long-term responsibility. Since it works for them, please consider yourself one of the Clock’s builders. It won’t take long to catch up. Here’s a project summary from late 1998, complete with preamble:
Civilization is revving itself into a pathologically short attention span. The trend might be coming from the acceleration of technology, the short-horizon perspective of market-driven economics, the next-election perspective of democracies, or the distractions of personal multitasking. All are on the increase. Some sort of balancing corrective to the short-sightedness is needed—some mechanism or myth that encourages the long view and the taking of long-term responsibility, where “the long term” is measured at least in centuries.

What we propose is both a mechanism and a myth. It began with an observation and idea by computer designer Daniel Hillis, who wrote in 1993:
When I was a child, people used to talk about what would happen by the year 2000. Now, thirty years  later, they still talk about what will happen by the year 2000. The future has been shrinking by one year per year for my entire life.

I think it is time for us to start a long-term project that gets people thinking past the mental barrier of the Millennium. I would like to propose a large (think Stonehenge) mechanical clock, powered by seasonal temperature changes. It ticks once a year, bongs once a century, and the cuckoo comes out every millennium.





Such a clock, if sufficiently impressive and well engineered, would embody deep time for people. It would be charismatic to visit, interesting to think about, and famous enough to become iconic in the public discourse. Ideally, it would do for thinking about time what the photographs of Earth from space have done for thinking about the environment. Such icons reframe the way people think.

Hillis, who developed the “massive parallel” architecture of the current generation of supercomputers, has devised the mechanical design of the Clock and is now building the prototype. Its works consist of an ingenious binary digital-mechanical system that has precision equal to one day in twenty thousand years, and it self-corrects by phase locking to the noon sun. For the way the eventual Clock is experienced (its size, housing, etc.), we expect to keep proliferating design ideas for a while. The prototype Clock, only eight feet tall, is shaping up beautifully in Monel alloy, Invar alloy, tungsten carbide, metallic glass, and synthetic sapphire.

The Clock project became the Clock/Library with the realization of the need for content to go along with the long-term context provided by the Clock—a “library of the deep future, for the deep future.” The Clock/Library could take care of kinds of information deemed especially useful over long periods of time, such as minding extremely long-term scientific studies, or accumulating a Responsibility Record of policy decisions with long-term consequences.

To deliver mythic depth, the Clock/Library needs to be a remarkable facility at a remarkable location. High deserts  are attractive for their broad horizons and high-preservation climate, if the specific location is not too remote for easy access worldwide. City sites offer high visibility but are harder to protect over centuries. Our strategy is to develop a city Clock/Library first—for visibility—and then a desert Clock/Library—for longevity. Before both comes a World Wide Web site (at www.longnow.org).

In addition to its mythic core facility the Clock/Library as a cultural tool may need to be widely dispersed—on the Net, in publications and distributed services, and at various locations. The point, after all, is to explore whatever may be helpful for thinking, understanding, and acting responsibly over long periods of time. Manifestations of the overall project could range from fortune cookies to theme parks. For now, we will build an astonishing Clock and a unique Library and see what develops from there.

Who is “we”? The Long Now Foundation was established in 1996 to foster long-term responsibility. The founding board is Daniel Hillis (co-chair), Stewart Brand (co-chair), Kevin Kelly, Douglas Carlston, Peter Schwartz, Brian Eno, Paul Saffo, Mitchell Kapor, and Esther Dyson. Hillis created Thinking Machines Inc. and its supercomputer, the Connection Machine, and is now a Fellow at Disney. Brand began the Whole Earth Catalog and co-founded Global Business Network. Kelly is executive editor of Wired magazine and author of Out of Control. Carlston co-founded Broderbund Software. Schwartz is chairman of Global Business Network and author of The Art of the Long View. Eno is a musician, music producer, and artist. Saffo is spokesman for Institute for the Future. Kapor founded Lotus and co-founded the Electronic Frontier Foundation. Dyson created and runs Release 1.0, the leading computer industry newsletter.

The present version of the Clock/Library scheme has grown from three years’ online conversation among the board members. Brian Eno proposed “the long now” as what we are aiming to promote. Peter Schwartz suggested 10,000 years as the appropriate time envelope for the project: 10,000 years ago was the end of the Ice Age and beginning of agriculture and civilization; we should develop an  equal perspective into the future. Douglas Carlston noted that the institution to maintain this project will be as much of a design challenge to last one hundred centuries as the Clock or the Library.

As of autumn 1998 The Long Now Foundation has an executive director (Alexander Rose), two staffers, an office at the San Francisco Presidio, and nonprofit status. The foundation is developing its funding, the web site, the working prototype of the Clock, small conferences on subjects such as “Managing Digital Continuity” (that one was at the Getty Center in Los Angeles, February 1998), conception of the Library and its initial services, and locations to build.





What’s your advice? Where should the Clocks be located? How should they be experienced? How should the Library work? What kind of institution could maintain them for 10,000 years?

Do wade into the conversation, if you like. There is an appendix at the back of the book spelling out how to contact the Clock/Library project directly. In this book are a number of voices beside mine, here in part to encourage your thoughts and invite your voice.

Whether or not a grand version of the Clock eventually happens, the world continues to happen, and it happens to be in a new scale of trouble these days. Nobody can save the world, but any of us can help set in motion a self-saving world—if we are willing to engage the processes of centuries, because that is where the real power is.

The Clock provides a framework for this book. The book in turn aims, as a by-product, to provide a framework for the actual Clock. Though the chapters are written in logical sequence, they do not attempt a sequential and conclusive argument. They are a mosaic; many are quite short, some differ in situational voice (a fictional speech, a genuine paper). Each of the chapters is a different kind of probe, a separate essay. The overall intent is exploratory rather than convergent. These are early days. Thinking in ten-thousand-year terms is new to us. We have a long way to go to comprehend even the size of the subject of very long-term responsibility.
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KAIROS AND CHRONOS
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The number of human beings now alive is around six billion. The estimated number of humans who have ever been alive is about one hundred billion. What is the number of humans who will be alive? We owe the past humans our existence, our skills, and our not-bad world. What do we owe the future humans? Existence, skills, and a not-bad world. Maybe even a better world.

Over just the next one hundred years, extrapolating from United Nations population projections, 12.6 billion new humans will be having lives—twice as many as those of us alive now. Their century, 2000 to 2100 C.E.1, is the world of our children and grandchildren. We are used to thinking of the 12.6 billion strictly as devouring mouths, but they are mainly our heirs, people we care about and for whom we save and invest.

Since the soon-to-be outnumber the living; since the living have greater impact on the unborn than ever before thanks to depletion of natural systems, atmospheric disruption, toxic residue, burgeoning technology, global markets, genetic engineering, and sheer population numbers; since our scientific and historic understandings now comfortably examine processes embracing eons; and now that our plan-ahead horizon has shrunk to five years or less—it would seem that a grave disconnect is in progress. Our everhastier decisions and actions do not respond to our long-term understanding, or to the gravity of responsibility we bear.

“The greatest good for the greatest number” means the longest  good, because the majority of people affected is always yet to come. We can do little good for our dead, but immeasurable good—or harm—to our unborn. Accepting responsibility for the health of the whole planet, we are gradually realizing, also means responsibility   for the whole future. The worst of destructive selfishness is not Me!  but Me! Right now! The generous opposite could be phrased as All of us for all of time—presumably including nonhumans. Zen Buddhists define their task as “infinite gratitude for the past. Infinite service to the present. Infinite responsibility to the future.”

Responsibility, these years, means mastering long lead times, long lag times, and the hidden effects of cumulative change. In the domain of atmosphere and climate the delay between cause and effect can be thirty years. One climatologist notes, “We are the first generation that influences global climate, and the last generation to escape the consequences.” Ecological communities are tremendously resilient, but the current human-caused extinction rate (one hundred to one thousand times normal) steadily erodes their resilience until the communities suddenly crash, irreparably and without warning. It would be convenient if we could shrug off the degrading of ecosystems, but our own health depends on them for water, food, air, and temperate weather. In a Science article titled “Human Domination of Earth’s Ecosystems,” the authors observe, “We are changing Earth more rapidly than we are understanding it.” Their counsel is to back off a little: “Ecosystems and the species they support may cope more effectively with the changes we impose, if those changes are slow.”

The deer frozen in the headlights, the driver frozen at the wheel with no time to brake or swerve—both are doomed by speed and bad luck. Luck you cannot do much about; speed you can. Overdriving the headlights—that is, counting on no surprises out there in the darkness—is folly on any road. Braking time must match awareness time.

Patricia Fortini Brown, in Venice and Antiquity, notes that the ancient Greeks distinguished two kinds of time, “kairos (opportunity or the propitious moment) and chronos (eternal or ongoing time). While the first . . . offers hope, the second extends a warning.”  Kairos is the time of cleverness, chronos the time of wisdom.

Our dead and our unborn reside in the realm of chronos, murmuring warnings to us presumably, if we would ever look up from our opportunistic, kairotic seizures of the day. This must be the Golden Age of Kairos we live in. Or the Mercury Age of Kairos—fluid as quicksilver, shimmering . . .

Poisonous.

Thrilling.
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MOORE’S WALL
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It didn’t start as a law, it started as a prediction. In retrospect it turned out to be the most accurate and consequential prediction in the history of technology, and it exposed the structure of technological hyperacceleration in the late twentieth century. In the April 19, 1965, issue of the technical journal Electronics, it was one of a series of papers called “The Experts Look Ahead.” The author, head of semiconductor research and development at Fairchild Camera and Instrument Corporation, was an electrical engineer with a background in physical chemistry. The title of his three-and-a-half-page article was “Cramming More Components onto Integrated Circuits.” Mostly a technical discussion of the advantages of integrated circuits (computer chips), it did loft a few astounding pronouncements: “The future of integrated electronics is the future of electronics itself. . . . Integrated circuits will lead to such wonders as home computers—or at least terminals connected to a central computer—automatic controls for automobiles, and personal portable communications equipment. The electronic wristwatch needs only a display to be feasible today.”

The author was Gordon E. Moore, later cofounder of Intel Corporation, the world’s leading computer chip manufacturer. What came to be known as Moore’s Law was a small graph and explanation buried in his Electronics paper. From 1965 Moore looked back to the beginnings of integrated circuits in 1959 and noted that the number of components (transistors) that could be fit on a chip had doubled every year for six years. He predicted that the trend would continue for another ten years, permitting an astonishing sixty-five thousand components on a chip by 1975. (The actual numbers by 1975 were around twelve thousand, so the formula was later adjusted to predict doubling every eighteen months.)

History veered—not only as a result of the power of the new technology of computation, communication, and intelligence but also owing to the self-accelerating rate of its arrival described by Moore’s Law. Dense computer chips were used to make still denser computer chips, ad infinitum. Doubling the number of components on a chip every eighteen months kept doubling computer power and halving expense. Computers would just keep getting smaller, faster, cheaper, and smarter, and not at a steady rate but explosively. The explosion burst past 1975, continued through 1985, 1995, and it shows every sign of constant acceleration to at least 2015: thirty-seven doublings, about a 137 billionfold increase of power in fifty-six years. There is no precedent in the history of technology for the sustained self-feeding growth of computer capability.

 
FIGURE 3.1 Gordon Moore’s 1965 graph of the growing number of components on microchips used what is called a semilog scale. The horizontal scale of time is linear (arithmetic), while the vertical scale of number of components is logarithmic (log2), also called exponential. It counts the number of doublings, going from one component per chip in 1959 to 64 components per chip in 1965 (six doublings), and extrapolating—figuring one doubling every year—to 2,048 components per chip in 1970 (eleven doublings) and 65,536 components per chip in 1975 (sixteen doublings). The actual number in 1975 turned out to be 12,000 components per chip (a little over ten doublings), and so Moore’s Law was later amended to say that the number of components per chip doubled every eighteen months.

That number—doubling every eighteen months—set the pace of technological change for fifty years.

The effect on humans, who do not live exponentially, has been more like what is displayed on the right; both the vertical and horizontal scales are linear. Moore’s Law becomes Moore’s Wall.
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The pace of Moore’s Law has become the pacesetter for human events. According to a rule of thumb among engineers, any tenfold quantitative change is a qualitative change, a fundamentally new situation rather than a simple extrapolation. Moore’s Law brings such tenfold structural changes every three years or so, thus three revolutions every decade, for five decades straight.

One revolution after another swept through the computer and communications industries. Personal computers took off in the mid 1980s, displacing mainframes and minicomputers. There were “Moore’s Laws” of doubling capacity in digital storage, in communications bandwidth, and in the ubiquity of microprocessors in everything from dolls and doorknobs to hearing aids. New machines became obsolete every three years. The proliferation of personal computers and the digitizing of communications via the Internet set off what came to be called Metcalfe’s Law, named after Xerox engineer Bob Metcalfe. It states that the power of a network grows as the square of the number of users (people or devices) on the net. Hence the explosion of the World Wide Web in the mid 1990s, when the Net’s total content was doubling every one hundred days.

Related technologies such as biotech also took off. By 1997 Monsanto Corporation claimed that a computer-accelerated “Monsanto’s Law” was operating at a similar pace: “The ability to identify and use genetic information is doubling every twelve to twenty-four months. This exponential growth in biological knowledge is transforming agriculture, nutrition and health care in the emerging life sciences industry.” Monsanto chose not to mention human germline engineering—that is, designing disease-resistant, higher-yield people.

Velocity itself became the dominating characteristic of the world’s quicksilver economy. “We are moving from a world in  which the big eat the small,” remarked Klaus Schwab, head of the World Economic Forum, “to a world in which the fast eat the slow.”
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FIGURE 3.2 Bob Metcalfe’s original diagram shows how the value of a net increases as the square of the number of nodes (or people) on the net. It was drawn in 1973 at Xerox PARC (a corporate research center in California) while he was working on a local-area network system called Ethernet. The diagram shows that the costs of a network system are linear, whereas the growing value of the net is exponential, and that therefore the value will surpass the costs at the “critical mass crossover” and thereafter ascend to glory.

The formula V = n2 is more precisely V = n(n-1). Imagine a net of 10 people. Each of them has 9 other people as resources. Total value (V) is 90. Double the number of people and you get approximately quadruple the value: with 20 people, each has 19 others as resources; total value 380. Ten times the number of people, 100 times the value: with 100 people, each has 99 resources; total value 9,900. A thousand times the people, a million times the value. What was the value of the Internet in 1998, when it had some 50 million people on it?

Metcalfe’s Law explains why 50 million people had to get on the Internet in just a few years. The aggregate value of other users was so great that they could not afford to miss the boat.

With technological acceleration driving economic acceleration, politics and culture can only struggle to keep up. Armed conflict changes. There’s no time for the boredom that generates military or political adventuring, such as in the 1960s; instead the relentless pace of events inspires conservative wars or revolutions that try to slow things down. Now that we have progress so rapid that it can  be observed from year to year, no one calls it progress. People call it change, and rather than yearn for it, they brace themselves against its force.

Technology is treated as something that pushes us around rather than something we create. It’s a bother, it’s a boon, it’s a discipline; it’s a given. “What people mean by the word technology,” says computer designer Alan Kay, “is anything invented since they were born.” Computer designer Danny Hillis counters, “What people mean by the word technology is the stuff that doesn’t really work yet.” Technology is both the problem and its own solution. No wonder it obsesses us.

The gathering acceleration of history was noted in the 1790s by Thomas Malthus and in 1909 by Henry Adams, who wrote,
The world did not double or treble its movement between 1800 and 1900, but, measured by any standard . . . the tension and vibration and volume and so-called progression of society were fully a thousand times greater in 1900 than in 1800—the force had doubled ten times over, and the speed, when measured by electrical standards as in telegraphy, approached infinity, and had annihilated both space and time.





What would Adams say about the year 2000? We speak in his terms about the events of decades now, not centuries. One advantage of that, perhaps, is that the acceleration of history now makes us all historians. Observing structural-level change directly and personally, we strive to understand it so we can prepare for whatever comes next.

Old people and young people live in completely different time zones. Watching old movies, we are struck by how slow-paced they seem. On Wall Street the standard buy-sell cycle has gone from two years to three months. In business, management consultants mock the past: “Five-year plan??? For managers who get it, it’s more like a five-week schedule inside a five-month plan inside of a fifteen-month intuition.” (The stating of Moore’s Law, after all, was originally as a business objective.)

“If Moore’s Law is true,” queries a media developer, “over time is time more or less valuable?” In other words, is compressed time dearer or more disposable? The price per minute is higher, but is  the sustainable value? Does intense progress make everything better, or just more temporary?

Moore’s Law, in its own grotesque way, is a constant, something that planners now routinely take into account. But we’re used to living arithmetically (1, 2, 3, 4, 5, 6 . . . 40), not exponentially (1, 2, 4, 8, 16, 32 . . . one trillion). Later doublings in an exponential sequence, we come to realize, are absolutely ferocious. The changes no longer feel quantitative or qualitative but cataclysmic; each new doubling is a new world. Ad man Regis McKenna calls it “continuous discontinuous change.” Life becomes perpetual transition with no resting point in sight.

Danny Hillis explains what motivated him to build a linear Clock in an exponential era: “Some people say that they feel the future is slipping away from them, but to me the future is a big tractor-trailer slamming on its brakes in front of me just as I was pulling into its slipstream. I am about to crash into it. It feels like something big is about to happen—all those graphs showing the yearly growth of population, atmospheric concentration of carbon dioxide, number of Net addresses, and megabytes per dollar. They all soar up to an asymptote just beyond the turn of the century: the Singularity.”
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THE SINGULARITY

[image: 011]


The metaphor of the Singularity comes from astrophysics. What makes it so compelling to futurists and trend watchers? Like any effective metaphor, it hides distracting elements (such as how good something is supposed to be for you) and reveals hidden properties that are essential. The Singularity metaphor answers the question, What happens if our technology just keeps accelerating?

Beyond a certain critical mass an expiring giant star collapses not only to a superdense neutron star but to something whose mass and density is so great that its intense gravitational force makes the escape velocity of anything from the object greater than the speed of light. The collapsed star becomes what is called a black hole. The region where light and everything else disappears from our universe into the black hole is termed the event horizon. The beyond-dense anomaly in the center of the black hole is called a singularity. “At this singularity,” writes the Cambridge mathematician Stephen Hawking, “the laws of science and our ability to predict the future would break down.”

The man who applied this metaphor to human events is the science fiction writer and mathematician Vernor Vinge. His 1991 novel  Across Realtime joins three stories he wrote in the mid 1980s around a central mystery: What happened to everybody? While the characters in the stories were temporarily isolated out of time in devices called bobbles, civilization and the rest of humanity disappeared from Earth. Reconstructing events leading up to the disappearance, the characters realized that, at the time, technology advance was radically self-accelerating. Innovations that formerly had taken years were being made in months and then days. Then the record stopped. Vinge’s characters called the event the Singularity—“a place where extrapolation breaks down and new models must be applied. And those new models are beyond our intelligence.” In the metaphor radical progress is not progress but the end of the world as we know it. In a 1985 afterword to the original stories Vinge predicted that the Singularity would happen in reality, in the lifetime of his readers. 


A good many people, including Clock designer Danny Hillis, have adopted Vinge’s term as a shorthand way of referring to impending technology acceleration and convergence. They all note that the future becomes drastically unpredictable beyond the Singularity. Among some enthusiasts there is even a consensus date for what they call the techno-rapture—2035 C.E., give or take a few years.

Opinions vary as to what will be the Singularity’s leading mechanism. Proponents of nanotechnology (molecular engineering) are sure that the turning point will be “the assembler breakthrough”—that is, when ultratiny, ultrafast nanomachines capable of self-replication are devised. Others expect that the convergence of computer technology, biotechnology, and nanotechnology, each accelerating the other, will fuse into a new order of life. Vinge himself sees the tipping point as the moment when machine intelligence, or machine-enhanced intelligence, surpasses normal human intelligence and takes over its own further progress. Another possibility is some emergent property of the all-embracing Internet, which Vinge proposes might “suddenly awaken.”

Any such occurrence would indeed transform our world. Whether or not it will actually occur, the mere prospect of a technological Singularity changes behavior. People already refer to the near future in months instead of years, and to the distant future in years instead of decades or centuries. What may happen decades from now—beyond the imagined event horizon—is treated as not only unknown but unknowable. Under such conditions speed becomes glorified. Haste switches from a vice to a virtue; behavior that once might have been called reckless and irresponsible becomes swift and decisive action.
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