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1



The road to beliefism


The company we keep


‘Some of my best friends are black.’ This was a phrase used by white people until a decade or so ago to suggest they were not racist. It is largely an empty claim. Having black friends does not in itself mean that someone is not racist. Having a girlfriend does not make a man any less sexist. More than that, the phrase was often used to justify having said something or having acted in a way that was racist. It was intended as a ‘get out of jail free’ card against accusations of being racist when, in fact, it had the opposite effect. As a result, it quite quickly became seen as a sign of being racist. There are data from the US showing that this is how black Americans interpreted the term,1 and I can certainly recall plenty of people of all races in the UK mocking it as a phrase only used by apologists for racism.


But perhaps we shouldn’t be so quick to mock. I think it’s fair to say, all else equal, that a white person with black friends would be less racist than a white person with no black friends at all. Similarly, all else equal – and that is the important term here – a man with female friends is likely to be less sexist than a man with no female friends at all. It is true that signalling you have black friends if you are white can be used to license racist comments and behaviours but very few white people will have black friends only to provide ‘cover’ for speaking or acting in racist ways. Having black friends that are ‘genuine’ is a behaviour that signals relatively more tolerance than having no black friends at all. As the Japanese proverb says: ‘When the character of a person is not clear, look at their friends.’


Consider social class, which has always fascinated me given that I grew up in social housing and now work in academia. Leaving to one side the challenges of defining social class, I know plenty of academics who no longer have any friends from the ‘working-class world’ they grew up around. In contrast, most of my best friends would be defined as working class by standard markers of occupation and income (and some are middle class). I think that this matters, for at least two reasons. First, I have direct access to what it means to be working class in the modern world in a way that those who have only middle-class friends do not. Second, I have chosen to remain deeply connected to one ‘world’ while joining the ranks of another. Most people from working-class backgrounds who gain social status become disconnected from the groups they were once part of. All else equal, this must mean that I am more tolerant of class differences than they are. I am less classist, right?


If you’re not convinced by this somewhat simplistic exposition, consider the beliefs of someone’s friends. Would you conclude that someone who only had friends with the same set of beliefs was less tolerant than someone who had friends with different beliefs? What if they believed in the sanctity of marriage, say, and refused to be friends with someone who believed in polyamory? If you surround yourself only with people who share similar views to you, then you are, by definition, discriminating against those who disagree – this is beliefism. The more you discriminate, the more beliefist you are. Beliefism can be seen as a strong form of intolerance. Someone who is beliefist is not only intolerant of people and perspectives that are different to theirs, but this spills over into them actively avoiding people who disagree. A beliefist may pass someone over for a job, say, because they only want to hire people who share similar beliefs on issues that matter to them.


Logically, there is no difference between racism, sexism, classism, beliefism or any other ‘ism’ in this regard. Clearly, we can quite legitimately choose to be intolerant of people who are themselves intolerant. We care about integrity as well as tolerance, and we are certainly under no obligation to be friends with someone who is racist, sexist, classist – or beliefist. There is no moral value to the claim that some of my best friends are racist. But when we use someone’s (different but not abhorrent) beliefs on one issue to completely dismiss them, and all their other beliefs, we are guilty of using a tiny fraction of information about that person to judge their whole character. An ‘ism’ in the sense it is used here is a discriminatory belief, and so beliefism can sit alongside any of the other isms that are used quickly to categorise people in ways that are unjust.


This is a book about beliefism. And how to reduce it. I am strongly of the view that the world would be a better place if there was less beliefism and more tolerance of different perspectives and the people that hold them. There would be less conflict and more economic and social progress. Unlike a lot of what has been written about political polarisation, it is not my ambition to reduce extreme views.2 Indeed, I have no intention of changing your mind about anything except how you interact with those who have different beliefs. I’m going to put forward my own beliefs in this book and I would obviously like it if you agreed with me. But much more than that, I hope that you will still want to engage with me if you disagree.


Well-functioning societies embrace a wide range of perspectives.3 Some of the most profound advances in knowledge have come from those who were thought to have extreme, even crazy, views at the time. Consider the monumental shifts brought about by Galileo Galilei’s heliocentric view of our universe and Albert Einstein’s theory of relativity. These and other figures underline the importance of outlier perspectives in enhancing our collective wisdom. Moreover, there is also some evidence to suggest that economic and social progress requires that the consensus gets challenged from time to time in stable democracies which would otherwise face the risk of capture from special interest groups.4 This view has not gone uncontested, but it does alert us to the potential need for shocks to the system to loosen the grip of vested interests.


We currently face radical uncertainty, e.g., around artificial intelligence (AI), and this makes it even more important that we reduce beliefism and listen to the outliers. Can anyone confidently claim to know what’s going to happen next with generative AI? It makes no sense to ignore anyone’s views about it. Decision making in households, corporations and institutions could all be enhanced by a greater willingness to listen to different perspectives and people. A reduction in beliefism will also serve to take the heat out of interactions with those who disagree with us. I’m editing this paragraph the day after the attempted assassination of Donald Trump in July 2024. While assassinations and attempted assassinations of US presidents are not without precedent, in many ways, yesterday’s event and all the context and circumstances surrounding it can be seen as the perfect illustration of contemporary beliefism. It certainly provides considerable motivation to reduce it, and not just in the US.


By being less beliefist at a personal level and on a day-to-day basis, you might be a better partner or parent, or a more effective buddy or boss. Well-rounded individuals accept and respect different perspectives and people. Being less beliefist will broaden your horizons, so that you are smarter, and have stronger and more fulfilling relationships. Overall, you’ll be happier. But perhaps not immediately so, as you adjust to listening to different perspectives outside your comfort zone. Being less beliefist can be quite a challenge and disagreement is hard to deal with. There will be provocations in this book that you can use to think and act differently irrespective of your baseline degree of beliefism.


If you tolerate this . . .


This is a book about beliefism in general, and not only in politics. Some meat eaters dislike and seek to avoid vegans, and vice versa. Some very healthy people distance themselves from sedentary people, and vice versa. The list goes on. People segregate themselves from, and have a considerable degree of hostility towards, others who think and act differently. How many of these things really matter to you? And if they do, does it result in you avoiding and/or showing hostility towards the ‘other side’? To consider this further, please look at the list of issues overleaf and rate how much you would want to avoid someone based on them having polar opposite views to you. Come on, be honest . . .
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Would you like to know how you compare to the general population? Well, in April 2024 we ran a survey with 500 adults in the UK. The average level of ‘avoidance’ across all questions was 3.3, with a quarter of responses below 2.0 and a quarter above 4.8. There are also some big differences across questions, of course – see the figure opposite. Our sample is pretty tolerant of people who support a different football team, have different taste in music and different views about tattoos, sportiness and marriage. The sample really wants to avoid those with different views on drugs. With a mean ‘avoid score’ of 7 out of 10, it’s over two points higher than trans rights in second place. How do you compare with the UK average? Are you generally more or less beliefist than the average Brit?
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You might wonder if beliefism is associated with any background characteristics. I looked at this by beliefs about the top nine attributes – drug use, trans rights, immigration, inequalities, alcohol, freedom of speech, politics, abortion and the environment – which could all be thought of as ‘policy issues’ in comparison to the remaining ‘personal’ ones. There is very little difference by age, gender and ethnicity for any of the issues and no difference by political leaning and education for the personal issues. But Labour voters want to avoid people with different views on the policy issues more than do Conservative voters (an average of 4.8 versus 4.1). Most interestingly perhaps, those with a degree want to avoid people with different policy views more than those without a degree (4.9 versus 4.3). This confirms something that I have long believed and observed: that working-class people are a lot more tolerant than they are sometimes given credit for, and often more tolerant than their middle-class counterparts.


I was going to add to the list whether it matters that a ‘scone’ is called a ‘scon’ by some people. It clearly does matter, as it’s obviously called a scone, rhyming with ‘bone’. I know that posh people, Scottish folk and northerners call it a scon rhyming with ‘gone’ but they clearly can’t talk proper. But it’s not on the list because it is a very British debate. Nonetheless, I do feel like I should at least make those of you who are unfamiliar with a cream tea aware of the delight of a cup of tea (English Breakfast, of course) and a scone slathered with clotted cream and jam. Please note here that the cream must go on the scone first and then the jam and not the other way round. This is non-negotiable, and it’s entirely legitimate to discriminate against someone who would put the jam on first.


I digress. None of us can completely free ourselves of beliefism. Moreover, we might not always want to. In fact, I wonder whether some of your more beliefist responses above fill you with pride at your integrity? As noted above, some beliefism might be a good thing, such as when we are intolerant of racists and, as always, we must be alert to context. Moreover, while most people will not admit to being racist or sexist, to be beliefist carries much less opprobrium. Indeed, some people will wear their dogma as a badge of honour, and dismissing some people and their views is often seen as a sign of strength. This makes beliefism different and more complicated than the other isms. Not only will there be conditions under which some beliefism will be better than none but also conditions under which people might wish actively to signal their beliefism to curry favour.


My own average on the ‘avoid questions’ was 2.0, putting me in the lowest quartile of the ‘Fab 500’. As someone who has a tattooed sleeve and swears a fair bit, I had tattoos and swearing above several of the policy ones. Those who hate tattoos and swearing would want to avoid me a lot more, I reckon, and so I feel somewhat justified in being beliefist towards them. One thing’s for sure, I really don’t like being around snobs. I also struggle spending time around people who take themselves very seriously, and I have been beliefist towards them in the past. Since I’ve started writing about beliefism, though, I feel compelled to at least try to practise what I preach. There are plenty of snobbish and overly serious people out there, and I’m trying not to dismiss everything they have to say. While some people are best kept at arm’s length, I’m trying to remind myself that no one, bar the most hostile people in society, should be out of reach. It’s fucking hard, though.


Before we move on, I reckon it might be worth doing a quick ‘beliefism audit’ of your own friendship group so you can get some sense of how aligned your friends’ beliefs are with your own. How many of the issues above do you know their beliefs about? How many are like yours? How cognitively diverse is your friendship group? How much does any of this really matter to you? Also consider how much your friends judge – or avoid or are hostile towards – those who have different beliefs to them on these issues. Do you or they have any ‘red lines’ that would prevent you or them being friends with someone no matter what other qualities they possessed? Regardless of how you answer those questions, I hope that you’re convinced of the merits of less beliefism and are willing to join me in my ambition for a more tolerant world.


A duck and a rabbit walk into a bar


Beliefism is predicated on our propensity to take sides, and to split ideas and other people into ‘right’ and ‘wrong’, ‘good’ and ‘bad’. Take a look at the image below. What do you see? A duck? A rabbit? It is in fact an illusion that contains the images of both a duck and a rabbit. According to Wikipedia, which we all know is the fount of all knowledge, it has its origins in a German humour magazine, with a caption saying something along the lines that the duck and the rabbit would be the two animals most likely to notice one another.5 Aside from the insights this provides about what Germans find funny, the duck–rabbit illusion is a great way to describe some of the mechanisms through which we take sides on a range of subjects. The image below is taken from my London School of Economics (LSE) ‘duck–rabbit’ podcast, which discussed issues that polarise us and, in many ways, acted as a catalyst for this book.
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When you first look at the illusion, you will see only one of the animals. Most people will need to be told that there is another animal in the image. Even when they are told it’s there, it can be hard for them to recognise the second animal. And when they do notice, it remains easier to revert to seeing the first animal again. Both animals are always present, and yet none of us can see the image as both animals simultaneously. It is effortful to keep reminding ourselves, let alone anyone else, that two animals are in the image. Our brains prefer a simple life. We quickly come to see an issue either as a duck or as a rabbit. Once we see it as such, we have no real incentive to see it for the complexity the issue is sure to contain. It’s just too effortful to weigh up all the pros and cons of which toothpaste to choose, let alone which party to vote for or person to like.


We pick a side and stick with it. Quite quickly, we can become entrenched in our view and become unwilling to accept that there might be another way of thinking about the issue. There is much more comfort in the simplicity of it being a duck or a rabbit rather than in the complexities of ambivalence. We have a strong distaste for ambiguity. Think about the last time you changed your mind about anything important. When was it, and about what? Have you ever gone so far as seeing a duck when you once saw a rabbit? We generally pay attention to evidence and other justifications for why we are right to believe as we do. If we encounter evidence that doesn’t support our beliefs, we will typically find ways to dismiss it as lacking in robustness and relevance, and emerge even more assured that we were right to believe what we did in the first place.


At the same time, we are becoming less accepting of evidence unless it accords with what we already believe. In a recent study conducted with colleagues, I show that individuals express greater support for stringent restrictions during Covid in perpetuity when they believe that scientists are the source of moral guidance.6 Importantly, however, we also drew distinctions between belief in science that is ‘well-placed’ and that which is ‘misplaced’. While the distinction is clearly very blurred and admittedly imperfect, well-placed beliefs included items such as ‘Covid vaccines are effective at reducing hospital admissions and deaths from Covid’, and misplaced beliefs in science included statements such as ‘in case of community outbreaks, outdoor spaces (beaches, parks) should be closed’. Those in favour of restrictions become even more supportive of lockdowns irrespective of whether the scientific evidence was well-placed or misplaced.


There is now neuroscientific evidence to suggest that each belief is maintained by a network of neurons that strengthen through recurrent connections, amplifying the belief through excitatory feedback.7 This neural activity suggests that beliefs can be resistant to change even when faced with evidence to the contrary. Little wonder, then, that most of us fail to update what we think when fresh evidence becomes available and carry on believing what we thought in the first place. Tipping points represent thresholds of accumulated evidence required to shift a belief from one stable state to another – but it takes a lot to tip. And we do all of this despite our beliefs and world views often being based on very limited information and shaped by subtle and sometimes spurious factors, just as the animal you see first will depend on whether it’s around Eastertime, in which case you’re more likely to see the rabbit first.8


We have an incentive to commit to our beliefs once we have publicly declared them in the same way as we are more likely to lose weight when we publicly commit to doing so.9 We value consistency. I admit to making some public judgements (based on solid evidence, obviously . . .) that would be hard to change even if there was robust evidence to suggest I should. I think that the benefits of mindfulness training have been greatly exaggerated and that no one really likes spending time with kids under the age of three. My desire for consistency means that I am psychologically motivated to come up with holes in any evidence supporting the claims that mindfulness can help anyone, and that the presence of young kids is a genuine source of happiness. This process of motivated reasoning to dismiss evidence at odds with our belief will only serve to further strengthen our faith in it.10 We were smart to pick the right side in the first place and even smarter now that we have managed to resolve any ambivalence about the ‘rightness’ of what we believe to be true.


To be clear, though, this is not a book about how to get you to see a rabbit when you are convinced you see a duck. I’m not looking for you to change your beliefs. Rather, my focus is on how we can all learn to accept – and even EMBRACE – that others may quite legitimately see a rabbit when we see a duck. I’ve not used, and capitalised, the word ‘embrace’ by accident here. As we will see later, the letters of embrace form my memorable and hopeful impactful mnemonic for effective interventions to facilitate increased tolerance of different beliefs – and in ways that go beyond simply willing ourselves to be less beliefist. We’re all guilty of being intolerant from time to time, and despite generally seeing ourselves as tolerant. So, this is a book for everyone who is both somewhat beliefist and a tad deluded about just how tolerant they are. A book for everyone, then.


My first intellectual hero in the early 1990s was Professor Alan Williams at the University of York. His office door had a sign on it which read ‘Be reasonable. Do it my way’. He called a duck a duck, but I also witnessed him change his mind when better arguments were presented. I was very proud of an acknowledgement he made to me in one of his key papers, thanking me for helping to shape his views in my ‘characteristically argumentative way’.11 Since you are reading this book, I know that you’re more likely to be on the tolerant end of the spectrum already, so perhaps the challenge for you is how to help those less tolerant folk around you to become more so. I’m sure Alan helped to make me more tolerant. Most things in life are contagious, remember. Misery certainly is. There’s no reason to suppose that beliefism is any different. So don’t underestimate your power to influence those around you.


You could see this as a book designed to take the heat out of how we relate to one another rather than out of how we debate one another. Insofar as I chose to be an academic, I did so because I wanted to be able to research topics that interest me, to become better informed, and perhaps even to change my mind about what I thought to be true from time to time. Most of all, I wanted to debate ideas. I have always loved a good argument, and I still enjoy hearing a range of views, especially on topics that I know relatively little about. My vision is a world where those who see ducks and those who see rabbits are just as likely to be friends as foes – and even have a drink together.


Splitting image


I’m proud to have friends from different social classes and from across the political spectrum with whom to discuss a variety of issues. One of my mates is Steve Baker, who was the Conservative MP for Wycombe until July 2024 when he lost his seat in the general election. We met during the pandemic, when we were both convinced that several of the social distancing policy responses to Covid in the UK would cause more harm than good. I don’t agree with him about everything and we have very different views about economic issues (he’s much more trusting of the market than I am and I’d like to see much more redistribution than he would). But we would be friends even if we also disagreed about the policy responses to the pandemic, although we would have been unlikely to have met. The answer to why I like Steve is a simple one: I like him. He is a principled man, and these principles extend to respecting different opinions. He is kind and generous – including towards those who disagree with him.


It’s hardly the most insightful thing in the world to say that I’m friends with people I like, and they need to like me too, of course. But here’s the thing: they don’t have to be like me. My friends don’t have to share the same beliefs as me. Some of them are quite like me but many of them have very different beliefs and my friendship group contains people who voted for every one of the main political parties at the 2024 election in the UK. I enjoy discussing topics with every one of them and get great pleasure and purpose from arguing with those that I disagree with – and sometimes even more so than from discussions with people who think similarly to me. Alongside my distaste for snobbery and seriousness, I have a very low tolerance of sanctimony. I appreciate I’m dangerously close to that line in writing this (or I might have crossed it). But I am proud of having a diverse group of mates, both in backgrounds and beliefs. I try very hard to avoid seeing someone as all good or all bad based on their beliefs – well, apart from sanctimonious snobs who take themselves seriously, of course.


To see someone in black and white terms is what some psychotherapists refer to as splitting. (It’s probably worth confessing at this point that my wife is a psychotherapist who uses that term a fair bit.) Children will often ask whether someone is good or bad. Our kids did it a lot when they were younger and our response was always the same: all of us are simultaneously amazing and awful. It’s not only kids who are guilty of splitting. I mention Steve Baker here because he was one of the main architects of Brexit. A few Remainer colleagues at the LSE, where finding someone who publicly supported Brexit really is about as likely as finding rocking-horse shit, have asked me how I can be friends with Brexiteer Steve. Their assumption that I am also an ardent Remainer is very presumptuous, of course, and is indicative of their belief that they were ‘right’ while anyone who wanted the UK to control more of its laws was ‘wrong’. (My own view on Brexit, for what it’s worth now, was that we should have voted to Remain, but I didn’t feel especially strongly about the issue.)


Splitting is explained in large part by the fundamental attribution error (FAE).12 The FAE is a pervasive psychological phenomenon whereby we overemphasise personality-based explanations for behaviours observed in others while overemphasising situational explanations for ourselves. This means that we attribute morally questionable actions to another person’s character while at the same time explaining our own behaviour away by recourse to the specific context of our actions. So, if you were to observe someone else stealing a bar of chocolate, you would be likely to consider them to be a thief. But if you stole a bar of chocolate, I bet you wouldn’t see yourself as a thief but rather as someone whose actions were justified in that set of circumstances: maybe you had lost your payment card, or you’d overpaid by mistake before.


It’s so much easier for us to categorise other people as either good or bad rather than go to the effort of judging them on each issue. Once an ardent Remainer views someone as a nasty Brexiteer, or vice versa, they might always view that person as nasty. Many of my colleagues at LSE seemingly hate Steve’s views about Brexit, and therefore they simply hate him. They can’t see past his views on one issue to even contemplate that they might agree with him on other issues, let alone to allow themselves to give a moment’s thought to the fact that he might be a decent bloke. These are highly educated people with PhDs at a minimum. Formal education is no antidote to the FAE.


When it comes to friendships, I would like to think that kindness, generosity, humour and other important qualities should matter more than politics when we’re deciding whether to be friends with someone. But Pew Research Center data from 2019 indicates a significant divide in social circles based on political affiliations in the US, with 66 per cent of Democrats and 55 per cent of Republicans reporting few to no close friends from the opposing party.13 Party affiliation in the US is heavily tied to race and religion, making intergroup contact even less likely. A study from 2016 in the US found that residing in an area with opposing political views makes it more difficult for people to form friendships.14 These and other data from the US point to a deepening of partisan sorting in personal relationships. Similar patterns are observed in the UK15 and Europe but to nowhere near the same extent. As with many issues relating to partisan politics, we must be alert not to extrapolate too much from the US.


Interestingly, recent evidence from various countries, including the UK and Germany as well as the US, suggests that women have been moving leftward politically, while men are tending more towards the right.16 This divergence in political opinions between the sexes has been attributed to several factors, including education, economic and cultural frustrations, and less mixed socialising. If liberal women are increasingly avoiding conservative men in dating markets, this will lead to increased partisan sorting. In an online dating experiment with 3,000 adults in the UK, we looked at the degree to which people want to date someone who votes for the same party (Conservative or Labour) alongside other characteristics, such as facial attractiveness.17 It turns out that partisanship matters almost as much as attractiveness. And it matters more to women who vote Labour than it does to any other categorisation of gender and party affiliation.


We also found that one of the key aspects of dating decisions is whether the other person signals in their profile that they are tolerant of other world views. This is true even for individuals that self-identify as intolerant. No one likes intolerant people, not even those of us who are intolerant. So, if you’re on a dating site right now, I suggest you try and signal your open-mindedness (and even more so if you actually are open-minded). In one way or another, we are all trying to convince ourselves and other people that we are a ‘good’ person. People with ‘good’ reputations benefit in all sorts of ways, from more choice in dating and labour markets, to generally being happier. While there is nothing wrong with wanting a partner whose values are aligned with yours, it is possible that what really matters to a relationship’s success – such as kindness, generosity and humour – might not have as much to do with political preferences as people might imagine.


Whatever the precise details on partisan sorting, I’m very curious to understand why so many people appear to be more beliefist than I consider myself to be. Are their beliefs stronger than mine? Or maybe they’re more fragile? Am I more tolerant than them? Or maybe less principled? I could be deluded about my own degree of tolerance. I might also be trying to signal it to you. I have previously written about how when someone says something about themselves it is often to convince others, and sometimes themselves, that they are someone they are not. Kind people rarely tell you how kind they are. Truly busy people don’t have the time to. But I have always admired people who are different: those who look different, and act, and think differently. And sometimes just because they are different. I’m a big fan of protestors. I admire people who glue their hands to the pavement. I rarely agree with their cause, and I frequently consider their tactics to be self-defeating. But I love that they care. I admire their passion.


Well-functioning societies require a distribution of people and beliefs, remember. This is an important point to keep in mind throughout. I have been impacted greatly by the wisdom of crowds.18 The basic idea comes from estimates of the weight of an ox. People walk past it and guess what it weighs – independently of one another. Some people give crazy estimates, but the mean is remarkably accurate. Challenges such as the future of AI are a long way from the weight of an ox, but it might turn out that the beliefs of many people are a more accurate representation of what will come to pass than relying on a handful of experts (who also disagree wildly with one another). A distribution of beliefs should go hand in hand with less beliefism. If we can nudge a significant number of people towards slightly less beliefism, we will create a better society with better decision making at all levels. From this, we can expect more interaction, cooperation, and genuine friendships, between people with different perspectives. So, no boring consensus, then, but rather robust and respectful argument.


The spillover effects of beliefism


Reducing beliefism is not going to be easy. Once we know – or think we know – what someone believes, it will often affect how we behave towards them, and sometimes in ways in which we might be unaware. The distinction between knowing and thinking that we know someone’s beliefs will be a substantive one on some occasions, but most of the time it won’t make much difference to how we treat them. If I am strongly pro-choice on abortion, say, and beliefist, and I have some reason to believe that you are strongly pro-life, then I may discriminate against you in a host of ways. That reason could be anything from seeing you at a pro-life rally to being told you are pro-life by someone whom I trust. As with so much in life, it’s our perceptions that determine so much of what we think, do and feel. Whether we are aware or unaware of our discrimination may not make much difference to how we treat people either, though the effects in the latter case will likely be more subtle.


Imagine that the (presumed to be) pro-lifer is a work colleague. In principle, I ought to be able to put my aversive reaction to their views on abortion to one side when we’re discussing another issue. But if I can’t (consciously or unconsciously) ignore their beliefs about abortion, then I might dismiss their beliefs about other things. I might even look less favourably on their views about how productivity could be improved. Equally, I might find out that my colleague shares the same views on abortion as me, and then I find myself (consciously and unconsciously) agreeing with them, including about how to improve productivity. It’s hard to think of any good reasons why someone’s beliefs about abortion should affect the quality of their beliefs about how to get more output from a given input in the workplace. Beliefism can therefore result in considerable spillover effects when we allow our judgements of someone’s beliefs on one topic or domain to determine our judgements of their beliefs, views or preferences on domains that we ought to be forming separate judgements about.


Together with my friends and colleagues Matteo Galizzi and Dario Krpan, I have conducted research on behavioural spillovers and ‘spillunders’ – on how one behaviour affects the next and how the intention to do something later affects what you do before that.19 Dropping a pebble of change into the behavioural pond will not only cause an initial splash but it will have significant behavioural ripple effects downstream, and sometimes upstream. Going to the gym now or deciding to go later, for example, has a significant effect on food choices before and afterwards – sometimes in ways that reinforce being healthy, sometimes in ways that sabotage being healthy. This is an example of a within-domain spillover – in this case, health. There can also be across-domain spillovers, such as when my levels of physical activity (or more accurately, how I feel about my activity levels) impact upon how much I give to charity. No behaviour – or belief – sits in a vacuum.


Some beliefs that we hold will be correlated with one another, and so it’s not unreasonable to sometimes use one belief to predict another. There is some evidence, mostly from the US, to suggest that beliefs have become more ‘clustered’ over time. In other words, once I know your views about freedom of speech, I am now better able to predict your views on immigration and climate change than I was a couple of decades ago.20 Using a basket of ten political attitude measures, including views about immigration and the environment, Pew Research data from the US show that the median (middle) Republican is now more conservative than 94 per cent of Democrats, and the middle Democrat is more liberal than 92 per cent of Republicans. These percentages were around 70 per cent and 64 per cent respectively in 1994.21


In a 2022 paper, George Melios and colleagues have showed that such ideological consistency has further spillover implications for policy. Looking at beliefs about what is the role of government and how competent different parties are causally affects the overall amount partisans donate to charities. Using seventeen years of US tax return data, the paper shows that when individuals support the current government, they tend to reduce their charitable contributions and, when they oppose the government, they increase their donations. While these differences are likely to be explained by perceptions of the effectiveness of government, those perceptions will be to some considerable degree influenced by partisan preferences and the degree of beliefism.22


Further, recent studies with longitudinal data have shown, remarkably, that these conditions are leading some Americans to adjust their demographic identities to better align with partisan and ideological prototypes. Using nationally representative surveys of the adult US population, and questions about a range of identities, researchers found that in 2006–14 substantial numbers of Americans shifted in and out of identities associated with ethnicity, religion, sexual orientation and class.23 A small but significant share of people shifted their identities in ways that conform with political group prototypes. Liberal Democrats were more likely than conservative Republicans to shift into identification as lesbian, gay or bisexual; having no religion; and being of Latino origin; and conservative Republicans were more likely than liberal Democrats to shift into identification as born-again Christian and Protestant.


The patterns of clustering found in the US do not seem to be repeated quite so much in the UK. Indeed, if anything, people are becoming less committed to one party over time (and have clustered more around Brexit than party affiliation24). I’m editing this paragraph a few days after Labour won a landslide at the 2024 general election. Many voters shifted from the Tories to the Lib Dems and to Reform. Despite its landslide in Parliament, where they won 63 per cent of the seats, Labour’s share of the vote rose only slightly to 34 per cent. The turnout was 60 per cent, the lowest since 2001. Overall, the vote reflected a rejection of the Conservative government much more than an overwhelming endorsement of Labour, but it did highlight that people can move around with their vote to some extent. Above all, though, the election highlighted the vagaries of the first-past-the-post voting system: Labour needed around 24,000 votes for each seat won compared to 800,000 for Reform. Any reasonable democrat should surely prefer a more proportional system.


In any case, even if it’s now easier to identify groups of people with similar beliefs across a range of issues than it once was, the correlations remain far from perfect. And even if they are higher than they once were, it remains problematic to take people’s views on one set of beliefs and use those to judge and discriminate against them in wholly unrelated contexts. And yet the spillover effects of beliefism have been found to be pervasive. Imagine you needed a plumber and had two to choose from: one who was a great plumber but broke off associations with friends and contractors of a certain race; and another who was just a decent plumber but didn’t discriminate in that way. Which would you choose? What if the second plumber was crap at their job, and you had to pick one or the other? How easy is it for you to decide? Most forms of beliefism spillovers relate to contexts that are much more benign than racist behaviour but no less impactful on important outcomes that we care about such as productivity and social justice.


A set of interesting studies conducted in 2019 looked at whether the tendency to prefer advice from politically like-minded people generalises to domains that have nothing to do with politics. Participants had multiple opportunities to learn about other people’s political opinions and their ability to categorise geometric shapes. When confronted with categorising shapes, even simple ones, participants had to decide who to turn to for advice. Political allegiance shouldn’t play any role here as it was uncorrelated with the ability to categorise shapes. The results, based on data from 340 people, showed something quite different: participants falsely concluded that people who think the same way as they do politically were better at categorising shapes, and so they leaned more heavily on partisans for advice.25


Recent research has explored the influence of beliefism spillovers on various aspects of economic behaviour. One study conducted a series of experiments ‘in the field’ with Ghanaian taxi drivers around the 2008 elections.26 The study used fare bargaining in Ghana’s ethnically diverse capital city, Accra. Passengers hail a taxi, and the fare negotiation takes place outside the vehicle until a fare is agreed. Flyers encouraging participation in the study were distributed around one of the biggest transportation hubs in Accra. The rider was asked to hail a cab and relay an opening script in his ethnic mother tongue to begin the negotiation. The rider and driver learn one another’s ethnicity through language and accent, and infer partisanship based on the typical nesting of ethnic groups in parties, just as they would in everyday life. The results showed that the cabbies were inclined to accept lower fares from passengers who shared their political affiliation while demanding higher prices from those who supported opposing parties.


In a study conducted in the US in 2016, around 1,800 people received an email with an offer to register their interest for purchasing a discounted Amazon gift card.27 The card was worth $50, and participants would be asked to pay only $25 if they were selected to buy the card. All subjects were told in the email that the cards were leftover thank-you gifts for volunteers who had raised money. The offer was the same, but the text of the email was different across three randomly assigned groups. The first group was told that the gift cards were left over from ‘our collaboration with volunteers on Democratic campaigns’. The second group was told that the collaboration was with volunteers on Republican campaigns. The third (control) group was told that the cards were left over from work with a nonprofit organisation. Participants indicated their interest by clicking on a link and completing a survey that asked them to affirm their desire to purchase the card. Participants were nearly twice as likely to respond to the emails when they shared partisan affiliation with the fundraiser.


Beliefism may sometimes be justified, such as when we turn away from the abhorrent views of an intransigent person, and sometimes we may be right to ignore all the views of a beliefist person simply by virtue of their beliefism getting in the way of good judgement. But by and large, beliefism spillovers will typically get in the way of effective decision making. You may not wish to engage with a religious person who wants to limit your rights to an abortion or to drink alcohol on a Sunday and who is unwilling to debate you on these issues. But this does not mean that you should ignore their beliefs on other issues they are willing to discuss with you. This certainly does not mean that you should disregard their views on how to improve workplace performance, for example. We would be throwing the belief baby out with the beliefism bathwater if we ignored all the beliefs of a beliefist.
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When two tribes go to war


Birds of a feather


Beliefism and its various spillover effects are predicated on us seeing someone else as different to us. And how we see ourselves will be determined by how we view the groups to which we belong. All academic disciplines as well as common sense recognise that we are social animals. We have evolved to be part of a group, and to belong. We use others as the standard against which to compare ourselves, and we seek to fit in. The area with possibly the largest body of academic work in the behavioural sciences is social norms, where we take on the beliefs and behaviours of those around us. Imagine walking down a street and seeing loads of people looking up. What do you do? Look up, almost certainly. Imagine having an overdue tax bill and finding out that 95 per cent of people in your local area pay their taxes on time? What do you do? File your tax return, probably. Imagine coming to believe that all your friends exercise more than you? What do you do? Exercise more, possibly.28


There are three pathways through which we take on the behaviour and identity of the group to which we belong. First, social influence, whereby we conform to group norms because of peer pressure and authority influence. Think of how the culture of your workplace is determined. Second, shared experiences, ranging from historical events to common struggles or achievements. Think of the solidarity of the Windrush generation in the UK. Third, cultural transmission, whereby traditions are passed down from one generation to the next through folklore, rituals and education. Think of how West Ham fans will never forget that we won the World Cup for England in 1966 (the captain and both goal scorers played for the Hammers at that time).


We also like people more when they resemble us in various ways, including how they view the world. When we see the image as a duck, we surround ourselves with others who see a duck too: ‘birds of a feather flock together’. This is referred to as homophily.29 We are more likely to have friends who have similar characteristics to us, even if sometimes we are unaware of surrounding ourselves with people like us. This phenomenon isn’t limited to mere friendship circles; it permeates every aspect of our social lives including work relationships and the networks we build for support and advice. Indeed, our social circles are astonishingly uniform, primarily segregated by age, race and education. Intriguingly, relationships between dissimilar individuals are more prone to dissolve, paving the way for even tighter-knit clusters within our social spaces.30


Groups of like-minded people can be very effective, of course. And sometimes dissenting voices can get in the way of effective decision making (as well as being bloody annoying). Several theories and models elucidate the mechanisms driving the ways that groups think. A prominent theory here is transactive memory system (TMS), which posits that, in cohesive groups, members assume specialised roles.31 Each team member relies on the specialised knowledge of their colleagues and the whole is greater than the sum of its parts. Unsurprisingly, communication plays a pivotal role in group cognition. Through open dialogue, group members exchange ideas, negotiate and amalgamate their individual viewpoints. This culminates in a collective understanding or solution that might have been elusive on an individual level. This is how communication and collaboration in the most effective households, clubs and workplaces operate.


Not all groups make effective decisions, though, and group cognition can be undermined in several ways. Dominant personalities can unintentionally or intentionally suppress the voices and ideas of others, for example, which leads to a narrowed viewpoint. Perhaps the most noteworthy negative consequence of group cognition is groupthink.32 This is where a group of individuals reaches and reinforces a consensus without a proper evaluation of the alternatives. The quest for harmony in a group can impede its cognitive processes and can culminate in suboptimal decision making if better choices are ruled out too quickly because of the urge to reach agreement. At its core, groupthink stems from a collective desire to maintain harmony and avoid conflict. We all have a deep-seated desire to fit in – even those, and sometimes especially those, who profess how much they seek to stand out.33 We care about what other group members think about us. A lot.


Groupthink and beliefism are inextricably linked. Within a group experiencing groupthink, individual members often feel a strong pressure to align their opinions with the perceived group consensus. This pressure can come from a genuine desire to maintain group harmony or from fear of being ostracised. Groupthink can create a false sense of agreement. Even if only a few members vocalise their agreement, it may be perceived as if everyone agrees, especially if dissenting voices remain silent. In groups dominated by groupthink, alternative viewpoints or criticisms are often suppressed, either actively by group leaders or passively by group members themselves who self-censor out of fear of going against the grain. The group may isolate themselves from outside opinions, believing that their decisions are superior or that outsiders wouldn’t understand. And so the group becomes ever more certain that the world is precisely – and only – as they see it.


Even if someone disagrees with the views of the group, it is very hard for them to speak out. I can’t emphasise enough how much we want to fit in – even when we know for sure that fitting in will lead to the wrong decision.34 Groupthink is compounded by availability cascades. These are self-reinforcing processes of collective belief formation, which can increase beliefism by entrenching extreme viewpoints within a community or society.35 When certain narratives or pieces of information become more prominent and widely shared, often through media and social networks, they can create a feedback loop where the perceived prevalence of these views leads to their increased acceptance by the group. This can reduce openness to alternative perspectives.


Consider economic forecasting.36 Imagine a group of experts predict that inflation in the next period will be 5 per cent and that one expert believes it will be somewhat lower. That expert faces a choice between fitting in or sticking their neck out with a lower forecast. If they do the latter and are right, then great, but if they are wrong, they will feel like an idiot. It is much better for their happiness and ego to fit in, even if that means they all end up being wrong, rather than to stand out and possibly end up as the only one who is wrong. This is one possible explanation for why economic forecasts are frequently wrong and, in the words of J. K. Galbraith, ‘make astrology look respectable’.37 The point here is that our desires to fit in can often be so strong as to trump any desire to be ‘right’.


Feeling beliefist


The beliefs of a group affect not only how that group behaves and feels about itself – the in-group – but also how it acts towards and feels about another group – the out-group. On top of splitting people into good and bad, we will often split the world into ‘us’ and ‘them’. This has deep philosophical roots in moral dualism, which guides us to categorise the world into dichotomies of good and bad, virtuous and evil. Throughout history, narratives have been created about the benevolence of the in-group and the malevolence of the out-group. As we worry about the recent impact of social media, it is sometimes easy to forget that we have long sought to ascribe moral superiority to the in-group and, at the same time, to demonise the out-group. When we feel that our group or the identity that we associate with it is under threat, we will often react by digging our heels into our own group and kicking out against the out-group.


The differences between groups can be magnified by misguided meta-perceptions. These are our beliefs about how our own in-group is perceived by the out-group. Frequently, we will carry around beliefs of how others see us that have very little to do with how they really see us. Erroneous beliefs often stem from stereotyping and prejudice, and we overestimate the extent to which the other group holds negative beliefs about our group. This exaggeration fosters further hostility between groups. The duck and the rabbit might not actually be that far apart from one another, though they might be from time to time, but, either way, belief traps magnify mistaken perceptions about out-groups, further fuelling beliefism.38 And quickly battle lines are drawn between ducks and rabbits, as beautifully represented below.


[image: ]



Consider a recent survey of over 1,000 American adults.39 Participants identifying as either Democrats or Republicans were asked to rate their feelings towards the opposite party. Participants were asked to rate partisans in terms of honesty and intelligence when compared to other Americans on a five-point scale. In 2022, around two-thirds of Democrats thought that Republicans were more dishonest than other Americans and about three-quarters of Republicans thought that Democrats were more dishonest. For both parties, about one-half of people thought that supporters of the other party were less intelligent than other Americans. Perhaps no surprises here, but the proportions were up from less than a half on honesty and less than a third on intelligence from only six years earlier.


For some UK evidence on misperceptions of beliefs, in a recent study from colleagues at the LSE, 3,326 participants in the UK were asked how well they thought some characteristics described the two sides of the main political parties on a scale from 1 (‘not at all well’) to 5 (‘very well’). For perceptions of honesty, Labour respondents rated their own side 3.8 and Conservative supporters at 2.5, whereas Conservative respondents rated their own side 3.5 and Labour supporters at 2.1. Regarding Brexit identities, both Leavers and Remainers rated their own side at 4.0 and the other side as 3.0. For perceptions of closed-mindedness, Labour respondents rated their own side at 2.6 and Conservatives at 3.8. Conservative supporters rated their own side at 2.2 and Labour supporters at 3.7. Leavers rated other Leavers at 2 and Remainers at 3.7. Remainers rated other Remainers at 1.9 and Leavers at 3.4. In a nutshell, the out-group is seen as less honest and a whole lot less open-minded.
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