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CHAPTER 1
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INTRODUCTION


FOR MANY OF US, IT MIGHT BE HARD TO IMAGINE THAT THE COVER OF Sports Illustrated, which we are used to seeing adorned by athletes and models sporting bats, balls, helmets, and bikinis, once featured the laughing, square-jawed face of Bobby Fischer. The 1972 cover, now a collectible on auction sites like eBay, celebrated Fischer’s unprecedented twenty-game winning streak, not in baseball, basketball, or football—but in chess. Fischer’s performance in the game, and his dominance over Soviet rivals, had catapulted him into the public eye like no other chess player before or since. Many of the game’s greatest players considered him, and still do, to be the greatest of all time—the GOAT, to use the term usually applied to the likes of Michael Jordan, LeBron James, Simone Biles, Katie Ledecky, and Tom Brady.


How did Fischer, who grew up in Brooklyn in a cash-strapped, single-parent household, become so great? The answer is no different from the one that might be given for the likes of Jordan, James, Biles, Ledecky, and Brady: a touch of luck and a ton of practice, motivated by an obsessive passion. Frank Brady, Fischer’s longtime biographer, reports that by the time he was nine, if Bobby wasn’t playing chess then he was studying it, bent over his board or book in such a rapture that he wouldn’t pause to turn on the apartment lights when it grew dark. To coax him into the bath, his mother would lay a cabinet door over the tub and place his chessboard on top of it. (Getting him to then leave the tub was another challenge.) He certainly couldn’t be bothered with school, which he quit as soon as it was legal to do so.


Indeed, an obsessive passion is a key ingredient in the success of so many greats.


When Itzhak Perlman, the virtuoso violinist, first asked to play after hearing classical music on the radio at the age of three, he was denied admission to a local conservatory on the grounds that he was too small to hold a violin. So, the sickly boy, who soon contracted polio and today is still bound to crutches and a wheelchair, taught himself to play on a toy fiddle. By the age of ten, he was giving critically acclaimed recitals, and at nineteen, he appeared on The Ed Sullivan Show—for the second time—alongside the Rolling Stones.1


The mathematician Srinivasa Ramanujan was, in his short thirty-three years, so prolific that today an entire peer-reviewed journal is devoted to publishing results that derive or otherwise relate to those that he had claimed or proved. Like Fischer and Perlman, Ramanujan developed his passion at an early age, absorbing all he could from the college-aged lodgers who stayed at his mother’s home and reading math textbooks cover to cover. One, a collection of five thousand theorems that is particularly credited with elevating his genius, would be impossibly tedious even to the most enthusiastic participant in a high school Olympiad. As an adult, his work engrossed him so fully that he neglected his wife and even his own health, dying from complications of dysentery that doctors now think could have been cured had Ramanujan bothered to take a break from work to receive care.


Or what about Marie Curie? She’s still the only person to ever win two Nobel prizes in science. As a student in Paris, she was so engrossed in her studies that she often forgot to eat. She would remain so engrossed until her dying day, eschewing prizes and awards because they took her away from scientific pursuits. She even failed to acquire the funds from her (second) Nobel Prize out of what she termed “sheer laziness.” (She finally picked up the award money during World War I so she could contribute it to the war effort.)


For Picasso, it wasn’t chess, violin, math, or science but art, which he continued to produce obsessively for the entirety of his life. It is estimated that he produced over fifty thousand (!) works of art,2 regularly reinventing himself, when any other successful artist likely would have rested on his laurels.


As mere mortals, the rest of us marvel at these obsessive passions. If only we could be drawn to shooting free throws as much as LeBron James, grinding through endgames as much as Fischer, or flipping through theorems as much as Ramanujan, we might be so much more successful! Each New Year, when we assemble our resolutions, we hope that we, too, magically develop the elusive passion that will transform our working hours from a chore into a labor of love. Yet, inevitably, by early February, when no such fire has been sparked, aimless Netflix and Instagram sessions overtake our aspirations. Why can’t we be more like Bobby and Itzhak? How on Earth could Ramanujan have possibly been enthralled with a textbook of five thousand theorems?! Hand me the remote. Why were they, alongside Einstein and Picasso, anointed to receive the magic fire of passion, as though from Cupid casting arrows to a lucky few? 


And why did they develop their particular passions—for basketball, chess, math, physics, or whatever? Why didn’t Picasso, who was sympathetic to Catalan rebels and antifascists, devote his prodigious energies to war instead of art? Why didn’t Einstein obsess over chess? Why would Fischer, who would sit still for hours as he poured over chess books and whose IQ was certainly no impediment, immediately grow restless as soon as a homework assignment of any kind was put in front of him (it inevitably went unfinished, to his mother’s great consternation)?


In short, how does passion—this elusive maker of greatness—work?


There are entire fields devoted to judgment, decison-making, and positive psychology, and sections of bookstores devoted to self-help, so you’d think someone would have a ready answer to these relatively fundamental questions by now. How can we understand the decisions we make, or what makes us happy, if we don’t understand what makes us passionate and gives our life meaning? Indeed, there are some things we know. We know, for instance, that passion goes hand in hand with a sense of meaning, purpose, and satisfaction and that it increases with praise or decreases if someone offers to pay us for our labors. But why? Why do passions work these ways? Do passions simply defy explanation?


No.
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EQUALLY PUZZLING: AESTHETICS.


Of course, some aspects of aesthetics have ready or well-understood explanations. We know why the wealthy and powerful pay for images of themselves, and why the church has long paid for art that teaches its myths and histories, which was especially useful back in the day when most parishioners were illiterate. We also know that art sometimes takes the things we already enjoy looking at, like symmetric faces, fecund women, or lush lakeside scenery, and exaggerates them. When it comes to music, some of it sounds like water or is otherwise soothing. And some of it keeps a steady beat, so that soldiers can march or townsfolk can dance. As for our food, we know it tastes better when it’s more nutritionally dense. Hence bacon. And that in places where foodborne illnesses are a constant risk, we develop a taste for the spicy concoctions that help to inhibit the growth of bacteria.


But these leave unexplained so much of what’s going on. What’s with the complicated rhyming schemes of Renaissance bards like Shakespeare and modern ones like MF Doom, Chance the Rapper, and Eminem? Or with the highly tannic wines of Bordeaux’s celebrated Left Bank? These aren’t inherently more pleasant. Nor are they simply exaggerating what we already find pleasant. This is made clear by the fact that to the novice Shakespeare is incomprehensible and tannic wines taste too bitter and astringent (while Three Buck Chuck is perfectly quaffable). We don’t mean to disparage these great works of art and culture. They’re great, just not because they’re inherently pleasant. So, what makes them great?


Also unexplained are the ubiquitous Easter eggs that artists of all genres litter in their artwork for critics and enthusiasts to discover by poring over the work for decades or sometimes centuries—while the rest of us to try to glean those hidden meanings from CliffsNotes or, for the exceptionally tenacious, from the ponderous writings of critics.


To find the Easter eggs, identify the best vintages, and understand Shakespeare, we can turn to art historians and critics. But to learn why—why we get excited by these things in the first place—we’ll need some of the tools developed in this book.
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ALTRUISM IS ANOTHER DOMAIN WE’LL PUZZLE OVER. NOT JUST OVER why people are altruistic in the first place but also over the bizarre forms altruism takes.


For starters, it’s clear that though we are quite caring and giving, we are not driven by impact and don’t give in the most effective ways. We are moved to donate to GoFundMe campaigns for needy pets, instead of earmarking the funds for high-impact charities that can, by operating leanly and tackling some of humanity’s most pressing problems, save a human life for less than $5,000.3 When presented with a matching fund, we hardly respond, even though our money is going twice as far. When asked how much we’d donate toward safety nets that save migrating birds from being killed by wind turbines, we give the same response irrespective of whether we’re told the nets would save two thousand birds or two hundred thousand.4 We volunteer for Habitat for Humanity even though our airfare could have been better spent hiring local labor that is both more skilled and desperate for work. We care enough to turn off the lights when we leave the room but mindlessly leave the AC on, more than wiping out the gains from hitting the light switch.


We’re not just ineffective, we’re flat out ignorant. Most of us have, at best, a faint idea of what our donations are used for, and virtually none of us puts the same care into selecting a charity that we do into selecting a restaurant or vacation destination. We’re just as bad when it comes to conserving energy and recycling. Did you know, for instance, that recycling metal has roughly nine times the impact of recycling paper or plastic? And that recycling paper or plastic is far more impactful than recycling glass? Don’t believe us? Google it. But notice that this is probably the first time you’ve bothered to google it.


We’re not just ignorant, we’re strategically ignorant. We would never knowingly infect a sexual partner with an STI but are content with not getting tested, even if we know we are at high risk and testing is freely available at nearby clinics.


We don’t just avoid the information; we also avoid the ask. We might give to Planned Parenthood if asked but pull out our phones and try to look really busy when we see the nonprofit’s volunteers asking for donations on city sidewalks. And we’ll, of course, always do a friend a favor but might avoid calling if we suspect said friend needs said favor.


There’s more. Most of us have no qualms paying four dollars for a cortado rather than donating those funds to the poor. But we would never dream of taking four dollars from the poor to pay for a cortado. Why this distinction between action and inaction when the effect is the same? Why does altruism work this way?
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THESE ARE THE KINDS OF QUESTIONS WE’LL TACKLE IN THIS BOOK. What tricks do cable news networks use to misinform? Why does motivated reasoning work the way it does? Internalized racism? Why is modesty a virtue? Where does our sense of right come from? Why couldn’t the Hatfields and McCoys bury their hatchets?


In short, we’ll ask: Why are human preferences and ideologies the way they are? Why do they work the way they do?


People tend to respond to questions like these with proximate answers, for example: We love tannic wines because they are more interesting. We love crafts because it is satisfying to work on discrete projects with a finite timeline, where we can quickly see the end results, or we develop a passion for research because we like the freedom to engage in long, detailed explorations of a particular topic and really become experts in it. We give out of empathy for the recipient and do so ineffectively because empathy itself is a blunt tool that’s not so sensitive to efficacy.


While such responses are often interesting, helpful, and valid, they aren’t really answers, at least not in the sense we will be looking for in this book. Sure, tannic wines are more interesting, but what counts as interesting? And why do we even care if they’re interesting? Sure, some people develop a passion only when they quickly see the results of their handiwork while others only get excited by longer, in-depth projects, but we’re still left wondering why some are drawn in one direction while others are drawn in the opposite one, as well as why anyone develops any passion at all. Sure, empathy is a blunt tool, but why? Each of these answers raises at least as many questions as we started with!


We will, instead, attempt to give answers that are, in some sense, more ultimate. In doing so, the key tool we will be using is, of course, game theory.


Game theory is a mathematical tool kit designed to help us figure out how people, firms, countries, and so on will behave in interactive settings—when it matters not only what they do but also what others do. The tool kit has been successfully deployed to help firms design and bid in auctions (where how each bidder should bid depends on others’ bids). It is also a cornerstone of federal antitrust regulation. At the Federal Trade Commission and US Department of Justice, armies of economists spend their days evaluating proposed mergers and acquisitions with the help of a game theory model called Cournot competition (which helps them predict how prices will change, taking into account that all firms in the market will react to what the merged firm does and vice versa). A few blocks away, at the US Department of State, game theory has influenced the thinking of generations of diplomats. For instance, the United States’ cold war strategy of mutual destruction and nuclear brinksmanship was reinforced by the game-theoretic analyses of Thomas Schelling (which took into account that the number of nukes the US should make depended on the number that the USSR had and vice versa).


You might be thinking to yourself that this has absolutely nothing to do with the kinds of behaviors that the book opened with. People aren’t even trying to optimize when they become passionate about playing chess, develop new art movements, or give to charity. They do these things based on intuition or feel or … it just kinda happens without them even realizing it at all. That sounds nothing like the cold-hearted calculus involved in boardroom and situation-room decision-making.


Moreover, you might also be thinking that game theory traditionally rests on a key assumption that’s, well, let’s say questionable: the assumption that people behave optimally. That we are rational. That we have all the relevant information and use it as a computer might to maximize its benefits—doing complex calculations in the process. Maybe this assumption is decent for the crew in the boardroom, strategizing over their radio spectrum bid, but for the rest of us going about our day-to-day lives? There have been not one but two Nobel Prizes in economics for emphatically knocking that assumption down (Daniel Kahneman’s in 2002 and Richard Thaler’s in 2017).5 Even some of our motivating puzzles—willingly dying for a cause, giving to ineffective charities when effective ones stand at the ready—seem to be strong evidence in Danny and Dick’s favor.


We are going to use these two arguments to cancel each other out. Yes, people are quite often quite bad at optimizing when they are relying on their conscious minds to do the optimization. But when they are not consciously optimizing, and it is learning and evolution doing the optimization—as we will argue is often the case for tastes and beliefs—things start to look a lot more promising.


When it comes to evolution, the logic is likely already familiar. People’s tastes evolved to motivate us to act in ways that benefit us. We evolved a taste for fatty, salty, and sweet foods because that motivated us to seek out foods high in fat, salt, and calories in an environment where these were rare. We evolved an attraction to symmetrical faces, chiseled jaws, and broad hips because this motivated us to seek partners who were more healthy, successful, and fertile.6


But it’s not like rap fans evolved from caveman ancestors who sat around the fire trading rhymes while modern art fans’ ancestors devoted their leisure time to abstract cave painting (“Ceci n’est pas une mammouth laineux”). Most of the tastes and beliefs we’re interested in aren’t biologically ingrained in us. They’re learned. So, in the next chapter, we’ll make the same argument for learning that we just made for biological evolution and show that learning (aka cultural evolution) does the job just as well (and quite a bit faster). We’ll see how cultural practices end up being highly tuned to our environment and needs: how, for instance, the igloo was tweaked and tuned over generations until it could keep the Inuit warm in the icy tundra or how traditional methods of preparing corn eked out extra nutritional value from this nutritionally sparse food staple—and without anyone consciously thinking about thermal dynamics or chemistry. We’ll also see how the spices people come to savor reflect their culture’s need to combat foodborne illness and how superstitions and taboos surrounding foods reduce the risk of dangerous illnesses during pregnancy.


After the chapter on learning, we will cover a few distinctions (primary versus secondary rewards, ultimate versus proximate, emic versus etic) that will help us interpret game theory when it is hidden—working its magic on our beliefs and preferences behind the scenes, with the help of evolutionary and learning processes.


After that, we will finally get to some game theory. But it won’t yet be focused on humans. Instead, we will have a chapter devoted to animal sex ratios—the ratio of males to females in any given species—which is a well-known application of game theory from biology. This chapter will introduce some of the key concepts in game theory and show off just how powerful it can be. It will also help us to see how a game is interpreted and applied when evolution is doing the optimizing.


Then, we’re off to the races. From that point out, each chapter will present a handful of seemingly irrational human behaviors and a hidden game or two that will help us uncover the underlying rationale behind these seemingly irrational behaviors.


That’s the plan. Shall we get to it?










CHAPTER 2
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LEARNING


IN THIS CHAPTER, WE WILL LAY OUT JUST HOW POWERFUL LEARNING processes are at getting us to behave optimally. We will see that the power of learning is not limited to cases where we have any awareness of what is being optimized. Nor is the power of learning limited to our behaviors; often our beliefs and preferences are sculpted as well.


Why talk about any of this? Because it lays the groundwork for using game theory even when people aren’t rational and even when we are trying to explain their puzzling preferences and beliefs.


REINFORCEMENT LEARNING


In video footage from the 1950s that can still be found floating about on YouTube,1 B. F. Skinner stands before some green and white lab equipment in a dark tie and a white button-down, with the sleeves pulled down all the way to his wrists. Speaking into the microphone in a pleasing mid-Atlantic accent that was made for television, Skinner narrates as he trains a pigeon to spin about in a counterclockwise direction. Skinner’s strategy is simple. Each time the pigeon turns to her left, Skinner opens a trough and gives the pigeon a treat of a few grains, but if the pigeon stands in place or turns to the right, Skinner leaves the trough closed.


The camera zooms in on the pigeon, who, at first, just bobs back and forth. Eventually, randomly, she shuffles half-heartedly toward the left. Click. The trough opens, and the pigeon quickly nabs the snack. The trough closes, and the pigeon looks about. Again, she bobs a bit, and shuffles about somewhat aimlessly.


“I’m waiting for it to turn counterclockwise now,” Skinner intones, “then I reinforce that movement.” Soon, the pigeon shuffles toward the left and—click—Skinner opens the trough.


The pigeon has caught on now. As soon as the trough shuts, she shuffles to the left expectantly.


“You see, the effect is instantaneous,” Skinner says with some pride. The pigeon pauses, and Skinner adds, “I’m waiting for a more pronounced movement than that. It’s got to be more than that.” The pigeon shuffles a bit more. Click. The pigeon hurries back to grab her prize.


The trough closes. The pigeon immediately turns to the left and, with barely a pause, makes a full circle.


“There we go, all the way around,” Skinner announces flatly. The whole training session has taken less than a minute.


Skinner’s video is a stark illustration of reinforcement learning, one of the key processes that shapes animal and human behavior. The core essence of reinforcement learning is straightforward: when a behavior (like shuffling counterclockwise) leads to a reward (like a morsel of food) then it is reinforced and is more likely to be repeated.


Reinforcement learning is ubiquitous. Anyone with a pet has employed reinforcement learning. Dogs learn to sit and stay because we give them treats when they do what we say. Cats learn to stop scratching the couch when we spray them with a water bottle. If you don’t have a pet yourself, an adorable way to see reinforcement learning in action is to search YouTube for videos like “How to train a pig” or “Teaching pigs to sit.” Then again, you’ve already seen reinforcement learning in action since you—and everyone around you—learns via reinforcement. Kids learn to use the potty in pursuit of gummy bears, and they learn addition and subtraction in pursuit of gold stars. Kids and adults both learn when they’ve told a good joke based on whether they’re rewarded with a hearty laugh or nervous silence. And whether an outfit should be worn again or taken to the thrift shop based on whether it is complimented.


Reinforcement learning is powerful. Kids don’t just learn simple arithmetic through reinforcement, they also learn long division, algebra, geometry, and precalculus. YouTube’s pigs have been trained to complete obstacle courses, to score goals, or to ring a bell when they need to be let out to go potty, all through reinforcement. Skinner, famously, taught his pigeons to play ping-pong; in the mid-1990s, a team of Japanese researchers one-upped him by training their pigeons to accurately distinguish Picassos from Monets.


Although reinforcement learning can help animals end up on YouTube, this is obviously not what it’s there for. It’s there so that they learn functional behaviors that are critical for survival in a changing environment. Through reinforcement, animals learn where to find food, shelter, and mates, how to avoid predators, and which foods are poisonous or nutritious.2


SOCIAL LEARNING


The Yasawa Islands are a beautiful, remote volcanic archipelago in the Pacific. Although technically part of Fiji, for the better part of the twentieth century, the islands were ruled autonomously, and their king did not allow tourism on the islands. When the anthropologist Joe Henrich and his PhD student James Broesch visited Yasawa in the mid-2000s, here’s what they found:3




Economically, Yasawans rely primarily on horticulture, fishing and littoral gathering. Fishing is the most important source of protein, and spear-fishing is the most productive form of fishing for those with sufficient skill. People also fish with lines and nets. Yams and cassava provide the caloric staples, although yams are preferred, traditional and necessary for ceremony life. Men compete informally to grow the largest yams. Political units are composed of interrelated clans called Yavusa, which are governed by a council of elders and a hereditary chief. Social life is organized by a complex web of kinship relations and obligations. At the time of the study there were no cars, TVs, markets or public utilities in these villages.





In Yasawa, Henrich and Broesch set out to understand how the Yasawans learned the skills necessary for survival: to fish, grow yams and cassavas, and use medicinal herbs. They surveyed the local population, asking questions like: Who would you go to for advice if you had a question about fish or fishing? Who would you seek advice from about planting or growing yams? Who would you ask about using which plants to use for medicine? They also asked questions like: Who are the best line fishers? Who are the best yam growers? Who knows the most about medicinal plants? They jotted down the names people mentioned and collected data about those individuals. How old were they? What was their sex? Were they in the same village? The same household? Their findings are straightforward. By far, Yasawans tended to ask advice from the individuals who were the best at fishing, growing yams, and using medicinal plants.


The Yasawans’ answers to Henrich and Broesch’s questions illustrate two important points. First, we don’t just learn from our own experience via reinforcement, we also learn from others by imitating them (sometimes also by explicit instruction). If you want to learn to fish, farm, or use medicinal plants, you don’t need to risk starvation and sickness; you can ask for advice or copy someone who seems to know what they are doing. If you want to figure out whether you should wear a particular outfit, wearing it and (proverbially) fishing for compliments, and adjusting your wardrobe based on the strength of such compliments, is not your only option. You can also look around and see what others are wearing.


Second, when we learn from others, we don’t do it randomly. Our learning is biased in a number of ways that make us prone to learn from those in the know. We imitate more those who are successful, prestigious, older (or of our age group, if what we are learning is age specific), reasonable, and so on. In the Yasawans case, they sought advice from those who were best at fishing, farming, and medicating with plants. In the case of our wardrobes, we attend most to style icons like Michelle Obama and George Clooney. 


In one experiment, fourteen-month-olds were more likely to imitate an adult who switched on a light using a nontraditional method (pushing the switch with his forehead) if the adult had behaved competently in the past (putting his shoes on his feet) than if he had behaved incompetently (acting confused and putting his shoes on his hands).4 In another study, preschoolers learned new words by imitating but were more likely to imitate an adult than another child; however, preschoolers didn’t take just age into account when learning new words, they also prioritized reliability. They were more likely to imitate someone who had reliably used words that they already knew, whether child or adult, than someone who used them incorrectly and only used age to break a tie: if a child had been reliable but an adult unreliable, they imitated the child, whereas if both had been unreliable, they imitated the adult.5


Children also recognize that adults know better about somethings (like which foods are nutritious) while kids know better about other things (like which toys are fun)6 and that there are situations where it makes more sense not to imitate others, including adults. In the original toddler-light-forehead experiment, researchers included a version in which they hamstrung the adults by tying their hands but left the toddlers’ hands untied. The toddlers didn’t bother imitating adults whose hands were bound, seemingly concluding that the adults were only turning on the lights with their foreheads because they were hamstrung and, thus, there was no benefit using their foreheads when they themselves had no such hamstringing.7


One of the premises on which the analyses in this book rest is that learning, regardless of whether it is from one’s own experience via reinforcement or from others’ via imitation and instruction, leads us to do what is good for us, at least on average, much of the time. The fact that learning is so sophisticated helps make us confident in this premise.8


Next up are two cases that illustrate this point, while also highlighting another one: that we’re often completely unaware of why we do what we do or the role that learning has played.
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THE IGLOO IS A REMARKABLE ACHIEVEMENT OF HUMAN INGENUITY. Built using only locally available materials (packed snow and the occasional seal skin; there is no wood, no brick, no stone, and no clay in the Arctic), an igloo’s interior can warm by 60 degrees from just a small oil lamp, even as Arctic winds rage outside.


This is no mean feat. Indeed, just building a structure out of snow that won’t collapse is difficult enough, as many readers who attempted to build igloos as kids probably know from experience. To keep the igloo from collapsing and make it strong enough to withstand those powerful Arctic winds, the Inuit assemble blocks of snow into a very strong arch called an inverted catenary (a catenary is the shape a piece of string or a necklace will form if you hold it up by two fingers). Since its discovery in ancient times, the inverted catenary has been used in the construction of monuments, buildings, and bridges.


There are several key factors that help make an igloo as warm as it is. The packed snow from which the igloo is constructed is, somewhat counterintuitively, an excellent insulator thanks to the millions of air bubbles trapped inside. Ice is not as good an insulator, so it is used sparingly, mostly in the construction of windows, which allow light in. The floor of the igloo is terraced: the Inuit sleep on the highest terrace, cook and perform other active tasks on the middle terrace, and enter through the lowest terrace, which is dug out below the surface of the surrounding snow pack. This ensures that heat emitted from lamps, cooking fires, and the Inuit’s own bodies rises up past the entranceway and stays trapped inside. The entranceway itself is placed at a 90-degree angle to the prevailing winds and is often shaped with a right angle to further help in keeping the frigid winds at bay. All these details, and more, have been perfected over the generations.


It is just astounding that the Inuit figured all this out, but crucially, they didn’t do it by calculating the load-bearing potential of an inverted catenary, the insulation value of packed snow, or the pressure differentials generated by different entranceways. Nor was it possible for a single individual to arrive at the design through trial and error without perishing. Presumably, one year an Inuit family dug out their entranceway. Their igloo was warmer than their last one and warmer than neighboring igloos. The next year, the family made sure to build their igloo the same way (reinforcement learning) and some neighboring entranceways were similarly dug out (imitation and instruction). And so on, until everyone built their entranceway in this way. The walls, windows, and vents were perfected via the same process. Over many generations, the Inuit learned their way to a perfect igloo, and there was no need for them to be aware that they were learning or why the igloo was shaped the way it was.9 


Let’s leave the icy Arctic and head to the warmer climes of Central and South America. There, dating all the way back to Mayan and Incan times, it has been the custom to soak corn in an alkaline solution prior to eating it. Traditionally, this was often done by tossing some burnt seashells or a bit of wood ash into the water in which the corn is boiled and then soaked. Once so treated, the corn kernels—now called hominy—turn a pale yellow and have a soft, gummy texture. They can be added to dishes whole or easily ground down into flour.


Treating corn with an alkaline solution in this way is called nixtamalization, and while it might initially seem like an odd thing to do, it is essential for releasing vitamin B-3, also known as niacin, in the corn, which is otherwise indigestible; without nixtamalization, people who depend on corn as their primary dietary staple will eventually develop nutrient deficiencies like pellagra, which causes dementia, diarrhea, and dermatitis. Of course, nixtamalization is centuries old—much older than the discovery of vitamins. So again, we see that a culture has adopted a useful practice without the aid of modern science. One day, a cook spilled some ash into the pot, presumably by accident. The folks who ate the corn must’ve felt and looked better. Or maybe they just appreciated that it was easy to mill and noticed the effects on their health a bit later. Maybe they didn’t notice the health effects at all, but they were sick less often, and this meant they were generally more successful and therefore more likely to be imitated or sought out for advice. Regardless, reinforcement learning, imitation, and instruction had plenty of opportunity to work their magic, and there was no need for anyone to notice them at work or understand what they’d accomplished.


Just because nobody has a clue that there’s a function doesn’t mean there isn’t one. This was a lesson that Europeans learned the hard way when they first encountered corn. Having failed to get a satisfactory answer as to why the natives nixtamalized the corn (“That’s just how we’ve always done it”), the Europeans enthusiastically adopted corn as a food staple but skipped the sillyseeming nixtamalization. After all, they had powerful mills that could break down the corn into a flour without first softening it. Mass outbreaks of pellagra followed in Northern Italy, France, and the American South. In the first half of the twentieth century, some three million Americans suffered from pellagra; one hundred thousand died.


Humans are uniquely adapted to learn and imitate complex behaviors whose function is difficult to ascertain. One way we do this is by overimitating—imitating behaviors that seem entirely unnecessary (unless you are an overconfident, ethnocentric European colonialist?). Classic studies showing overimitation look something like the following: children and chimpanzees are shown by an adult human how to open a box with a treat inside. The adult human has been instructed to add a few extra, unnecessary steps: maybe to tap the top of the box three times or touch his nose. The children imitate every move the adult makes, even the unnecessary ones. The chimps are wiser and leave out the silly steps. Wiser, perhaps, but more liable to make the same mistake Europeans did when it comes to things like nixtamalization.
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CONTINUING ON OUR TRAVELS, WE RETURN TO FIJI, WHERE WE WILL see a nice illustration of how learning doesn’t shape just behaviors but also beliefs.


When Fijian women become pregnant and also while they breastfeed, they strictly abide by food taboos that prohibit eating certain fish such as rock cod, shark, barracuda, and moray eel—fish that are regularly eaten at other times. (Typically, the Fijians get their protein from land meat, as well as shellfish, octopus, and porcupine fish.)


Unbeknownst to the Fijians, the very foods they have learned to avoid are those that carry the dangerous toxin ciguatera. Too much ciguatera can make us sick, causing pain in our hands and feet, or very bad diarrhea. These symptoms can sometimes last for months. Ciguatera poisoning is especially dangerous during pregnancy and breastfeeding because women are more susceptible to the toxin during this period and because it can harm fetuses and breastfeeding infants.


Ciguatera is a chemical produced by algae. It accumulates in fish that eat the algae, accumulates in higher concentrations in the fish that eat those fish, and in even higher concentrations in the fish that eat those fish. Rock cod, shark, barracuda, and moray eel are all relatively high on the food chain (moray eels have even been known to attack sharks), so they carry with them the greatest risk of ciguatera poisoning. Octopus and porcupine fish are further down the food chain, and shellfish even further down. So, the risk of ciguatera poisoning from eating them is lower. The risk from land meat and vegetables is practically nonexistent. Fijian food taboos are, therefore, an effective nudge away from higher-risk foods toward lower-risk ones and thus toward healthier fetuses and babies.


Once again, it’s remarkable that Fijians arrived at these highly functional food taboos via learning, without any awareness of their function. When asked where they learned these taboos, the vast majority answer that they learned them from their mother, grandmother, mother-in-law, an elder, a wise woman, and/or an aunt; fewer than 10 percent say they learned them from a doctor, and none of them have heard of ciguatera.


Another thing that’s remarkable: it’s not just Fijian’s actions that are being shaped by learning and imitation, it’s their very beliefs. When asked why they follow food taboos, most women answer that it can lead babies to have negative health consequences like “rough skin” or “smelly joints.” It doesn’t matter that these beliefs are wrong; they still work. (Don’t be surprised when we point out the same thing about some of your beliefs.)


We mentioned earlier that one premise of this book is that learning leads to functional behaviors (or tends to, on average). Fijians’ wrong but functional beliefs highlight a second, closely related premise: that the corresponding beliefs often come along for the ride. A great way for learning to get us to behave in a certain way (for instance, to avoid certain foods) is to shape our beliefs—to get us to believe that these foods will lead our baby to have rough skin—in a way that motivates us to act.
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IT’S NOT JUST BELIEFS THAT CAN BE SHAPED BY LEARNING OR IMITATION; tastes can, too.


Visit Russ & Daughters, the iconic Jewish deli that has served Manhattan’s Lower East Side for over one hundred years, and you are immediately surrounded on all sides by refrigerator cases overflowing with gleaming lox and whitefish and tub after tub of flavored cream cheeses. On the walls, there are baskets full of bagels and shelves heaped high with loaves of pumpernickel and rye breads, alongside colorful cans of imported caviar. This is a temple to the beloved cuisine of the hundreds of thousands of poor Eastern European Jews who passed from Ellis Island to the Lower East Side in the late 1800s and early 1900s. It is a temple—to salt. Salt is the primary seasoning you’ll find at Russ & Daughters. You might, if you look hard, find a bit of pepper here and there. And, of course, the obligatory “everything” seasoning on some of the bagels, resting in their baskets. There’s also some dill, if you count that. And some onion, now and again. But, mostly, the delicacies at Russ & Daughters are seasoned just with salt.


Walk just a few blocks to Manhattan’s Curry Row on East Sixth Street, and things couldn’t be more different. At Jewel of India—one of the many restaurants where barkers will rush you as you walk down the sidewalk—you’ll find fragrant balti curries and searing vindaloos, each made with over a dozen spices and enormous quantities at that. Ask the waiter what he thinks of bagels, lox, cream cheese, and caviar, and he’ll tell you, with a sideways nod, “It’s all right.” Ask him again, and he’ll admit, “Kind of bland. Very bland.”


How come Indians developed a taste for very spicy cuisine? Why didn’t Eastern Europe’s Ashkenazi Jews do the same? In 1998, Jennifer Billing and Paul Sherman proposed that the answer lay in spices’ ability to inhibit and kill bacteria that cause food to spoil. This ability, they figured, was most useful in hot climates, so this is where we’d expect to find people who have learned to love spice.10 


To test their theory, Billing and Sherman began by documenting that spices do indeed have the ability to inhibit and kill bacteria. They did this by considering the thirty bacteria that most often cause food poisoning and then combining dozens and dozens of studies that tested whether the presence of a spice, or its active ingredients, slowed the growth of—or outright killed—one of these bacteria. Some spices, like allspice and oregano, and the root vegetables garlic and onion inhibit the growth of all thirty types. Many, like bay leaf, mint, coriander, and nutmeg, inhibit half to three-quarters of the bacteria. Some, like black pepper, and the citric fruits lemon and lime only inhibit a small number of bacteria on their own but amplify the effect of other spices (black pepper by increasing the bioavailability of other spices’ active ingredients, thus increasing the rate at which they are absorbed by bacteria; lemon and lime by breaking down the bacteria’s cell walls, making the bacteria more susceptible to the active ingredients in spices).


Then, Billing and Sherman compiled hundreds of recipes from dozens of cultures around the world and indexed the types of spices and quantities used. Sure enough: “As mean annual temperature … increases, the proportion of recipes containing spices, number of spices per recipe, total number of spices used, and use of the most potent antibacterial spices all increase.” They then ruled out one alternative theory after another. It is natural to ask whether spices are simply used in hotter places because that’s where they grow. But, as the existence of a bustling and ancient spice trade suggests, spices are used in many more places than they’re grown. Allspice is a nice example: it is used in ten times as many countries as it is grown. Moreover, it turns out spices aren’t even, on average, more commonly grown in hotter climates. In many hot places, few spices grow at all, but they’re still widely used. Wait, maybe spices can help people stay cool by causing them to sweat? Indeed, the capsaicin in chili peppers has this effect. But most spices, like oregano, mint, and cinnamon, do not. Maybe spices contain micronutrients that are somehow more useful in hotter places? Nope. Locally available vegetables and meat contain much higher concentrations of critical micronutrients.


So, back in their home countries, Indian mothers gradually trained their babies to tolerate and then love spicy food (by mixing adult food with yogurt and gradually reducing the amount of yogurt), while Ashkenazi mothers stuck to salt. When they came to America, they brought their cuisines with them.


As with the Fijians and Inuit, these Indian and Ashkenazi mothers need not have known why they ate the way they did. Most would have no idea and might respond: “That’s just how we’ve always done it,” or “It tastes good this way.” Nor would they have been aware of the learning processes that worked their magic over many generations, to shape their behaviors—by shaping their tastes.


Why might learning shape beliefs and tastes, rather than just shaping the desired behaviors directly? One possibility is the one we raised earlier: it’s simply an effective way to get us to act. If you like spicy food, you’ll eat spicy food. Another possibility, though, is that internalization ensures the functional behavior is taken even when its function is not understood. Like overimitation. If Indians like the taste of black pepper in their curry, they won’t be tempted to remove it, even if they don’t realize that it’s there because it amplifies the effect of cumin, coriander, turmeric, and capsicum. If Europeans had had a chance to develop a taste for nixtamalized corn, they’d have avoided pellagra.


LAGS AND SPILLOVERS


Remember our waiter at the Jewel of India, who sheepishly admitted to thinking bagels and lox are kinda bland? He’s not alone. Visit an Indian American family during Thanksgiving, for instance, and you might find that the turkey has been lightly curried or marinated overnight in yogurt and tandoori spices before being roasted whole. The cranberry sauce might look from afar like any other but reveal itself to have a touch of heat from green chilis and may be spotted with earthy, toasted cumin seeds. The gravy might have the golden yellow glow and unmistakable fragrance of saffron and perhaps a bit more black pepper than usual. Nor is it just Indian Americans. Visit a Mexican American household, and you might find the turkey served alongside pozole and other traditional dishes from south of the border. One Mexican American friend recounts the time her aunt was charged with making green bean casserole. Her aunt looked up the recipe, decided it made no sense, and showed up with green beans and chili, instead. The entire family was thrilled.


Of course, neither the lox at Russ & Daughters nor the Thanksgiving turkey and green beans are at serious risk of having spoiled. The American food supply benefits from abundant refrigeration, as well as industrial food safety practices and regulations that minimize such concerns. Rather, immigrants from warm locales skip the lox or spice their turkey and fixings because they like the spice. They have, figuratively and literally, developed a taste for it—a taste that developed in a culture that needed to protect against foodborne illness but that persists even though they now live in a culture with no such need.


We will call such effects lags. Lags are like vestigial traits—human tails or the whale’s hand. They once had a purpose, but that purpose is no longer relevant. Lags occur because, like evolution, learning isn’t instantaneous. Just as it takes time for an individual to learn to like spicy food and for a culture’s cuisine to become spicy, it takes time for these things to be unlearned, or, as animal behaviorists would say, for extinction to occur.11


Sometimes, we also run into situations where a belief or taste still has a relevant purpose in one context, but it persists even when taken out of this context. We call such effects spillovers. When your dog humps your leg, that’s a spillover. After all, humping some things has a very useful purpose, but a leg? Not so much. Spillovers occur because learning, like evolution, involves generalization—applying what we’ve learned in one context to other similar contexts—and while we’re pretty good at generalizing, we’re not perfect at it. Sometimes, we overgeneralize, and this is especially true when learning shapes our internalized beliefs and tastes.


Spillovers will be particularly helpful for understanding the results of psychology and economics laboratory experiments (that are, by design, performed in highly controlled laboratory settings). The laboratory environment is extremely useful: by tricking our tastes and beliefs into spilling over from day-to-day life into our experimental settings, we can document their many, fascinating quirks. (Nowadays, the word laboratory is in fact a bit of a misnomer. In many studies, the “laboratory” is Amazon Mechanical Turk, where people from far and wide can make a few extra bucks by logging in and anonymously answering surveys in their pajamas.)


Consider the following classic experiment. Subjects are partnered up in pairs to play the ultimatum game. One subject is given a few dollars—say ten dollars—and chooses how much to share with her partner. Her partner then chooses whether to accept the offer. If he accepts, they each keep their share. If he rejects, neither gets any money. Then, the subjects go their separate ways, never to meet again (literally—remember, these are strangers, on the internet, who have no way of identifying each other or even of communicating).


In the ultimatum game, it is very common to see fifty-fifty splits. Pretty intuitive. It is also common to see that when the first subject offers too little, say one or two dollars, her partner rejects the offer. Again, intuitive. And it makes sense: after all, our sense of justice is designed to prevent people from walking all over us, and when they do, we must strike back (see Chapter 14). The experiment is working beautifully: our sense of justice is nicely spilling over to this silly little game.


But wait. The experimenter has carefully designed the experiment so that it is anonymous. She has even made it so that she herself cannot identify the subjects. Nobody—not even the experimenter—will find out if certain subjects are pushovers and accept low offers. What’s the use in being outraged? Subjects should, if they are behaving rationally, bite the bullet and accept the low offer, which is better than nothing. So, does this mean people’s sense of justice does not the function we claimed have—of keeping others from trampling them? We don’t think so. That would be like concluding that because dogs sometimes hump people’s legs, their sex drive didn’t evolve for reproduction. Rather, the correct interpretation, we think, is just that our sense of justice isn’t perfectly tuned to the specifics of every situation—not surprising given how unusual the fully anonymous laboratory setting is and how learning processes lag and spillover.
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NEXT, WE’LL TAKE ONE MORE CHAPTER-LENGTH DETOUR TO DISCUSS A few key concepts that will help us better understand how the game theory will be used and interpreted.










CHAPTER 3
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THREE USEFUL DISTINCTIONS


IN THIS CHAPTER, WE’LL DESCRIBE THREE USEFUL DISTINCTIONS THAT will clarify exactly what kinds of explanations our games tend to provide. These distinctions are motivated by the important role that learning (and evolution, too) is playing in our analyses.


PRIMARY VERSUS SECONDARY REWARDS


When people discuss learning in animals, they typically distinguish between primary rewards and secondary ones. Food is an example of a primary reward. It’s something every animal has evolved to like and something that’s nearly impossible to get an animal to stop liking (which makes sense because if animals could easily learn to stop liking food, they’d be at risk of starving). As B. F. Skinner showed us, primary rewards like food are the core tools at the disposal of an animal trainer.


Of course, animal trainers have other tools at their disposal, like the tone of their voice (good boy!), pets and belly rubs, and clickers and whistles. The trouble is, many animals don’t start out responding to these things. The trainer has to first associate vocal commands, belly rubs, and whistles with food. After enough association, the animal eventually learns to like hearing “good boy” or getting a belly rub independently of the treat, and then these, too, can be used to reinforce desired behaviors. Vocal commands, belly rubs, and whistles are examples of secondary rewards. These are things the animal didn’t evolve to like but can learn to like—or to stop liking, if the secondary reward is not associated with a primary reward for long enough (this is called extinction). Animal trainers are careful to think of primary rewards and secondary rewards as distinct and to pair secondary rewards with primary rewards to avoid extinction.


The distinction between primary and secondary rewards can be applied to humans, too. There are some things that humans evolved to like and can’t easily learn to stop liking. Food, obviously, is one. Good health is another. Comfort and safety. Time and effort. Trust, or at least the resources and relationships that come with it. Prestige, power, and sex are also contenders.


Meanwhile, there are plenty of other things that humans genuinely like and enthusiastically pursue, like stamp collections, abstract art, job titles, and the taste of a particular spice blend from their youth. But no human evolved to like these. Rather, they learned to do so because they were associated with primary rewards. Like belly rubs and whistles, these are secondary rewards—things we genuinely like but also can, over time, stop liking.


In our analyses, we have to be careful to keep the following in mind. We are trying to understand the tastes that people have—things like an obsession with stamps. We’re doing that by uncovering the primary rewards that shaped those tastes. Game theory is going to help us with this, but only if we are careful to keep in mind that the payoffs in these games are not the preferences we have come to have—secondary rewards—but the primary rewards we started with. That’s why we’re emphasizing this distinction.


Before we move on, here are some pointers for identifying primary rewards. To tell if something is a primary reward, we ask ourselves the following questions.




• Is it universally liked? Food and sex are pretty universally liked. Spice, very dark chocolate, and Picasso’s Guernica, less so. If it’s not liked by everyone, those who like it probably had to learn to like it, and it ain’t primary.


• Is it something we had to learn to like? Infants must be (slowly!) trained to like spicy dishes.1 That’s another hint that our taste for spicy food is not a primary reward. No one has to learn to like eating or enjoy good health, making these better candidates for primary rewards.


• Can we unlearn it? Once we like spicy food, it might be hard to unlearn the taste, yet even die-hard spice fans find that when they visit home after many years abroad, the food is spicier than they remember. What about a passion for chess or go? Will we learn to stop liking such games if people start telling us that we aren’t actually good at them, or that they’re a waste of our time? On the other hand, it is very hard to learn to stop liking sex, fatty foods, or a good reputation, another hint that these are primary.


• Is it evolutionarily sensible? Evolution would only instill in us primary rewards that were pretty consistently tied to survival and reproduction. Food, shelter, and social ties have always been essential for survival and reproduction. Makes sense why these tastes would be hardwired. But what about a desire to spread joy throughout the world or to advance racial equality? Why would evolution imbue us with a desire to devote resources to helping people in faraway lands? It wouldn’t, because that often wouldn’t be of great help to us. But it could certainly imbue us with the ability to learn such things under the right conditions.


• Is it suspiciously flexible? Our desire to help those in need is suspiciously susceptible to whether we are being observed helping, whether helping those people is normalized, whether there is plausible deniability for not helping them, and so on. All clues that helping is not itself a primary reward but more of a means toward some other ends (we will discuss these ends in Chapters 7 and 8).





Now that we have a sense of what primary rewards are and how to identify them, it’s maybe worth emphasizing some things they are not.




• Fitness. Even though primary rewards must have been tied to biological fitness in our evolutionary past, they don’t necessarily correspond to fitness today. We evolved to pursue (and to have learning processes that help us pursue) sex, status, and resources, in their own right, even when they no longer lead to survival and reproduction. We pursue sex even when birth control is involved, and status even if it won’t help us obtain more mates (because we are no longer sexually active or are faithfully devoted to one mate). We also pursue wealth, even though, nowadays, wealthier people have fewer children. Primary rewards evolved because of their historic association with fitness, but they are not the same thing as fitness.


• Conscious goals. Primary rewards are also not the same as the goals we consciously pursue, which include collecting stamps, becoming a chess master, learning art history in depth, stocking an impressive wine cellar, and making the world a better place. We think it’s better to think of most such things as secondary rewards—things we didn’t start off liking but only learned to like because of their association with primary rewards. Passions, for instance, are not primary rewards but secondary. Of course, sometimes we do consciously pursue our primary rewards. When we are hungry, we might consciously seek food, and when we are, uh—well, anyway—we might sometimes consciously seek sexual partners, too. So, just because we consciously pursue something doesn’t mean it can’t be a primary reward. It just doesn’t always mean that.


• Psychological rewards. Like conscious goals, the feelings we get when we give to charity (warm and fuzzy!) or when our beliefs and actions are inconsistent (dissonance!) are often learned and highly context dependent. In this book, we will often use primary rewards to explain where such psychological payoffs come from and why they have the odd features they do, but in so doing, we will never use psychological payoffs themselves as part of our calculus. This is a bit different from familiar social psychology and behavioral economics texts (like, say, Dan Ariely’s Predictably Irrational). We’ll pilfer a host of fascinating puzzles from such researchers, but for us, the puzzles won’t be part of the explanation—they’ll be the things that need explaining.


• Financial incentives. Lastly, primary rewards are not the same as money, which is what most people mean when they talk about incentives. That’s not to say financial incentives aren’t important and powerful. If you’ve read Steven Levitt and Stephen Dubner’s Freakonomics, you’ve seen how once you sleuth around and uncover the financial incentives at play, they can explain why sumo wrestlers take falls for an opponent who needs the win more than they do (the opponent offers to share the winnings), teachers inflate their students’ test scores (to avoid pay deductions), and real-estate agents hurry to sell others’ houses but have all the time in the world when it comes to selling their own (higher offers matter much more if they are the seller and keep the entire proceeds rather than just a small commission). Financial incentives don’t, however, include a swath of the incentives we will be interested in, many of which are purely social—like trust, prestige, or romantic partners. Such primary rewards will also often operate outside our conscious awareness as they shape our tastes and beliefs, whereas sumo wrestlers and real-estate agents are probably typically conscious of the financial incentives at play. One way we can tell that financial incentives aren’t the only ones that people care about is that financial incentives sometimes backfire. When Uri Gneezy and Aldo Rustichini teamed up with an Israeli preschool to deter parents from picking up their kids late, they found that parents picked up their kids even later when there was a fine. This is sometimes seen as paradoxical. After all, a fine increases the pecuniary costs of being late, and every economics model says demand (for picking up kids late) should decrease as the price goes up. But it’s only paradoxical if one (wrongly) presumes that the price should only include pecuniary costs. As Gneezy and Rustichini point out, that’s simply not true. There is a second cost to being late, social opprobrium, and this cost is reduced by the introduction of the fine. Similarly, expanding the definition of incentives to include other primary rewards can explain other seemingly paradoxical results, like the fact that we sometimes work harder when we are not paid for our work or that we believe the things we say more if we’re not paid to say them.2





THE PROXIMATE-ULTIMATE DISTINCTION


If you google “Richard Feynman magnets,” you’ll find a video in which an interviewer attempts to ask the famous physicist why two magnets repel each other but gets, in response, an unsolicited lecture on the word why.3 Here’s Feynman:




When you ask why something happens, how does a person answer why something happens? For example, Aunt Minnie is in the hospital. Why? Because she went out, she slipped on the ice, and broke her hip. That satisfies people … but it wouldn’t satisfy someone who came from another planet and knew nothing about things. … If you go, “Why did she slip on the ice?” Well, ice is slippery. Everybody knows that, no problem. But you ask, “Why is ice slippery?” That’s kinda curious.





Feynman doesn’t stop there. He describes why ice—a solid—is so curiously slippery, asks why some more, and then, finally, admits he’s being rather obnoxious.




I’m not answering your question, but I’m telling you how difficult the why question is … “Why did she fall down when she slipped?” It has to do with gravity, involves all the planets and everything else. Never mind! It goes on and on.





OK, OK, we get it. Whenever we ask why, there are many answers we can give. The one we should give depends on what we’re trying to learn or, as Feynman puts it later in his rant, on our level of analysis. If you ask why Aunt Minnie slipped, you might be interested in the mechanism by which ice becomes slippery (pressure), or you might be interested in Aunt Minnie’s motivations—why the heck she went outside when it was icy. Likewise, if we ask why the waiter at the Jewel of India skips the bagel and goes for the balti curry, one answer is that he finds the former bland and the latter flavorful. Another is the one we gave in the last chapter—that in the waiter’s homeland (or perhaps his parent’s), spices helped to prevent foodborne illness.


Some levels of analysis have been given useful labels. Explanations that focus on the thoughts and feelings (bland! flavorful!) that go through someone’s mind as he or she makes a decision are known as proximate. Explanations like the ones we focused on in the last chapter that get at the function of these thoughts and feelings are known as—you guessed it—functional. Sometimes such explanations are also called ultimate, not because you couldn’t keep asking why but because it’s understood you won’t gain much by doing so (we already know why people don’t like getting sick from their food—no need to focus on this for the purposes of understanding why they like spices).


The distinction between proximate and functional explanations originated with biologists. Why do peacocks grow very long tails? A proximate answer is: peahens find very long tails to be very, very attractive. But why did peahens evolve to find long tails so attractive? What’s their function? (Uh, sorry, but the answer will have to wait until Chapter 6.)


Biologists typically know better than to stop at a proximate explanation like “peahens find long tails to be attractive.” They naturally dig a bit deeper and try to uncover a functional explanation. Of course, the proximate may sometimes be interesting or a part of the story, but never the end. Never a satisfying answer.


Like biologists, we will find it helpful to dig deeper, past the proximate answers that, admittedly, come readily and naturally, and focus, instead, on functional explanations. When we asked why Native Americans treat corn with an alkaline solution prior to cooking it, we didn’t stop at proximate answers—such as “because it tastes better that way” and “because that’s how we’ve always done it”—but focused on the functional one: “because this increases the nutritional value of the corn.” Likewise, when, in Chapter 6, we discuss why humans come to find conspicuous luxury goods like mosaics, gardens, and Rolex watches attractive, we won’t stop with “because they’re pretty” but try to uncover the function that leads us to find them pretty. When in Chapter 8, we tackle why people find it aversive to litter, we again won’t stop with “because it’s wrong” but ask what function such a belief might serve. You get the idea.


OEBPS/html/nav.xhtml


Contents


		Cover


		About the Authors


		Praise for Hidden Games


		Title Page


		Copyright


		Contents


		How to Use this Ebook


		Chapter 1: Introduction


		Chapter 2: Learning


		Chapter 3: Three Useful Distinctions


		Chapter 4: Sex Ratios: The Gold Standard of Game Theory


		Chapter 5: Hawk-Dove and Rights


		Chapter 6: Costly Signaling and Aesthetics


		Chapter 7: Buried Signals and Modesty


		Chapter 8: Evidence Games and Spin


		Chapter 9: Motivated Reasoning


		Chapter 10: The Repeated Prisoner’s Dilemma and Altruism


		Chapter 11: Norm Enforcement


		Chapter 12: Categorical Norms


		Chapter 13: Higher-Order Beliefs


		Chapter 14: Subgame Perfection and Justice


		Chapter 15: The Hidden Role of Primary Rewards


		Acknowledgments


		Notes







Guide



 		Cover


 		Title page


 		Contents

 





   
		1


		2


		3


		4


		5


		6


		7


		8


		9


		10


		11


		12


		13


		14


		15


		16


		17


		18


		19


		20


		21


		22


		23


		24


		25


		26


		27


		28


		29


		30


		31


		32


		33


		34


		35


		36


		37


		38


		39


		40


		41


		42


		43


		44


		45


		46


		47


		48


		49


		50


		51


		52


		53


		54


		55


		56


		57


		58


		59


		60


		61


		62


		63


		64


		65


		66


		67


		68


		69


		70


		71


		72


		73


		75


		76


		77


		78


		79


		80


		81


		82


		83


		84


		85


		86


		87


		88


		89


		90


		91


		92


		93


		94


		95


		96


		97


		98


		99


		100


		101


		102


		103


		104


		105


		106


		107


		108


		109


		110


		111


		112


		113


		114


		115


		116


		117


		118


		119


		120


		121


		122


		123


		124


		125


		126


		127


		128


		129


		130


		131


		132


		133


		134


		135


		136


		137


		138


		139


		140


		141


		142


		143


		144


		145


		146


		147


		148


		149


		150


		151


		152


		153


		154


		155


		157


		158


		159


		160


		161


		162


		163


		164


		165


		166


		167


		168


		169


		170


		171


		172


		173


		174


		175


		176


		177


		178


		179


		180


		181


		182


		183


		184


		185


		186


		187


		188


		189


		190


		191


		192


		193


		194


		195


		196


		197


		198


		199


		200


		201


		202


		203


		204


		205


		206


		207


		208


		209


		210


		211


		212


		213


		214


		215


		216


		217


		218


		219


		220


		221


		222


		223


		224


		225


		226


		227


		228


		229


		230


		231


		232


		233


		234


		235


		236


		237


		238


		239


		240


		241


		242


		243


		244


		245


		246


		247


		248


		249


		250


		251


		252


		253


		254


		255


		256


		257


		258


		259


		260


		261


		262


		263


		264


		265


		266


		267


		268


		269


		270


		271


		272


		273


		274


		275


		276


		277


		278


		279


		280


		281


		282


		283


		284


		285


		286


		287


		288


		289


		290


		291


		292


		293


		294


		295


		296


		297


		298


		299


		300


		301


		302


		303


		304


		305


		306


		307


		308


		309


		310


		311


		312


		313


		314


		315


		316


		317


		318


		319


		320


		321


		322


		323


		324


		325


		326


		327


		328


		329


		330


		331


		332


		333


		334


		335


		336


		337


		338


		339








OEBPS/images/line.jpg





OEBPS/images/img_0001.jpg





OEBPS/images/cover.jpg
Hidden
Games

The
Surprising
Power of
Game

Theory to

Explain
Irrational

Human
Behaviour

Moshe Hoffman & Erez Yoeli





OEBPS/images/logo.jpg
BASIC
BOOKS

LONDON





