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Introduction



Every now and again scientists make a discovery that changes the world forever. No one wants to go back to the days of surgery without anaesthesia, nights without electricity or life without a computer.


Scientific discoveries open our eyes to the dangers facing our world, such as asteroids and climate change, and supply us with the means to prevent them from causing harm. They also answer incredible questions, such as the origin of space and time, how life arose on Earth and how interactions between particles govern the behaviour of matter. All of these breakthroughs hail from the genius and hard work of scientists. Some are the product of years of research. Others, such as the discovery of antibiotics or the detection of evidence for the Big Bang, happened by chance. These ‘serendipitous discoveries’ act as proof of the value of blue-sky research (projects that have no pre-established goal).


This book takes a look at the 100 most important scientific discoveries that have shaped our world and given us perspective on the universe at large. The discoveries are arranged chronologically, starting with the absolute basics – counting – and finishing with the creation of synthetic life in 2010.


Some of the breakthroughs you will have heard of, such as lasers, antiseptics and the discovery of ice ages. Others might be new – for example, the Navier-Stokes equations, which lie at the heart of the theory of fluid dynamics, or fullerenes, which are new kinds of carbon that have remarkable engineering properties. The ‘greatest hits’ are all here, too – seminal contributions to knowledge such as relativity, quantum theory, computers and evolution.


Perhaps the greatest breakthrough of all might be the scientific method itself – the idea of formulating theories and designing experiments to test them. It is from this simple premise, which was first set out by Iraqi scientist Ibn al-Haytham during the 11th century, that everything else followed.


What of the future?


Science is evolving and there will be many more discoveries to come. For example, astronomers are looking for life on extrasolar planets beyond our solar system. Knowing that the Earth is not the only place in the universe to harbour living creatures alters our perspective on life, religion and how we conduct ourselves as a society. The pace of research is such that the discovery of alien life – if it exists – may take place within the next few decades. Other researchers are building computers that use the laws of quantum theory to carry out tasks that are impossible on the ‘classical’ computers that sit on our desks today. A quantum computer could crack otherwise impenetrable codes, make lightning-fast searches and even change the way banks do business by altering the way information is handled. Theorists believe that these computers derive their power by harnessing copies of themselves running in parallel universes. Prototype quantum computers have been built in labs; working desktop machines are predicted to be only 20 years away.


Meanwhile, physicists are working to make what could be the most important breakthrough of all: the quest for a quantum theory of gravity. Einstein’s general theory of relativity – our best theory of gravity – is incompatible with modern versions of quantum theory, the physics of tiny subatomic particles. But a quantum treatment of gravity must exist in order to describe the Big Bang in which the universe was born. Deducing the correct theory of quantum gravity will be a giant step towards wrapping up gravity with the other fundamental forces, such as – electromagnetism, and the strong and weak nuclear forces – to arrive at a ‘theory of everything’.


Crystal balls


Of course, the most exciting future discoveries will be the ones that we cannot predict. For example, in 2010, in a Californian lake, bacteria were found that thrive on arsenic – a chemical that is toxic to every other known form of life. Until now, every lifeform has been based on six chemicals – hydrogen, carbon, oxygen, nitrogen, sulphur and phosphorous. But in these bacteria, arsenic has taken over all the functions normally performed by phosphorous. If life on Earth can display such variety, then there is no reason why life on other worlds should resemble it in any way at all.


Some developments are predicted even if their consequences are not. Futurologist Ray Kurzweil believes this is true of artificial intelligence (computers that mimic the human capacity for decision-making and thought). He argues that once a computer can outpace human intellect it will redesign itself until the rate at which it improves tends towards the infinite. Kurzweil calls this state the ‘singularity’ – after a term coined by science fiction author Vernor Vinge. What life will be like on the other side of the singularity – if it exists – is anyone’s guess. Nevertheless, Kurzweil believes it will happen before the century is out.


That’s the future, though. Although there are many breakthroughs yet to come, I think you’ll agree that science today is already based on some incredible accomplishments. I hope you enjoy reading about them.


PAUL PARSONS





1
Counting
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Trading tokens, Iran, 3500–3100 BC. These pictorial ‘coins’ were one of the earliest forms of currency. As the amount of commerce increased, trading cultures developed standardized written symbols to represent larger numbers.





DEFINITION THE DEVELOPMENT OF NUMBERS, AND THE ABILITY TO ASSIGN THEM TO PHYSICAL QUANTITIES AND RECORD THEIR VALUE


DISCOVERY EARLIEST EVIDENCE IS THE LEBOMBO BONE, MARKED WITH TALLY NOTCHES AND DATING FROM AROUND 35,000 BC


KEY BREAKTHROUGH STONE-AGE HUMANS FIGURED OUT THAT THEY COULD TRANSFER BASIC FINGER COUNTING TO INANIMATE OBJECTS


IMPORTANCE ESSENTIAL FOR TIMEKEEPING, FINANCE, EARLY MATHEMATICS – AND ULTIMATELY THE WHOLE FUTURE OF SCIENCE


From adding up the number of loaves you have sold at market to computing the distribution of weight on the structure of a skyscraper – learning to count was an absolutely crucial development in the history of humanity, without which modern civilization simply could not exist. This advancement in human thinking took place at least 37,000 years ago.


Once upon a time, the full extent of human counting ability could be encapsulated in two words: ‘one’ and ‘many’. At some point during the course of the Stone Age, that changed and early human beings gained the ability to accurately gauge and record large numbers.


Scientists know this due to a single artefact recovered from a cave in Africa in the 1970s. It is called the Lebombo bone, after the Lebombo Mountains between South Africa and Swaziland where it was found. The bone is a fibula – a lower leg bone – from a baboon. That in itself was not particularly remarkable. What sparked the archaeologists’ interest were the 29 notches cut into the bone. These are almost certainly ‘tally marks’ – the owner of the bone was keeping a count of something, though quite what isn’t clear.


Archaeologist Peter Beaumont of the McGregor Museum, Kimberley, South Africa, commented that the bone is reminiscent of the ‘calendar sticks’ still used by modern-day tribes in Namibia to track the passing of days. Indeed, 29 is remarkably close to the number of days in the lunar month. Whatever its specific use, many historians believe that the Lebombo bone – which was subsequently dated to around 35,000 BC – is the world’s oldest known mathematical artefact.


Other such ‘tally sticks’, as they are called, have been discovered elsewhere around the world. In 1937, an archaeological dig in Moravia, Czechoslovakia, turned up a wolf bone marked with 55 notches, arranged in groups of five. This is thought to date from around 30,000 years ago.


Beyond simple tallies


Of particular interest is one tally stick called the Ishango bone, which was recovered from a site near Ishango in the Democratic Republic of the Congo. Like the Lebombo bone, it was a baboon’s fibula with sequences of notches carved into its length. But the pattern of the notches on the Ishango bone is much more complicated and goes beyond simple counting.


The Ishango bone notches are arranged into three columns and each one consists of several groups. The notches in the centre column seem to demonstrate an understanding of multiplication and division – with a group of three followed by a group of six, then a group of four followed by a group of eight (the first and third groups are both multiplied by a factor of two) and then a group of ten followed by a group of five (the second group has been divided by two).


The notches in the left and right columns are each divided into four groups. These form odd numbers, the total of which on both sides, adds up to 60. All the numbers in the left-hand column (11, 13, 17 and 19) are primes – that is, numbers that can only be divided exactly by themselves and one. Meanwhile, the numbers in the right-hand column (11, 21, 19 and 9) are all derived from the formulae 10±1 and 20±1. The Ishango bone has been dated at around 20,000 years old.


Base-10


Of course, simple tally counts are not the best way to record large numbers – as anyone who has tried to count higher than ten on their fingers will know. Modern systems of counting get round this by specifying numbers using a combination of high-value and low-value increments. For example, our own system uses units, tens, hundreds and so on – with one digit (ranging from 0–9) to represent the number of each. We call this system base-10, because there are ten basic digits. This system lets us write big numbers concisely, such as ‘126’, rather than a very long tally of 1s (or even a shorter, but still cumbersome, tally of nines – 14 sets of them in the case of the number 126).


Other bases exist as well. The simplest is base-2, or binary. This uses only two digits, 0 and 1, but is nevertheless far more efficient than a simple tally. Indeed, a wily finger-counter who opts for binary rather than tallying will be able to count up to an impressive 1023. Invented in India between the fourth and second centuries BC, binary is the counting system used today by all computers – and pocket calculators (because 0 and 1 are easy to represent in the states of an electronic switch).
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The Ancient Mesopotamian empires each had their own refined counting systems. This limestone inventory tablet excavated in Iraq dates from the fourth century BC. Each section shows separate commodities with the broad, triangular indents representing the number of items.





Sixty seconds


The forerunner of the modern pocket calculator was the abacus – a calculating device invented by the Ancient Sumerians (who lived in the region known today as Iraq) in or around 2700 BC. They, along with the Ancient Babylonians, pioneered the world’s first advanced counting systems.


The Babylonians embraced a sexagesimal number system – that is, base-60. If that sounds obscure, think again – it is from where we inherited our hours-minutes-seconds system of timekeeping. Sexagesimal numbering is also used in geometry, where the interior angle of a circle is divided into 360°, each of which splits into 60 arcminutes and each of those into 60 arcseconds.


This system was useful to the Babylonians, who studied astronomy and needed a reliable way to keep track of angles on the celestial sphere. For the rest of the world, it was more workaday concerns that drove the early development of counting – timekeeping, navigation and, probably more so than anything else, trading and the beginnings of formal commerce.





2
Geometry
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Curved grid representing the geometric curvature of an ‘open’ or ‘saddle’ universe. The universe’s curvature is determined by the density of matter and energy. In an open universe, the amount of matter is insufficient to prevent the universe expanding forever. The curvature is said to be negative and the volume infinite.





DEFINITION GEOMETRY DETERMINES THE MATHEMATICAL RELATIONSHIPS BETWEEN THE SHAPES AND SIZES OF OBJECTS


DISCOVERY THE PRINCIPLES OF GEOMETRY WERE FIRST SET OUT BY THE GREEK PHILOSOPHER EUCLID OF ALEXANDRIA, C. 300 BC


KEY BREAKTHROUGH EUCLID BUILT GEOMETRY AS A FORMAL SCIENCE AND ESTABLISHED ITS FUNDAMENTAL AXIOMS


IMPORTANCE GEOMETRY HAS A MULTITUDE OF APPLICATIONS, AND IS THE BASIS FOR EINSTEIN’S THEORY OF GENERAL RELATIVITY


Geometry (translated as ‘Earth measuring’) is the study of the shapes of figures in two, three and sometimes higher dimensions. It makes use of the mathematics of angles and line lengths, and the delicate interplay between them. It was first studied by the surveyors of land and buildings, but is now also used by engineers, designers of computer graphics, nanotechnologists, molecular chemists and theoretical physicists – to name just a few.


Geometry as a science was born over 2000 years ago, with the work of the Greek philosopher Euclid of Alexandria. Very little is known about Euclid himself – which is surprising given how influential his work has become to mathematicians and scientists. But what is known is that he lived, roughly speaking, between 300–260 BC and, at some point during his life, wrote a book called Elements in which he set out the principles that would dominate geometry until the 19th century.


Elements was published in no less than 13 volumes. Many of the ideas it included were already known, but Euclid added his own proofs to them. His great achievement was in pulling together many disparate strands and from them weaving a unified and coherent picture of what geometry is and how it works, and presenting a framework for how it can be applied. Prior to the publication of Elements, geometry was a random collection of ideas and results. Euclid assembled them in a logical and systematic way to transform geometry into a formal scientific discipline.


The strong mathematical flavour of Elements would later influence some of the greatest philosophers and scientists through time, including Newton, Copernicus, Galileo and Kepler. Einstein, too, is said to have kept a copy, which he affectionately called the ‘holy little geometry book’. At the heart of Elements were Euclid’s five ‘axioms’ – postulates setting out the basic geometrical rules. The first four axioms are fairly self-evident (making it all the more amazing what Euclid managed to derive from them). For example, the first says that you can draw a straight line between any two points. The second states that it is possible to extend this straight line and that when you do this the line remains straight. The third axiom asserts that any point with a line connected to it defines a circle, with the point as its centre and the line as its radius. And the fourth says that where two perpendicular lines meet, the angle they make is a right angle – and that all right angles are equal.


Parallel postulate


The fifth axiom is the only one of Euclid’s geometric rules that is not quite so obvious. Also known as the ‘parallel postulate’, it states that given a line and a point that is not on the line, then there is only one straight line that you can draw passing through the point that does not intersect the first line anywhere along its length. It means parallel lines are always parallel – they do not diverge and they never meet.


From these five principles, Euclid was able to prove powerful geometrical theorems – for example, that the internal angles of a triangle add up to 180°, that a cone has exactly one-third the volume of a cylinder of the same base area and height, that a triangle formed by the diameter of a circle and a point on the circumference of the circle must always contain a right angle (known as Thales’s theorem), and that the sum of the squares of the shortest two sides of a right-angled triangle add up to the square of the longest side (Pythagoras’s theorem).


Fifth element


Some scientists have argued that even Euclid himself was not entirely convinced by the parallel postulate – his fifth axiom. Indeed, in many of the proofs presented in Elements he seems to avoid using it. This led some geometers to question whether it was really necessary.


In 1830, Russian mathematician Nikolai Lobachevsky decided to find out what would happen if he deliberately violated the fifth axiom. As he followed the steps in his analysis, he was expecting to reach a logical contradiction that would thus prove to him that the fifth axiom was necessary. Instead, he succeeded in creating a perfectly valid new kind of geometry in which – given a line and a point – you can draw more than one line (many, in fact) through the original point and never intersect the first line. Lobachevsky’s creation became known as ‘hyperbolic geometry’. Euclid’s geometry wasn’t wrong, but it only applies in what we would now call ‘flat space’ – for example, on a flat table top. Hyperbolic geometry is what you get when the table top is deformed – bent into a saddle shape so that two lines that start out parallel gradually curve away from each other and steadily diverge.
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Geometry is not all about the drawing of straight lines and circles – some impressive works of modern architecture rely upon it. A prime example is the Grande Pyramid at the Louvre Museum, Paris, which stands 20 metres (22 yards) tall and constructed from 603 interlocking, diamond-shaped components.





Curved Earth


Hyperbolic geometry was not the only example of a non-Euclidean geometry. There also exist so-called ‘elliptic geometries’, where the opposite happens. Here, given a point and a line, there are no new lines through the point that never intersect the first line – and so parallel lines must eventually meet. The surface of the Earth, or any sphere, has elliptic geometry. For example, two lines that are parallel at the equator (but themselves perpendicular to the equator) will cross one another at the north and south poles.


In the 1850s, German mathematician Bernhard Riemann formulated the study of different geometries (both Euclidean and non-Euclidean), known as ‘differential geometry’. It replaced Euclid’s diagrammatic approach with one based on algebra and calculus (see Algebra) and was necessary because some convoluted geometries are difficult to picture – and for some of the higher dimensional spaces (differential geometry can be generalized to multiple dimensions), visualization is utterly impossible.


Sixty years later, a German physicist named Albert Einstein was looking for a mathematical framework upon which to build a new theory he was toying with. His theory described gravity as geometry on the curved surface of space and time by using Riemann’s differential geometry. He created his general theory of relativity – a cornerstone of 20th-century physics.





3
Curvature of the Earth
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Greek scholar Eratosthenes proved over 2000 years ago that the Earth is spheroidal rather than flat. His findings are reinforced today by stunning images taken from space illustrating the Earth’s curvature.





DEFINITION THE EARTH IS NOT A FLAT DISK, AS WAS ONCE BELIEVED, BUT A CURVED SPHERE


DISCOVERY ERATOSTHENES OF CYRENE WAS THE FIRST TO MEASURE THE CIRCUMFERENCE OF THE EARTH, IN THE YEAR 240 BC


KEY BREAKTHROUGH HE DEDUCED THAT CHANGES IN SHADOWS ACROSS THE PLANET’S SURFACE REVEAL HOW IT CURVES


IMPORTANCE MARKED THE BEGINNING OF GEOGRAPHY AS A SCIENTIFIC DISCIPLINE


Earth is our home in the universe. In the third century BC, Greek philosopher Eratosthenes figured out what our home world actually looks like, finding that it is a curved sphere and making a reliable measurement of its circumference. It looked like the end of the road for Flat Earthers.


Many years ago, human beings – even those who were well-travelled and literate – believed that the Earth was flat. Sail too far in the wrong direction and, they feared, you are likely to literally fall off the edge of the world.


The first scholars to realize that the Earth might not be flat lived in Ancient Greece. They included the sixth-century-BC philosopher Pythagoras, followed by Parmenides in the fifth century BC. Aristotle, in the fourth century BC, had his own suspicions but lacked conclusive proof. That proof would be provided by Eratosthenes, who took some of the greatest strides forward in our understanding of the spherical Earth.


Eratosthenes was born in 276 BC in Cyrene (modern-day Libya). He moved to Alexandria to study, and in 236 BC became librarian of the city’s Great Library – at the time, the greatest repository of knowledge in the world. Colleagues apparently nicknamed him ‘Pentathlos’ because he was renowned for being mildly competent in many disciplines – maths, astronomy, athletics and poetry – but, they joked, master of none. He would prove them wrong.


Casting shadows


In 240 BC, Eratosthenes used a cunning method to prove that the surface of the Earth is curved. He discovered that on the summer solstice – the day of the year with the most hours of daylight (usually 20–21 June) – in the Egyptian city of Syene (now known as Aswan), the Sun at midday would be directly overhead. He knew this because tall structures, such as obelisks, would cast no shadows at this exact time.


However, Eratosthenes also discovered that in his home town of Alexandria, the same was not true. Here, the Sun at midday on the solstice was not directly overhead – Egyptian obelisks and other tall objects threw distinct shadows on the ground. By measuring the size of a shadow and comparing it to the size of the object casting it, he was able to work out the angle between the Sun’s position on the sky and the point directly overhead, known as the ‘zenith’. He found this angle to be about 7°.


Calculating curves


Eratosthenes speculated this difference between the two cities was due to the Earth’s curvature, and that this tilted vertical structures in Alexandria with respect to those in Syene. He realized that if that was the case – and, indeed, it was – then he could use the information to deduce the size of the entire Earth. To do this, he drew a diagram showing a cross-section through the curved Earth onto which he marked the positions of Syene and Alexandria. At Syene, the Sun is directly overhead and so an incoming ray of sunlight makes an angle of 90° with the ground. At Alexandria, however, the Sun is 7° below vertical – and so a ray of sunlight makes an angle of 83° with the ground.


Because the Sun is so distant, its rays appear roughly parallel with each other. Eratosthenes used this fact to work out, from geometrical principles, that lines drawn from Alexandria and Syene to the centre of the Earth’s globe must subtend an angle equal to the displacement of the Sun from the zenith at Alexandria – which he had already established was an angle of 7°. There are a total of 360° in a full circle, therefore the distance from Alexandria to Syene represents a fraction equal to 7/360 of the Earth’s total circumference. All Eratosthenes had to do was measure this distance.


From a camel journey he had taken, Eratosthenes was able to estimate the separation of the two cities at approximately 5000 stadia – a ‘stadion’ is a Greek unit of distance equal to the length of a stadium. Dividing by 7/360 then implied that the circumference of the Earth was about 257,000 stadia.


Geography starts here


How accurate was the original estimate made by Eratosthenes? The answer depends how long a stadion actually was, for which historical records are not absolutely clear. The commonly used ‘Attic stadion’ measured exactly 185 metres (202 yards). Using this value, Eratosthenes’s figure for the Earth’s circumference comes to 46,620km (28,968 miles). The true value is just over 40,000km (24,855 miles) – so it is not a bad estimate for calculations made in the third century BC. But if we venture that Eratosthenes was using the alternative ‘Egyptian stadion’, equal to 157.5 metres (172 yards), then his result becomes 39,690km (24,662 miles) – remarkably close to the real value of the Earth’s circumference.


Eratosthenes did not stop there with his research. He went on to devise a refined system of coordinates for charting navigational positions on the surface of the terrestrial sphere. These worked using two angles subtended at the Earth’s centre from fixed reference points on the planet’s surface. We still use these coordinates today – they are called latitude and longitude. Using this system, Eratosthenes also drew up a new map of the world based on the best available knowledge. For these reasons, Eratosthenes is often regarded as the father of geography. He even came up with a rudimentary date calendar, which included the correct placing of leap years.
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Diagrammatic representation of Eratosthenes’s experiment to measure the curvature of the Earth. Two towers (S and A) are separated by distance (D). Earth’s natural curvature means that while the Sun’s light is parallel to one tower and casts no shadow, the light makes an angle (θ) with the other tower and leaves a shadow on the ground. Geometry implies that the total circumference of the Earth is θ × D / 360°.





Flat rejection


Using accurate measurements taken from spacecraft, we now know that the Earth is not perfectly spherical. The planet’s rotation causes its midriff to bulge out slightly in the centre, giving the Earth a slightly squashed shape. This means that someone standing at sea level at the North or South Pole is actually about 21km (13 miles) closer to the planet’s centre than someone standing at sea level on the equator.


Incredibly, despite these fundamental revelations about the nature of our world, the Flat Earth Society – an organization for those who claim they believe the Earth to be disk-shaped – remains in existence today. They argue that the North Pole is, in fact, the icy centre of the disk, while Antarctica and the southern polar cap form a solid wall of ice around its outer edge that prevents us from falling off the planet.


As Albert Einstein, who proved it is not just the Earth that’s curved but space too, once put it: ‘Two things are infinite: the universe and human stupidity; and I’m not sure about the universe.’
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Astrometry
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Astrometry is the science of measuring the positions of stars and other celestial objects on the night sky. Pictured is a field of over 100,000 stars in the core of the Omega Centauri star cluster taken by the Hubble Space Telescope. Throughout history, measuring star positions was essential for the development of navigation and timekeeping.





DEFINITION THE FIELD OF SCIENCE CONCERNED WITH MEASURING THE POSITIONS OF CELESTIAL OBJECTS


DISCOVERY HIPPARCHUS OF RHODES PUBLISHED THE FIRST STAR CATALOGUE IN THE SECOND CENTURY BC


KEY BREAKTHROUGH HIPPARCHUS RELIED ON A STAR-MAPPING DEVICE CALLED AN ‘ARMILLARY SPHERE’


IMPORTANCE ASTROMETRY WAS CRUCIAL IN ESTABLISHING THE COSMIC DISTANCE SCALE, AND FOR TIMEKEEPING AND NAVIGATION


Astrometry concerns the positions of astronomical objects on the sky and was pioneered by the Greek mathematician Hipparchus. In the 19th century, improved instruments and observational techniques enabled astronomers to measure distances to the stars while today, astrometry is essential for timekeeping, astronomy research and even guarding against killer asteroids.


The Greek polymath Hipparchus lived on the island of Rhodes in the second century BC. He carried out the first systematic studies of the motion and size of the Sun and Moon, and was responsible for developing many of the techniques in trigonometry – relating the angles and side lengths of triangles – that are crucial to much of mathematics today.


In addition to all this, Hipparchus compiled the first-ever star catalogue, around the year 135 BC. It included the positions and brightnesses of approximately 850 stars – and much of the star catalogue data printed in Ptolemy’s Almagest book of AD150 is believed to have derived from Hipparchus’s original observations.


Armillary sphere


This work predated the invention of the telescope by more than 1700 years. Instead, Hipparchus used an ‘armillary sphere’, consisting of several large metal circles that could be aligned with the circles on the sky that make up the celestial sphere. Sighting devices located on the armillary sphere then enabled the user to align it with a specific point on the sky and read off its coordinates. It was a slow and painstaking procedure, confounded by the difficulties of trying to make such delicate observations through the turbulent and hazy atmosphere of the Earth. This made Hipparchus’s results accurate only to about a third of a degree – the full Moon, by comparison, spans around half a degree.


The results obtained using the armillary sphere were accurate enough to also detect an effect known as ‘precession’ – a kind of wobbling of the Earth’s rotation axis rather like the way a spinning top wobbles, sweeping out a cone shape as it turns. The effect is tiny – it takes 26,000 years for the Earth’s axis to make one complete sweep. But Hipparchus obtained the remarkably accurate figure of 28,000 years. Egyptian philosopher Ptolemy later had to adjust his geocentric view of the universe, introducing a tiny degree of rotation to the sphere of fixed stars, to account for this effect (see Heliocentric solar system).


Parallax


Hipparchus also developed the technique of parallax, by which some astronomical distance observations are now made. Parallax is where the apparent position of an object against a fixed background appears to change when viewed from different directions – the shift in position becomes greater the closer the object is.


You can demonstrate the parallax effect for yourself. Hold a finger up about 30cm (12in) in front of you. Now close one eye and line up your finger with a reference point on a nearby wall – say, a light switch. Move your head from side to side and your finger appears to move relative to the reference point. Now move your finger away from you so that it is at arm’s reach, line it up again with the reference point and repeat – the amount by which your finger moves relative to the switch will now be much less. Gauging this degree of movement is thus a measure of how far away your finger is.
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One of the first instruments for measuring the positions of objects on the night sky was the armillary sphere, invented by the Ancient Greeks.





Parallax had already been noticed by another Greek astronomer, Aristarchus of Samos. Hipparchus applied the technique to calculate the distance to the Moon using observations – made at two different points on the Earth – of the amount of the Sun’s surface covered by the Moon during a solar eclipse. He obtained a result of between 59 and 67 Earth radii. This was very accurate given the primitive nature of his observations – the true distance from the Earth to the Moon is now known to be 60 Earth radii.


Hipparchus’s catalogue was destroyed in antiquity – possibly in the fire at the Great Library of Alexandria. During the Middle Ages, Persian astronomers conducted their own surveys of the heavens, and these were still being used by astronomers and mathematicians many centuries later. Indeed, a great number of stars today are still known by derivatives of their Arabic names, such as Aldebaran (Al-Dabaran – ‘the follower’) and Algol (Al-Ghul – ‘the ghoul’).


In the late 15th century, Danish astronomer Tycho Brahe gathered together what were the most accurate astronomical observations ever made. He used his ‘mural quadrant’ – probably the largest astronomical device of its day, consisting of a 3-metre-high (3.3-yard) quarter-circle arc, marked with fine graduations so that celestial objects could be sighted and their positions accurately read. The data gathered with the mural quadrant were crucial in formulating Kepler’s laws of planetary motion (see Astrometry).


Distance ladder


Up until this time, all astronomical observations were plagued by the distortion of light as it passed through the Earth’s atmosphere. In 1810, German mathematician Friedrich Bessel was able to quantitatively explain this effect and so create a way to correct it. Soon after, Bessel exploited the improved accuracy this brought. By using parallax – the method Hipparchus had first employed to gauge the distance to the Moon – he made the first distance measurement to a nearby star. Bessel calculated the star 61 Cygni to be 9.8 lightyears away (its true distance is now known to be 11.36ly).


This led to the creation of a new astronomical distance unit – the ‘parallax second’, or parsec. A star located 1 parsec away appears to change its position on the sky through parallax by 1 second of arc (1/3600 of a degree) as the Earth moves from one side of its orbit to the other. A parsec is equal to 3.26 lightyears. Bessel’s calculations showed 61 Cygni to be 3 parsecs away. Bessel’s accurate measurements also enabled him to detect minuscule wobbles of the stars Sirius and Procyon, which he correctly ascribed to the gravitational influence of unseen companion stars.


Cosmic time


A similar technique is used today to detect extrasolar planets (see Astrometry). Other uses for astrometry include tracking near-Earth asteroids and even gauging when clock time has begun to drift away from our natural day–night cycle – requiring the addition of a leap second to international timekeeping. Astrometry was taken to a new level in 1989 when the European Space Agency (ESA) launched its Hipparcos satellite – the first space mission dedicated solely to astrometry. It recorded the positions of 120,000 stars – each accurate to less than a millionth of a degree. And in 2012, ESA launches the GAIA spacecraft – measuring more star positions to an unprecedented accuracy of billionths of a degree.





5
Algebra
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Algebra was the beginning of modern mathematics – underpinning esoteric disciplines, such as calculus, complex numbers and chaos theory. Chaos theory led to the idea of fractals – geometric representations of chaotic systems. Pictured is part of a fractal called the Mandelbrot set.





DEFINITION SYSTEMATIC USE OF SYMBOLS TO REPRESENT THE RELATIONSHIPS BETWEEN NUMBERS AND MATHEMATICAL OBJECTS


DISCOVERY THE PUBLICATION IN AD 820 OF THE BOOK AL-JABR WA’L MUQABALAH BY MUHAMMAD IBN MUSA AL-KHWARIZMI


KEY BREAKTHROUGH THE BOOK MARKED THE BEGINNING OF ALGEBRA AS A SYSTEMATIC DISCIPLINE IN ITS OWN RIGHT


IMPORTANCE IT IS A FUNDAMENTAL STRAND OF PURE MATHS; HAS LED TO GROUP THEORY, ESSENTIAL IN THEORETICAL PHYSICS


Algebra is one of the most fundamental disciplines in the whole of mathematics. It was invented by a Persian scientist working in Iraq in the ninth century AD – while the western world languished in the Dark Ages. Today, an advanced algebraic technique called group theory has become a powerful tool in theoretical physics.


Algebra is one of the central branches of pure mathematics. Whereas arithmetic is concerned solely with numerical operations, such as addition and multiplication, algebra replaces numbers with symbols – also known as ‘variables’. This allows mathematical relationships between variables to be expressed in the form of an equation. Algebra then posits rules by which these symbols can be manipulated – and this allows the equation to be rearranged, or ‘solved’.


An example is the equation 5 = 3x − 1. What is x? The laws of algebra tell us that we can alter the form of this equation so long as we perform the same steps on both sides. So we can add 1 to both sides to give 6 = 3x, and then divide both sides by 3, to yield x = 2. We are then said to have solved the equation for x.


In antiquity, Greek scholars developed a system of solving equations in this way. Following the work of Euclid and others, their methods were characteristically geometric. This involved framing equations as diagrams – with the sizes of quantities indicated by the lengths of lines – from which the solution could be read off. For instance, two numbers multiplied together is given by the area of the rectangle formed by two perpendicular lines.


In the third century AD, the Greek mathematician Diophantus of Alexandria developed more sophisticated techniques – reminiscent of the algebra used today. But his approach was very utilitarian – focused on solving practical problems at hand, rather than developing the mathematical techniques needed to solve these equations as a scientific pursuit in its own right.


Persian progress


That approach to solving solutions had to wait a further five centuries, when the Persian scholar Muhammad ibn Musa al-Khwarizmi published Al-jabr wa’l muqabalah (The Compendious Book on Calculation by Completion and Balancing) in the year AD 820. The book presented systematic techniques for solving algebraic equations, using two main approaches. Balancing (‘al-muqabalah’) involved subtracting the same quantity from both sides of an equation, for example, subtracting 1 from x + 1 = 3 to reveal x = 2. Completion (‘al-jabr’) meant adding the same quantity to both sides of an equation, for instance, adding 5 to x — 5 = 10 to arrive at the solution x = 15.


Al-jabr, the Arabic phrase for ‘completion’, is the root of our modern word ‘algebra’. It is thought to have been first introduced in the title of the Latin translation of Al-Khwarizmi’s book, Liber algebrae et almucabola, in the 12th century. Al-Khwarizmi’s name itself has similarly survived, westernized to ‘algorithm’ – a word used today by mathematicians and computer scientists to describe the fundamental sequence of steps required to perform a calculation.


Al-jabr wa’l muqabalah also included solutions for quadratic equations – those with terms involving x2 as well as x. Given x2 – 6x + 8 = 0, for example, what is x? The book presents a number of methods for solving quadratic equations – in this case, deducing that x can be either 2 or 4.


As Euclid had done for geometry over 1000 years before (see Geometry), Al-Khwarizmi began with a handful of basic axioms and from these developed a rigorous mathematical framework for solving algebraic problems. The book included discussion of some applications of his methods – including commerce and the calculation of inheritance. Crucially, however, these were not his primary motivations. Al-Khwarizmi studied the equations in their own right, rather than as a means to solving other problems – and in so doing established algebra as a major pillar of pure mathematics. Other Persian mathematicians, such as Omar Khayyám (AD 1050–1123), extended Al-Khwarizmi’s analysis further to cubic equations (those with terms involving x3) and other more complex mathematical relationships.


Numerical rhetoric


Al-Khwarizmi presented his equations as what is called ‘rhetorical algebra’ – writing out in words ‘three lots of “thing” plus 1’ rather than in symbolic form, ‘3x + 1’. A more symbolic treatment was developed by the Arab scientists Ibn al-Banna and Al-Qalasadi between the 13th and 15th centuries. Meanwhile, the translation of Al-Khwarizmi’s book into Latin in the 12th and 13th centuries had stimulated the study of algebra in Europe. It took hold first in Italy but spread across the continent as the Renaissance brought a new wave of scientific enquiry to follow the stagnation during the Dark Ages.


After the Renaissance, powerful new algebraic methods were developed in Europe, such as the theory of matrices – a way to represent systems of linked equations using a two-dimensional array of numbers, which could then be solved using a logical, systematic procedure.
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Mathematician Évariste Galois realized that algebra need not apply exclusively to numbers, but to anything obeying mathematical rules. His work was the foundation of a branch of mathematics called group theory. Pictured is an original sheet of his handwritten manuscript.





Group theory


Algebra thus far was simply a set of rules for manipulating symbols that represent numbers. In the 19th century, French mathematician Évariste Galois recognized that there was no reason why numbers should be the only mathematical objects that algebra could be applied to. All you need to do, he reasoned, is calculate the rules governing the particular thing in which you are interested and it should be possible to construct a detailed algebra describing it.


This has led to a branch of maths known as ‘group theory’, where different sets of algebraic rules define ‘groups’ of mathematical objects. These objects can be anything within the realm of mathematics. The set of all possible twists of a Rubik’s cube has been shown to form a group in this sense, with the algebra describing it being used to investigate solutions to the cube. Group theory has found other applications in code-breaking and even analyzing the mathematical structure of music.


Group theory has also been proven to be an indispensable tool in theoretical physics, where particular groups are found to encapsulate the different ‘symmetries’ of physical theories – shifts in the parameters that specify each theory which leave its fundamental properties unchanged.


These incredible applications of algebra are all thanks to Al-Khwarizmi and, paradoxically, his decision to forget about applications altogether – and to study a seemingly obscure branch of pure mathematics just to see where the equations might take him.
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Wind tunnel testing is crucial in modern aviation. Here, a low-speed airfoil (wing) is shown in a smoke-flow-visualization tunnel. When the airfoil is at a large angle-of-attack to the oncoming air, it stalls and the wing experiences separated airflow and turbulence on its upper surface. If this happens to a real aircraft, the loss of lift causes a sudden drop in altitude.





DEFINITION CONSTRUCTION OF DEVICES ENABLING HUMANS TO TRAVEL THROUGH THE AIR SUPPORTED PURELY BY AERODYNAMIC FORCES


DISCOVERY FIRST SUCCESSFUL HEAVIER-THAN-AIR GLIDE CARRIED OUT BY ABBAS IBN FIRNAS IN AD 875


KEY BREAKTHROUGH ALTHOUGH INJURING HIMSELF ON LANDING, IBN FIRNAS PROVED THAT HEAVIER-THAN-AIR HUMAN FLIGHT IS POSSIBLE


IMPORTANCE HE SET THE STAGE FOR AVIATION PIONEERS, SUCH AS LEONARDO DA VINCI AND, ULTIMATELY, THE WRIGHT BROTHERS


It is a dream that has captured the imagination ever since human beings first glanced skywards – to fly through the air like a bird. The quest to be airborne has cost many aviators their lives. But in the ninth century AD, the intrepid scholar Abbas ibn Firnas succeeded where all before had failed.


Mention the discovery of manned flying machines and most people think of the Wright brothers and their famous flights at Kitty Hawk, North Carolina, in 1903. But, in fact, the first heavier-than-air flight is thought to have taken place over 1000 years earlier in the northeastern corner of present-day Spain.


This breakthrough was achieved by Islamic scholar Abbas ibn Firnas. In the ninth century AD, modern-day Algeria, Gibraltar, Morocco, Portugal and Spain formed a combined state: the Caliphate of Córdoba. Living in the Caliphate’s Spanish region, Ibn Firnas developed ideas such as a musical metronome, a way of making clear glass (from which he fashioned reading lenses), and other innovations in astronomy and medicine.


In AD 875, Ibn Firnas attempted his boldest project yet. He built a glider. Some accounts say that he constructed it from wood and fabric; others, probably exercising a little too much creative licence, report that he strapped the wings of two giant birds to his arms. Whatever the nature of his design, all accounts agree that his flight was largely successful. Ibn Firnas leapt from a tower and soared through the air for several hundred feet before landing.


The 17th-century Moroccan historian al-Maqqari recounted the event: ‘He flew a considerable distance, as if he had been a bird but, in alighting again on the place whence he had started, his back was very much hurt.’ Indeed, it is believed that Ibn Firnas’s glider had no tail stabilizer. Birds use their tails to stall their flight just before landing, allowing them to drop down softly onto the ground. Ibn Firnas had neglected this necessity in his calculations, leading to a landing that was somewhat harder than anticipated.


Historians today believe Ibn Firnas’s glider was the first successful attempt at heavier-than-air flight – building a machine that can fly despite being heavier than the equivalent volume of air. In contrast, lighter-than-air flight – using devices such as balloons and airships that are lighter than the same volume of air, and thus rise up by simple buoyancy – had already been achieved in China during the third century BC.


Ibn Firnas’s flight inspired other glider attempts in both the Islamic world and Europe. Most of these were amateur creations – and several are believed to have resulted in the deaths of their pilots. The first serious theoretical designs for flying machines were produced by Italian polymath Leonardo da Vinci in the 16th century. He produced plans for gliders and even helicopters. Da Vinci never lived to see any of his machines fly, but in 2003 a British TV documentary team was able to build a working glider from his plans.


Aerodynamic lift


In the 18th century, the first scientific theories of flight began to emerge. It is now known that planes fly because of a principle in physics known as the Bernoulli effect, named after Swiss scientist Daniel Bernoulli who first published it in his book Hydrodynamica in 1738. In essence, Bernoulli states that a flowing fluid or gas will speed up when it meets a constriction, while at the same time the pressure in the fluid decreases. For example, a fluid flowing through a pipe will speed up if the pipe gets narrower, causing its pressure to drop.


This discovery led engineers to the design of aerofoils for aircraft wings – essentially a humped profile resembling a constriction in a pipe but with the upper half of the pipe removed. Air passing over the aerofoil accelerates, and this – according to Bernoulli’s principle – causes its pressure to drop. This, in turn, sets up a pressure difference between the top and bottom of the wing, and creates a force pushing from the area of high pressure (beneath the wing) to the area of low pressure (above the wing) – which is what creates the lift that keeps the aeroplane airborne.


Pressure falling


You can demonstrate the Bernoulli effect for yourself by simply holding a sheet of paper to your lips and blowing across the top of it. The fast-moving air that you exhale creates low pressure above the paper, causing it to rise up. The low pressure above aircraft wings sometimes causes droplets of moisture to condense out from the air, producing dramatic vapour clouds around the aircraft. The appearance of this vapour is particularly impressive around aircraft moving at, or close to, sound-speed – when it is known as a ‘Prandtl-Glauert singularity’.
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An F-22 Raptor fighter aircraft performs a banking manoeuvre at near sound-speed. Clouds of water vapour are visible, forming in areas of low pressure around the plane – a phenomenon known as a Prandtl-Glauert singularity.





First flights


And so the stage was set for Wilbur and Orville Wright to make history at Kitty Hawk on 17 December 1903. With Orville at the controls, the Wright Flyer I – which was a powered aircraft, not just a glider – made its first flight, skimming above the ground for 12 seconds. Wilbur made the final of four flights that day, which lasted almost a minute and covered a total distance of 260 metres (284 yards).


The progress of aviation from that moment was incredible. Frenchman Louis Blériot made the first oceanic crossing – flying over the English Channel in 1909. During the First World War, aircraft were being used for reconnaissance, bombing and air-to-air combat. American Charles Lindbergh made the first solo crossing of the Atlantic in 1927.


In 1969 – just 66 years after the first powered flight – human beings flew to the Moon. How appropriate, then, that Abbas ibn Firnas’s seminal contribution to our conquest of the skies has been honoured in the naming of a lunar impact crater after him. Ibn Firnas Crater spans 89km (55 miles) and lies in the northeastern quadrant of the Moon’s far side.
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Uniformity within a group of individuals is an illusion carefully maintained in placebo drug trials. Participants are given either the test drug or an inactive drug, which has no effect. Crucially, neither the participants nor the clinicians know who receives the active treatment and who receives the placebo. This removes the possibility of bias in the test results.





DEFINITION THE SCIENTIFIC METHOD IS THE DOCTRINE OF FORMULATING THEORIES AND TESTING THEM BY EXPERIMENTS


DISCOVERY THE METHOD WAS FIRST EXPOUNDED BY IRAQI SCIENTIST ABU ALI AL-HASAN IBN AL-HAYTHAM IN AD 1021


KEY BREAKTHROUGH THE REALIZATION THAT OBJECTIVE TRUTHS CAN ONLY BE DEDUCED FROM HARD EVIDENCE


IMPORTANCE IT WAS THE FRAMEWORK BY WHICH THE REST OF SCIENCE WOULD BE DISCOVERED


Today, the interplay between abstract theory and practical experiment in science is so fundamental that it is hard to imagine one without the other. And yet it has not always been this way. In the 11th century AD, a Persian philosopher quite literally wrote the book on the modern scientific method. His teachings have been guiding scientists ever since.


How do you decide what you believe? Is it enough to have heard something from a friend? Maybe you need to have seen it reported in the media? Or even to have read a technical article about it in a specialist journal? Or are you such a sceptic that you need to carry out your own investigation?


These are the questions that scientists are presented with on a daily basis. Their job is to make sense of the torrent of information pouring in about the world around us. Sorting truths from untruths, deciding which scientific theories are valid and which are not, and which experimental results to trust and which are flawed is no easy task. But it is a lot easier than it could be, due to the work of Abu Ali al-Hasan ibn al-Haytham.


Ibn al-Haytham, also known as Alhazen, was born in Basra (modern-day Iraq), in AD 965. He was a true polymath, making major contributions to the fields of physics, psychology, ophthalmology, medicine and astronomy. His life, however, was nearly cut short by a failure of his engineering skills when commissioned to design a dam. He had agreed to help the ruler of the Islamic ‘Fatimid Caliphate’ – a region encompassing Egypt and north Africa – to design and build a dam to prevent the River Nile from flooding. But he grossly underestimated the difficulty of the task and the project failed. Rather than risk being accused of incompetence by the ruling Caliph, and suffer whatever dreadful penalty that might bring, Ibn al-Haytham feigned madness. As a result he was placed under house arrest in Cairo for ten years – but, nevertheless, his life was spared.


Book of Optics


Ibn al-Haytham spent his time in custody productively, writing a seven-volume book called Kitab al-Manazir (Book of Optics), which was published in 1021. In the book he presented many principles regarding the properties of light and its interaction with matter, as well as speculating on the nature of human visual perception.


But it was not what Ibn al-Haytham said that was significant, so much as how he said it. Ibn al-Haytham is known to many as the world’s first true scientist because he was the first to have adopted the methods and principles by which modern scientists work. Foremost among these was the idea of formulating hypotheses and then testing them against experimental evidence. He demonstrated this guiding mantra in Kitab al-Manazir – with every technical statement supported by either experimental evidence or mathematical proof.


Ibn al-Haytham’s highly rigorous scientific approach to research had been born, rather incongruously, out of his staunch religious views. As a devout Muslim he believed that humans were flawed (and that only God could achieve perfection), and he therefore sought to remove any element of human fallibility from his work – relying only on hard and fast physical evidence rather than the subjective opinions and interpretations of other individuals. Over the centuries that followed, Kitab al-Manazir was translated into Latin and then circulated across Europe – where it was well received by the scholars of the Renaissance. These scholars included giants such as René Descartes and Francis Bacon, who refined the ideas of Ibn al-Haytham into the scientific method employed by researchers today.


Theory and experiment


Ibn al-Haytham’s approach breaks down broadly into four main steps. The first step is to understand the nature of a scientific problem. Given a particular phenomenon to explain, the scientist must learn as much as they can about it by preliminary research, reading the work of other scientists and making accurate measurements. Second, the scientist must formulate a clear hypothesis – that is, a conjectured theory that they believe could possibly explain the phenomenon. With a hypothesis in hand, the third step is to investigate the hypothesis and figure out what observable predictions it makes. And finally, the last step is to design and carry out experiments to put these predictions to the test.


Step two – the formulation of a hypothesis – is where the scientist’s own imagination and experience must guide them. Constructing the hypothesis can be a daunting task. But in the 14th century, a Franciscan friar in England called William of Ockham advocated a principle to make this part of the process easier. The principle, which has since become known as ‘Ockham’s razor’, offers a methodical approach to the formulation of hypotheses. In essence, it says that you should try the simplest possible hypothesis first – only introducing extra levels of complexity and additional assumptions once experiments have proven your first theory wrong. And you keep going like this until you eventually arrive at the correct theory. Or rather, until you have a theory that you cannot prove to be false.


Critical rationalism


It is a seemingly unusual feature of theories in science – a discipline that prides itself on precision – that they can never be proven 100 percent correct. All scientists can do is design better and better tests that place tighter and tighter limits on a theory – but it is impossible to prove a theory is right. The great German physicist Albert Einstein knew this much while formulating his theory of relativity, when he said: ‘No amount of experimentation can ever prove me right; a single experiment can prove me wrong’.
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The scientific method links effects to their causes. In medicine, this led to treatments based on clinical testing, rather than folklore. With an allergy test, for example, patches are stuck on a patient’s skin (as shown), each containing a different allergen, such as pollen or dust. Subsequent skin reactions denote to which allergen the patient is sensitive.





The 20th-century science philosopher Karl Popper later championed this view, advocating what he called ‘critical rationalism’ – the idea that scientific theories should be tested to destruction.


Ibn al-Haytham’s healthy scepticism has now become the modus operandi for scientists across the globe. But there is no reason that it should be solely the preserve of scientific endeavour. Indeed, in an age when it seems everyone has something to tell us – both in conversation and through the media – we might do well to remember his fundamental lesson. Namely, that we should believe nothing and question everything.
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Heliocentric solar system
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The Sun during a total solar eclipse, in which the Moon passes between the Sun and the Earth. Copernicus realized that the Sun lies at the centre of our solar system, counter to the accepted view of the day.





DEFINITION THE NOTION THAT THE SOLAR SYSTEM REVOLVES AROUND THE SUN, AND NOT AROUND THE EARTH


DISCOVERY PROPOSED BY POLISH ASTRONOMER NICOLAUS COPERNICUS IN 1543


KEY BREAKTHROUGH HE REALIZED THE HELIOCENTRIC VIEW OFFERED A MORE NATURAL WAY TO EXPLAIN THE MOTION OF THE PLANETS


IMPORTANCE THE THEORY MARKED THE BEGINNING OF THE MODERN AGE OF ASTRONOMY


The heliocentric view of the solar system put forward by Nicolaus Copernicus ushered in a new chapter in astronomy. It led to the view that there is nothing special about the Earth’s location in space – a principle that is the keystone of modern cosmology and our knowledge of the universe.


It is hard to believe that the world’s most learned scholars once believed the Earth lay at the centre of the universe – and that the Sun, the stars and all the other planets revolved around us. But they did, and it was a view that persisted for thousands of years.


The theory was first put forward by the Ancient Greeks. In the fourth century BC, Eudoxus of Cnidus put forward a model in which the planets were set into a series of concentric spheres which turned around the Earth. The Moon occupied the nearest sphere, followed by Mercury, Venus, the Sun, Mars, Jupiter and then Saturn. Outside this was an eighth sphere into which were embedded the distant stars. But there was a problem with this theory: astronomers had noticed that sometimes the planets appear to change direction on the sky. The word ‘planet’ comes from the Greek word for ‘wanderer’ because the planets are seen to move across the starry background from night to night. But occasionally the direction of this motion would, for a time, reverse and the planet would be seen to sweep across the sky in the opposite direction, before ultimately resuming along its original path. This is known as ‘retrograde motion’.


In the year AD 150, the Egyptian philosopher Ptolemy proposed an ingenious solution to this problem in his book Almagest (The Great Compilation). He imagined that in addition to its motion around the Earth, each planet underwent smaller circular motions, called ‘epicycles’. When the rotation of the sphere and the epicyclic motion are going in the same direction then the planet exhibits normal, or ‘prograde’, motion. But when the epicyclic motion is counter to the motion of the sphere then the movement of the planet appears to slow down – and in extreme cases can reverse.


Ptolemy had offered an appealing and elegant theory, which was why astronomers and philosophers were more than happy to accept it for nearly 1400 years. But in the late 15th century, a young astronomer in Poland had ideas of his own that rejected this earlier notion in its entirety.


Nicolaus Copernicus was born in 1473, in the Polish town of Torún. In the early 1490s, he studied at the University of Kraków where he learnt about the astronomy of the Ancient Greeks and of Ptolemy’s epicycles as a means for explaining retrograde motion. But Copernicus saw these models as clumsy and inefficient – with logical holes in their construction. He set about developing his own model.


Over the years leading up to 1514, Copernicus recast the orbits of the planets so that they revolved not around the Earth, but around the Sun. Copernicus found that a natural order appeared with Mercury orbiting closest to the Sun, followed by Venus, then the Earth, Mars, Jupiter and Saturn (outer worlds Uranus and Neptune had not yet been discovered). This explained why Mercury and Venus never seemed to stray far from the Sun.


Copernicus also noticed that much of the reliance on Ptolemaic epicycles disappeared. In his model the Earth was moving, allowing retrograde motion to emerge naturally as it periodically laps the other worlds of the solar system in their orbits. It is like overtaking a car on the road – relative to distant objects, the car appears to move backwards as it is overtaken. Similarly, a planet that the Earth overtakes appears to move backwards relative to the distant stars.


Endless epicycles


Copernicus’s model was revolutionary and very elegant, but it did not dispense with epicycles altogether. He still needed to include some in order to make the theory square with observations. That was because Copernicus was still working with the idea of planets moving on circular orbits. The need for epicycles would only disappear entirely with the laws of planetary motion that would be developed by Johannes Kepler (see Kepler’s laws) – and which replaced perfect circular motion with orbits that are elliptical.


Copernicus published the heliocentric theory in his magnum opus work De revolutionibus orbium coelestium (On the Revolutions of the Heavenly Spheres) in 1543 – the year of his death. The idea of a Sun-centred planetary system – what we now call the solar system – was not immediately accepted by other astronomers. This was due in part to the Catholic Church, which was opposed to the theory. But it was also down to the fact that the theory was no more easy to use than Ptolemy’s and – in its early incarnations – was no more accurate either.
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The position of Mars (1), Venus (2) and Saturn (3) during a planetary conjunction. The Sun is positioned just below the horizon. Copernicus’s theory neatly explained why the positions of Venus and Mercury never stray far from the Sun – because they orbit closer to the Sun than the Earth does.





The theoretical work of Johannes Kepler and Isaac Newton, along with the telescopic observations of Galileo, certainly helped to change this view during the 17th century. But it was not until highly detailed astronomical observations became possible in the 18th and 19th centuries that the heliocentric solar system became an undeniable truth.


Cosmic backwater


Copernicus clung to a certain degree of grandeur in his original heliocentric model – displacing the Earth from the centre of the universe, only to put the Sun there instead. Today, Copernicus’s ideas have enabled us to appreciate the Sun and solar system for what they really are – an average star, with an average bunch of planets circling around it, in an average corner of an average galaxy.


This realization that there is nothing special about our world, or its place in the universe – now known as the ‘Copernican principle’ – is what allows us to practise cosmology (the study of the large-scale universe). For if there was anything special about our view of the heavens then it would be impossible to apply astronomical observations to make any sort of wider inferences about the universe in general. And in that case, the entire history of modern cosmology might never have happened.
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Magnetic resonance imaging shows the arteries of the neck and head carrying oxygenated blood from the heart. Before the 20th century, the only way to study anatomy was by dissection.





DEFINITION THE PHYSICAL LAYOUT OF THE ORGANS AND OTHER COMPONENTS MAKING UP THE HUMAN BODY


DISCOVERY THE FIRST ACCURATE DESCRIPTION OF HUMAN ANATOMY WAS ANDREAS VESALIUS’S DE HUMANI CORPORIS FABRICA IN 1543


KEY BREAKTHROUGH VESALIUS APPLIED SCIENTIFIC RATIONALE TO THE DISSECTION AND STUDY OF HUMAN CORPSES


IMPORTANCE THE BOOK’S PRECISE DESCRIPTIONS AND LAVISH ARTWORK BROUGHT THE SCIENCE OF HUMAN ANATOMY TO LIFE


Anyone who has been to see Professor Gunther von Hagens’s Body Worlds – a travelling exhibition of preserved human corpses – may well have experienced the same reactions as the first readers of Andreas Vesalius’s book De Humani corporis fabrica. Both works combined dissected cadavers with stunning artistry and were seminal achievements in communicating the science of human anatomy to a wider audience. Only Vesalius got there first by nearly 500 years.


Anatomy is the roadmap of the human body and thus an essential field of study for all medical students. One of the first anatomists was the Roman physician Galen, who lived in the second century AD. He was, however, constrained by the Roman law that made it illegal for him to dissect human cadavers – an admittedly grisly, yet essential, business for anyone hoping to understand exactly how the human body works. Instead, Galen resorted to dissecting pigs and apes, inferring by analogy the anatomy of humans from his animal findings.


Between the 11th and 13th centuries, during the Golden Age of Islamic science, Muslim physicians were able to carry out human dissections. They did make some discoveries that were at odds with Galen’s writings – for example, revealing that the lower human jaw was made of one bone and not two (as Galen had inferred from his animal studies). But by and large, the work of the Arab scientists served to reinforce the teachings of Galen.


But Galen’s influence began to wane in the 16th century, with the rise to prominence of a master anatomist by the name of Andreas Vesalius. He was born in 1514, in Brussels. In 1528, aged 14, he entered the University of Louvain, where he studied medicine. After a spell at the University of Paris, he moved to the University of Padua to study for a doctorate – which he was granted just a year later in 1537. Soon after, he was offered a teaching position in Padua, specializing in surgery – and anatomy, which had become a particular interest for him.


Top of Vesalius’s teaching syllabus were the writings of Galen, which had by now governed anatomical thinking for the best part of 1400 years. In Padua, it was perfectly legal to cut down the corpses of hanged criminals from the gallows and dissect them for study purposes – so that is exactly what Vesalius did. He used the steady supply of bodies both to illustrate his anatomy lectures and to conduct his own research. As a result, it soon became clear to him that Galen’s animal studies had led him way off the mark about a number of things regarding the anatomy of humans.


For example, Vesalius overturned Galen’s established idea that blood is pumped around the body by the liver. He correctly stated that the kidneys do not filter urine, but rather that they filter the blood and then channel the filtered material into the urine for excretion. Vesalius also dispelled common anatomical myths, such as men having one less rib than women.


Parallel dissection


Many of these new revelations were achieved through what were called ‘parallel dissections’, in which Vesalius would simultaneously dissect the body of a human and an animal side-by-side to highlight the differences in their anatomical make-up, and show where Galen had therefore gone wrong in his original assumptions.


It seemed that many anatomists of Vesalius’s time, and before, had been so awed by the reputation of Galen that they had not dared challenge his claims publicly. Vesalius felt no such deferential obligations and examined everything Galen had written with a fresh, critical eye. It was a progressive attitude he also tried to cultivate in his students, encouraging them to continually question their own findings – and, indeed, to question even the claims made by Vesalius himself. He urged them to always seek evidence to support their beliefs – and, as such, he could well be regarded as the world’s first true medical scientist.


Vesalius also made pioneering new discoveries that Galen had not even touched upon. He made the first comprehensive map of the human muscular system. He explained how the intricate structure of the stomach functions, and how it works in concert with the colon and other internal organs. And, although the details remained a mystery to him, he established the basic purpose of the nervous system (see Nervous system).



Fabric of the flesh



Vesalius turned the notes of his lectures on human anatomy at the University of Padua into a book, De Humani Corporis Fabrica (On the Fabric of the Human Body), published in 1543. It was an instant success. In addition to Vesalius’s lucid text, in which he described the results of his research, the book also stood out for its striking illustrations. These were not simple sketches by Vesalius himself, but detailed works of fine art, depicting semi-dissected corpses in almost rapturous poses.


The illustrations are thought to have been produced by students of the Italian painter Titian. From the level of detail, the artists must have been present at Vesalius’s dissections (rather than working from his notes). In fact, these artworks turned out to be so central to the book’s success that Vesalius later published a textually abridged version with greater emphasis on these stunning graphical elements.


Using the new communication tools of the Renaissance, such as printing and techniques for reproducing images, Fabrica was without doubt the greatest anatomy textbook that had ever been written. And so it would remain for hundreds of years, until 1858 when English surgeon Henry Gray published the first edition of Gray’s Anatomy – the standard student’s reference today.
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A ‘plastinated’ cadaver created by Gunther von Hagens. It is made by replacing water and fat in a corpse with a polymer compound that preserves the tissue. Muscle tissue is pink, while the ligaments and tendons are white. The blend of anatomy and art is reminiscent of Vesalius.
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Kepler’s laws
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Kepler’s laws describe the motion of the planets around the Sun and explain why the solar system’s outer planets, such as Saturn (pictured), take longer to complete each orbit than inner worlds, such as Earth. Saturn orbits only once every 29.5 years.





DEFINITION THREE MATHEMATICAL LAWS THAT DICTATE THE MOTION OF THE PLANETS AROUND THE SUN


DISCOVERY THE FIRST TWO LAWS WERE PUT FORWARD IN 1609, AND THE THIRD IN 1619 – ALL BY JOHANNES KEPLER


KEY BREAKTHROUGH KEPLER GAINED ACCESS TO ACCURATE DATA ON PLANETARY MOTION GATHERED BY TYCHO BRAHE


IMPORTANCE REPRESENTED THE BEGINNING OF ASTROPHYSICS – THE APPLICATION OF THE LAWS OF PHYSICS TO CELESTIAL OBJECTS


Kepler’s laws of planetary motion are three rules governing the behaviour of planets, and other bodies, in orbit around the Sun. Kepler formulated his laws entirely from observational data 80 years in advance of Newton’s law of universal gravitation, placing the heliocentric view of the solar system on a sound footing and transforming astronomy into an exact science.


Johannes Kepler was born in the German town of Weil der Stadt in 1571. He was a gifted child who showed strong mathematical aptitude from an early age. In 1589, he went to the University of Tübingen and it was there, in his mathematics classes, that he learned about the two opposing views of our solar system – the ancient Earth-centred Ptolemaic system and the radical new theory put forward by Copernicus (see Heliocentric solar system), in which the planets all orbit around the Sun.


Kepler was instantly drawn to the Copernican heliocentric view, and began applying his mathematical knowledge to come up with a rational theory describing it. His first attempt was to use geometry alone. He tried to explain the orbital distances of the planets in terms of regular polyhedral solids – cubes, tetrahedrons and so on – nestled inside one another.


In 1600, Kepler made the acquaintance of the Danish astronomer Tycho Brahe, now living in Prague, who had made probably the most accurate planetary observations of the time – logging in great detail how the planets changed their position from night to night. Brahe’s observations of the heavens were made using a device of his own construction, called the ‘mural quadrant’ – a giant 90-degree arc several metres in radius and graduated along its edge in sixtieths of a degree. By sighting the quadrant on the night sky, Brahe was able to make unprecedentedly accurate astronomical measurements. Brahe was impressed by Kepler’s mathematical ability and was so intrigued by his theoretical ideas about the workings of the solar system – in particular, the heliocentric theory – that he subsequently employed Kepler to analyze the data he had so painstakingly gathered. When Brahe died suddenly in 1601, Kepler was made his successor as mathematician to Emperor Rudolph II. Kepler then used his unrestrained access to Brahe’s data to refine his own theory of the Copernican solar system. By a laborious process of trial and error, he was able to formulate three key mathematical laws describing the motion of the planets.
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