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Foreword


“Dad, why is that thing hanging by its tail?”


“It’s hanging by its tail because that’s more convenient when you’re climbing trees and picking fruit.”


“Dad, why is it picking fruit?”


“Because fruit is what that monkey eats.”


“Dad, why do you call it a monkey?”


“Because it is a monkey. We call that kind of animal monkeys.”


“Dad, why do we call them monkeys?”


“Because that’s what we were taught when we were little: that they’re called monkeys.”


“Dad, is its name Monkey?” She turns to the monkey. “Monkey, hello Monkey.” No response from the monkey.


“Dad, why isn’t the monkey answering?”


“Because it doesn’t understand what you are saying.”


“Dad, why doesn’t it understand what I’m saying?”


“Because monkeys can’t talk.”


“Dad, why can’t monkeys talk?”


“Because animals can’t talk.”


“Only, Dad, yesterday you said people are a kind of animal. So how come people can talk?”


That’s when Dad gives up. You’d need an entire book to answer that question. That’s the book you’ve got in your hands right now.


*


Most children go through a period at some point about the age of four when they ask “why” about everything. They are not satisfied even when they get an answer and each answer just leads on to a new “why”. Eventually Dad gets tired of answering, and eventually the children get tired of asking because they never get a proper answer. In any case they usually stop asking fairly soon after they start school.


I never got tired. I continued to ask “why” and am still doing it today, just over fifty years later. A lot of that would have to do with the fact that my father never grew tired of answering and explaining. And I continued to ask him questions from time to time but nowadays I do most of my thinking about things no-one knows the answer to, and not even Dad would have. So I try and find out the answers myself.


The things I speculate about, the questions I ask, have frequently been about origins, about how the world works in the final analysis. I was fairly young when I started reading books about fossils and outer space, and I still have some of my favourite books from when I was five or six. I continued reading about evolution and cosmology and I must have been a fairly unbearable pupil at primary school – most of my teachers soon wearied of my questions, and I got bored of asking them. So I read up on the subjects instead.


Eventually this led to a brief first scientific career as a particle physicist. But soon after I finished my doctorate in 1990 on the production of lepton pairs in proton collisions in a particle accelerator in Switzerland, I discovered something that was more exciting than physics: language. Although I had not thought very much about language until that point, I decided to take an evening course in general linguistics, mostly for fun. It was on that course that I discovered how exciting the study of language could be and how many unanswered questions remained about how language worked. It was the origin of language, above all, that was still shrouded in darkness. This would eventually lead me to completely alter the course of my research work and resulted in this book.


Today we know a great deal more about the origin of language than we did then, even if many pieces of the puzzle are still missing. I hope in this book to be able to show the reader both how fascinating language is and how much detective work goes into finding all the pieces of that puzzle. While the pieces that frame the puzzle emerge, we will also get some idea of how many other pieces we have yet to put in place.









Introduction


What is it that makes us human beings? We like to think of ourselves as special, unique, unlike all the other animals. Even referring to us as “animals” can still cause offence to some people, but I am going to be doing that in this book if only because anything else would be absurd in biological terms. We are nevertheless extremely unusual animals, not least because of our extraordinary success and the impact we have had on our planet.


What, then, is the key to our success? What is it that makes us special? Over the years, scientists and philosophers have proposed long lists of the supposedly unique qualities of the human being, both in terms of the body and the soul. Possessing a soul is the kind of quality that is assumed to be uniquely human – if we do possess a soul, that is, and if other animals do not: two questions to which there are no clear answers.


Although we are a bit on the odd side when it comes to our bodies, we are not really radically different from the other apes. That did not stop thinkers in previous ages from attempting to discover bodily parts that are unique to us, although no idea of this kind has ever survived a more rigorous examination. So no, what may be unique to us is not located in the body.


Morality, courage, consciousness, intelligence, feelings, personality, empathy, love and piety are some of the mental qualities that have been considered uniquely human. None of them have ever really measured up. In order to maintain that something is uniquely human, we have first to be able to show that the quality is unambiguously present in humans and, second, that it is just as unambiguously absent in other animals. But these qualities are difficult to define and hard to measure in people, let alone in animals. There is still no definitive consensus among scientists about a concept as relatively robust as intelligence. Not to mention how we would be able to define and measure – and thus be able to exclude – courage in a blue whale or morality in a shrew.


All the same, it is hard for us not to feel that there is something in our heads that is different to the other animals, that our brains are in some way better equipped. But that is a feeling we should be suspicious of. We are very quick to use ourselves as measuring sticks and to consider ourselves the norm, and this can lead us to see anything different as inferior.


It is not just other animals we look down on. As soon as one group of humans meets another, they regard each other as lesser beings. Us against The Others is a particularly gratifying trope our minds are always far too ready to remind us of, as they have been doing from time immemorial. Two thousand years ago the Romans considered the Germanic barbarians to be beneath them, while the Germanic tribes no doubt considered the feeble Romans to be second-rate . . . and this is by no means the earliest example. Neandertals and early Homo sapiens probably considered each other to be inferior barbarians when the opportunity first arose around 100,000 years ago. And so it has gone on – right up to the present. Most of us – but far from everyone – have, however, begun to realise that the intuitive sense that The Other is inferior is just an illusion, a toxic chimera that undermines human relationships across borders.


Barbarians were called barbarians by the Romans – and before them by the Greeks – because the barbarians’ language did not sound to them like a real language in the Greco-Roman sense, but like an incomprehensible bar-bar-bar-bar instead. It was language that distinguished the civilised Us from the barbarian Others. The Romans and the Greeks saw their own languages as the norm, and so anyone who spoke differently was a barbarian. As far as they were concerned, language was the key to civilisation.


Language plays an important role in the Bible stories as well. It is used there, too, to distinguish Us from The Others. There is an account in Judges, chapter twelve, of the correct pronunciation of the word “shibboleth” being a matter of life and death – anyone mispronouncing it was executed.


The Bible also has a story about language being created specifically to separate human beings from one another. The starting point for the story of the Tower of Babel is that human beings had only one single language in the beginning and this common tongue was such a powerful tool it opened up vast opportunities for the human race: “If as one people all sharing a common language they have begun to do this, then nothing they plan to do will be beyond them . . .” (NET Bible, Genesis 11:6). But their God did not approve so he made sure of their subjugation by scattering them and giving them a wealth of different languages so they could not understand one another. A very efficient way of sowing discord in the world. This is the Biblical explanation of why there are so many languages.


Though the Bible has no explanation for why language exists in the first place. “In the beginning was the Word, and the Word was with God, and the Word was fully God.” (John 1:1). And one of Adam’s first tasks in the Garden of Eden was to name all the animals (Genesis 2:19), a linguistic task that assumes Adam already had a language. At this point in the story Adam could have been two days old at most, so presumably he was born with a ready-made language in his head (apart from the names of the animals, that is).


So language plays a key role in the Bible and is the first human quality to be highlighted, as in the case of Adam. It is the human being who names the animals, and not the animals that name the humans. And even today language is one of the very few attributes that clearly distinguish people from other animals. Language may be the key to what makes us human.


But to find an answer to the question why people have language, we will have to look elsewhere than the Bible. To understand the origins of language we have to understand what language is, its structure and nature, but we also need to achieve insight into the nature and evolutionary origins of the human being. We will have to gain an understanding of the way we think and how our brains work. In order to answer the question it is necessary to consider the scientific evidence from a wide range of different fields, not just linguistics but evolutionary biology as well as paleoanthropology, archaeology, primatology, genetics, anatomy, ethology, neuroscience, cognitive science, psychology and social anthropology, just to name the most important ones. This makes it rather hard to gain an overall understanding of the issue, not least for the person who is a specialist in just one of these scientific fields and unfamiliar with the others. This book cannot delve deeply into all of them, but we will have occasion to dip into a number of different subject areas at least, though inevitably these will only be dips. I have been obliged to simplify matters both to keep the scale of the book within reasonable bounds and so that the core of the argument does not get lost amidst a wealth of detail. In most instances I have been fully aware of the complexities and shades of meaning involved. I have chosen nonetheless to try to provide an overall view of the state of research that captures enough of the heart of the matter without making it more complex than is absolutely essential.


*


The nature of language has been a central issue in philosophy for as far back as we can trace the history of the subject. In the fourth century BCE the great Greek philosopher Aristotle foregrounded language as a key dividing line between humans and animals. A generation later Epicurus would set out the oldest known theory on the origin of language. Language began, in his view, because people had innate reactions to things they experienced; a particular experience would make them utter a particular sound, generating different sounds for different experiences. This range of innate sounds for various experiences became the nucleus from which language then developed. He fails to mention where those innate reactions came from, however.


Two thousand years later, several of the philosophers of the Enlightenment would express renewed interest in how language arose. In 1710, Gottfried Wilhelm Leibniz, better known for his mathematical discoveries, published his ideas on language in which he attempted to locate its origin in the onomatopoeic words – such as “miaow” and “cuckoo” – a number of which still form part of our vocabulary.


In 1746, the French philosopher Étienne Bonnot de Condillac discussed the origins of language in his Essai sur l’origine des connaissances humaines, in which he speculated on the possibility that its roots lay in gestures and mime that had then been refined into a form of sign language. By 1765 the Scots philosopher Thomas Reid was expressing similar ideas; it remains unclear whether he came up with them himself or had been influenced by the somewhat older Condillac. Reid would speculate on the links between language and art as well.


The Swiss political philosopher Jean-Jacques Rousseau, famous for the idea of the noble savage, also entered the debate, in a polemic with his almost exact contemporary Condillac. Rousseau imagined an original stage in which the noble savage used both gestures and cries to communicate. The gestures were supposed to express needs while the cries expressed feelings. Rituals and song would then have played a vital role in developing these gestures and cries into a real language.


Yet another contemporary thinker was the Scot James Burnett, Lord Monboddo, who unlike the gentlemen referred to above (ladies being, sadly, conspicuous by their absence) was not simply a general philosopher who happened to speculate about language on the side. Monboddo was one of the first philosophers who can really be called a linguist and he helped lay the foundations of modern comparative and historical linguistics.


While Monboddo was giving thought to the history of the various human languages, it seemed obvious to think about the very first beginnings of language as well. He placed the emphasis on the social functions of language and considered imitation to be a crucial skill. Interestingly, Monboddo got the inspiration for many of his ideas from observing the way orang-utans communicate in captivity. This was decades before Darwin was born, and so the notion of seeking an evolutionary origin for language, or that that evolutionary origin would have anything to do with apes, would have been far from obvious. Monboddo, however, engaged with several evolutionary ideas, although none would be fully developed in his work.


The next eighteenth-century thinker to tackle the origin of language was Johann Gottfried Herder, who would have to be called a German even though Germany did not exist at the time and his birthplace, Morąg, currently forms part of Poland. He was a friend of Goethe’s and contributed to the development of German nationalism and a pride in all things Germanic with what are to us familiar consequences. Herder himself was, however, politically radical and a supporter of the French Revolution.


Although Herder was most influential as a literary scholar, in 1772 he would also publish an entire book devoted to the origin of language: Abhandlung über den Ursprung der Sprache. In this work he discusses what he calls “natural languages”, all the various sounds that animals and humans use to express their feelings – cries of pain, pleasure and so on. His aim was not, however, to look for the roots of human language in this natural language, but to try to discover instead what it is that distinguishes Man from the animals and could explain why we have real languages while animals only have the natural language of their emotions.


Herder’s solution to the problem is an interesting one which has parallels with modern theories of human evolution. He considers other animals to be specialised to a considerable degree; they have instincts for finding their food in a particular and restricted way and possess the sounds they need for their specific way of subsisting. The human being, on the other hand, is a generalist and is not subject to the same limitations, nor a slave to his or her instincts, but capable of using reason to discuss new situations and come up with new solutions. It is here, according to Herder, that we find the key to language: in our need to communicate beyond the boundaries of what is instinctively given. Reason also means that we can take a step backwards and reflect on a situation; we are not immediately forced to do what instinct commands but can think about what confronts us and create words for new experiences. Herder does appear, however, to assume that people possess one instinct at least, an instinct to give things names, an innate drive to find words for everything.


Although the philosophers of the Enlightenment gave a lot of thought to the origin of language, their ideas are for the most part pure speculation, imaginative scenarios about how language could have arisen that lack a firm grounding in any more profound knowledge about the way language works or how humans came into being. This is hardly surprising when you consider that almost nothing was known about these issues in the eighteenth century. As a result, if your aim was to write about the origin of language, all you could really do was speculate.


In the nineteenth century, linguistics – the study of language – developed into a scientific field of its own in tandem with very different requirements as to evidence and rigour. Unsupported speculation was no longer welcome. The origin of language therefore fell into disrepute as an area of research and was even banned by the Linguistic Society of Paris in 1866. To all intents and purposes the subject would remain taboo for more than a century, during which time no ideas of any serious merit about how language arose would be put forward. And yet, during that same period, enormous progress was also being made in terms of our knowledge about human beings, language and evolution, which should have provided a more solid foundation for tackling the origin of language. But it would be a long time before research into the origin of language was considered acceptable and could resume.


Even though the occasional attempt to broach the issue would be made from the 1960s onwards by researchers such as Eric Lenneberg and Derek Bickerton,1 it was only in the 1990s that research into this field really took off.


Two key figures in this relaunch of the origin of language as the subject of scientific enquiry were Steven Pinker and Jim Hurford, although both would play entirely different roles. Pinker is a professor of psychology at Harvard, and in 1990, together with Paul Bloom, he published an article on the evolution of language that attracted a great deal of attention from researchers.2 The same article was turned into a popular science book, The Language Instinct (1994), which became a best-seller. It was this book that also got me thinking about the origin of language – even though I did not agree with Pinker’s conclusions.


Pinker is a polymath who ranges over a broad academic terrain; he has also published books on heredity and the environment, on cognition, and on war and peace. Because he does not linger in one field, he remained an important source of inspiration for research into the origin of language rather than an active leader.


The role of leader was assumed instead by Jim Hurford, Professor of Linguistics at Edinburgh University, who, beginning in 1990, established a dedicated research group and research institute in Edinburgh and set up a series of international scientific conferences on the origin of language. These Evolang-conferences, as they are called (Evolution of Language International Conferences), became the arena in which researchers from all over the world with an interest in the origin of language would meet to exchange ideas and continue to build on one another’s work, which is crucial to establishing a new field of scientific research. The conferences are still arranged every other year, and I last attended in 2018, in Toruń in Poland.


The new wave of research initiated by Jim Hurford and others in 1990 brought together a miscellaneous team of scientists from various fields who shared a common interest in the evolution of language. During the almost thirty years that have passed since, we have exchanged ideas, carried out experiments, compiled research findings, run computer simulations and in these and other ways attempted to acquire the knowledge that is essential if we are to be able to make statements about the origin of language that are more than pure speculation, and so get around the ban imposed in 1866.


This book is based on the findings of this research journey, and my goal has been to provide an overall picture of where we are today, how we conceived of our work and what we know and do not know about the origin of language. There are many strands of thought from many academic fields that need to be woven together in the course of this journey. On occasion we may have to untangle some of those different threads and it may take a while before it becomes obvious what they have to do with language. This will not be a straightforward linear journey, but something more like a tapestry in which a pattern will gradually emerge. I have not included midwives, robots, squid or the left-handed for fun, but because they actually do have something to tell us about the origin of language. In the end it will all come together.









Part One


On Language









Human Language


My youngest daughter Aina is sitting on my lap as I write this. She is six months old, happy, and curious about everything; it’s hard to keep her hands away from the keyboard. She keeps making noises. She laughs, she cries, she gurgles and she babbles. She can communicate clearly: she had no difficulty letting me know she wanted to be lifted off her blanket on the floor a little while ago. But she did this without language. She cannot talk yet; those sounds she makes do not constitute a language. She will no doubt be able to say “Daddy” to me in a few months, but not yet.


At what point can we say that a child has begun to use language? Every parent knows that learning to speak is a long process for a child; it takes several years from that first babbling da da da until children can express themselves fluently in complete sentences in their mother tongue. The child gradually develops from a language-less baby to a language-equipped three-year-old who never stops talking. Children usually start by babbling, practising speech sounds, when they are more or less the same age as Aina. The first recognisable words tend to appear around their first birthday, and by the second they start putting together words into simple phrases. Grammar – in the more adult sense of complete sentences – gets going at about three years old. The exact ages can vary enormously from one child to another, but most children go through more or less the same stages in roughly the same order although at different rates.


Whether the child is learning one or more languages seems to have little impact on the process, nor does it make much difference whether the language is signed or spoken. Children are good at learning languages, irrespective of the particular form and circumstances as long as they grow up surrounded by language. They are remarkably good at learning languages compared with how much effort and conscious practice is required for many other skills, such as mathematics or music, which are actually no more complicated than language.


Nevertheless, it still takes a couple of years for children to acquire language. At what point during this process can we call what children are doing language? The first time the child utters sounds? Hardly; the cries of the newborn in the maternity ward are not language in any meaningful sense. The first time the child achieves a complete and grammatically correct sentence? Hardly that either; children can speak at full throttle long before their grammar is up and working. It would have to be somewhere along the journey between those points. But establishing a definitive moment that we can point to is difficult. I will not be able to write in my diary in a few months: “Today Aina started using language.” I may be able to write: “Today Aina said Daddy for the first time.” But if we are going to call the first word she uses language, we would have to be agreed that it is the production of words that defines language, and that is by no means obvious.


We face the same problem when talking about the origin of language in ancient times. We descend from ape-like ancestors, and over the course of several million years our branch of the family tree has gradually evolved into the human beings we are today. Those apes in our lineage were no more capable of language than chimps or baboons are today; we, on the other hand, can talk. Somewhere along that evolutionary journey language must have arisen.


We cannot draw an absolutely clear dividing line between the apes and humans among our ancestors. An increasing number of human characteristics and behaviours gradually emerge with the passage of millions of years. Perhaps the same is true of language. Perhaps there never was a single ape-man who could be called the first speaker, in just the same way that no one day will be the first day my daughter speaks. Or it may be purely a matter of definition as to who was the first person ever to speak.


It is possible, in principle, that language suddenly appeared fully formed during human evolution without any gradual or intermediate forms. That notion, a linguistic Big Bang, has been championed by linguists such as Noam Chomsky. But it is extremely improbable, biologically speaking, that such a complex characteristic as our capacity for speech just popped up out of nowhere. It is more likely that language evolved in several stages in the same way, for instance, as our large brains did or our tool-making ability. This may have been a process similar to the one children go through, or the process may have been entirely different and involved intermediate forms. But some form of evolution must have occurred on the journey from non-speaking ape to speaking humans. At some point there must have been linguistic precursors, simpler forms of language. There must also have been a protolanguage, the first one that could be called a language.


In that case, what was it that evolved? Language, of course, but what more concretely? There are several aspects of language that are important to distinguish here. The sounds transmitted through the air when someone speaks are the only aspect of language that is directly observable. But that is not its most interesting dimension. There are at least two more important aspects. One is the language faculty to be found in our brains which means that we can use and understand language. The other is language as a social system: the system that allows people to reach agreement on what means what so that we are able understand one another.


Noam Chomsky regards the language faculty in our brains as the most important aspect and the one that has to be explained by linguistics. This turns the origin of language into a purely biological issue: How did our brains evolve to contain a language module? Many other scientists doing research into the origin of language consider the social system of language to be more interesting. From that perspective the key question instead is how the social interactions of human beings evolved in such a way that our shared system of communication became a language.


People differ from other apes both biologically and socially. A young chimp lacks a biological language faculty and can never really learn to use language even when it is brought up in a human social environment. But a human child that is forced to grow up without human social contact and communication does not learn to use language either. Meeting both the biological and social requirements is essential to language. And so both the biological and social changes that underpin language need to be taken into account in the search for its origin.


The human voice and capacity to utter sounds are an obvious biological adaptation to spoken language. Chimps can, of course, make sounds, and very loud ones at that, but they are incapable of articulating the wide range of speech sounds in rapid sequence that characterises human language. This was long thought to be a consequence of a number of differences between humans and other apes in relation to the gullet, the mouth and the tongue that provide us with a capacity to produce greater variation in the production of sounds. But it is actually more to do with differences in our brains and in the connections between the brain and the organs of speech.


The nature of the other factors that make up the biological dimension of our language faculty is a controversial issue among linguists. Do we possess an innate “language instinct” and, if so, what does it consist of? This is a key question in relation to the origin of language.


THE CONCEPTS OF LANGUAGE


We need to have terms for the various constituent parts of language if we are going to look at its origin. Linguists have developed a conceptual framework to do just that, and this section explains the concepts that will be used in this book. Readers who are already familiar with the terminology can skip to the next section.


The structure of language can be analysed on a number of different levels. I choose to begin with the word, since this is a concept most people are familiar with and its meaning in linguistics is very like the everyday meaning of the term. If “word” is to be defined: it refers to the smallest linguistic unit that can stand, and be pronounced, on its own. Words, however, can seem very different in different languages, and it is far from simple to arrive at a strict definition that will serve in every context. But “word” in its everyday sense will do for now.


There are various kinds of words, various parts of speech. The most important of these are:




Nouns. Words for things, both concrete and abstract. Examples: word, book, language, person, universe, idea.


Pronouns. Short simple words that replace nouns, that take the place of a noun in a sentence, either because it remains undecided which noun it should be (someone) or just to save time and effort (she).


Verbs. Words for actions, events, states and processes. Examples: run, read, happen, smell, wipe, exist, disappear.


Prepositions. Words that typically tell us where something happens, sometimes literally and sometimes figuratively. Examples: to, on, in, over, from, for. “Lisa drove to town on Wednesday and bought cakes for Peter.”


Conjunctions. Words that join together two parts of a statement. There are coordinating conjunctions and subordinating conjunctions (nowadays sometimes referred to as subjunctions). The coordinating conjunctions join together two parts of the sentence that are of the same kind on equal terms, so that they are arranged side by side or juxtaposed. Examples: and, but, or. The subordinating kind do what their name suggests: they turn part of a sentence into an appendix to another part. Examples; that, if, since, although.


Adjectives. Words that designate the characteristics or qualities of something. Examples: red, fine, happy, abstract.


Adverbs. Words that designate the characteristics of things other than nouns. This is a rather sprawling classification that contains words that do not share a great deal in common. Examples: quickly, recently, rather, badly, not.





The parts of speech can take different forms in different languages, and it is common for one or more parts of speech to be missing. That does not mean that languages that lack adjectives, say, cannot express characteristics, but they do so in a slightly different way and not by using a separate part of speech.


Going down another level, there is a meaningful unit that is smaller than a word: that is the morpheme. Sometimes a word consists of several components that help to make up the meaning of the word. A morpheme is the smallest meaningful unit, the smallest unit that can be usefully said to convey any meaning. A word like “speech” consists of a single morpheme; there is no part of the word that conveys anything by itself. In contrast a compound word such as “speechlessness” consists of several morphemes: speech-less-ness in which each separate unit conveys its share of the meaning of the word as a whole. The core of the word is “speech” again, to which the morpheme “-less” is added to indicate an absence and finally the morpheme “-ness” tells us the word is an abstract noun.


By definition a morpheme cannot be subdivided further in terms of meaning. On the other hand it can be divided into syllables, and then into sounds. In sign language the morpheme can be divided in the same way but using gestures instead of sounds; for the sake of simplicity, however, let us stick to spoken language here. In principle a syllable always contains a vowel or a vowel-like sound at its centre. Around the vowel there are a varying number of consonants. Vowels are those speech-sounds that are pronounced with an unobstructed flow of air through the mouth – a, e, i – whereas consonants are formed by cutting off or compressing the flow of air in various ways – p, f, g, s.


Every language uses a particular set of speech sounds, with different sets being used by different languages. Almost all sounds are vowels or consonants, but some languages also use clicks and other noises. A good many languages also distinguish different tones; what we might think is the same vowel can sound like very different sounds to the speakers of those languages, depending on whether it is pronounced with a high or low tone, or in some other tonal variant.


The number of sounds in a particular language can vary from a dozen to over one hundred. English has around forty-four sounds whereas Swedish has thirty-five or so, depending in both cases on dialect, and even the lower figure is rather more than the average. English does not use tones to distinguish meaning, whereas Swedish uses tones to distinguish words but not individual sounds.


The sounds of speech can be described on two different levels, both as phonemes and as the sounds that are actually uttered. A phoneme is the smallest unit of sound that can distinguish one meaning from another, or one word from another. It is a common feature of language that what we experience as the same sounds are actually pronounced in various different ways depending on context. These variants are the same phoneme even though they sound slightly different. Even though the sounds represented by the p in “pin” and the p in “spin” are pronounced slightly differently, we interpret both variants as though they were the same p sound, they belong to the same phoneme.


Speech sounds can be broken down further in purely acoustic terms on the basis of which tones they contain and in terms of how and where they are produced in the human vocal tract. But we can get by without any of that for the moment.


If we go up a level from the word instead, words can be put together in phrases, clauses and sentences. Anyone who has learned to write knows what a sentence is: a row of words that when written starts with a capital letter and ends with a full stop (or, on occasion with some other punctuation mark). In linguistic terms a sentence is the smallest unit that is grammatically complete and that does not leave any loose grammatical threads hanging. An utterance will frequently consist of several sentences that are connected in terms of meaning although the sentences are grammatically separate.


This leads us on to the nature of grammar. Grammar is the set of rules that determine how words can be assembled into larger units, as well as the rules for how words can be composed from morphemes, and how words may be inflected depending on the grammatical context.


Grammar is sometimes subdivided into syntax and morphology. Here, syntax has to do with how words are combined into sentences, while morphology deals with the form and structure of individual words and includes endings and so on. This division works well in English and Swedish but is not valid for all languages.


Going back to phrases, clauses and sentences, a sentence may consist of a number of clauses. Each clause basically describes something that is happening, with a verb that indicates what is occurring and one or more nouns around it that tell us who or what is involved in the event. “Lisa is driving the car” is a clause that can also be a complete sentence, consisting of just the one clause. But you could also expand it with another clause. “Lisa is driving the car that Peter bought yesterday.” The second clause: “that Peter bought yesterday” is subordinate to the first and cannot stand as a sentence on its own. In principle an infinite number of clauses can be added on in the same sentence.


Phrases, finally, are units that the rules of grammar treat as though they were a single word. If we write “Lisa is driving the little green car with patches of rust on the bonnet”, “the little green car with patches of rust on the bonnet” is a phrase which functions grammatically as though it were a single noun – a noun phrase. In the sentence “Lisa would have preferred to fly”, “would have preferred to fly” is a phrase that functions grammatically just like a single verb – a verb phrase.


This is as far as we can go with an analysis of the formal structure of language without taking into account what is actually being said and what it means, or being concerned with the way language is actually used between people. It is possible to invent formally and grammatically correct sentences that are entirely meaningless and that would never occur to anyone to use. Noam Chomsky employed an example that has become so famous it has a Wikipedia article of its own: Colorless green ideas sleep furiously. This sentence is both perfectly correct in terms of English grammar and complete nonsense, which is Chomsky’s point – in his theory of language, grammar is entirely autonomous and completely independent of the meaning of what is said.


But it isn’t quite that simple. Meaning occasionally has a bearing on grammar. In Swedish, as in numerous other languages, nouns have grammatical gender, marked by using en or ett as an article before a noun, with den or det as the corresponding pronouns. In Swedish, just as in English, however, the choice of pronoun is different when the pronoun refers to a human being: whether you use “he” or “she” as the pronoun for a secretary depends on the actual gender of the secretary in question, not on the grammatical gender of the word “secretary”.


Marginal effects on grammar of this kind aside, the point of language is, after all, that what we say actually means something and that it contains a message that the listener can both comprehend and interpret. The branch of linguistics that deals with the meaning of language is called semantics.


Two further branches of linguistics are worth mentioning here:




• Prosody, which deals with pronunciation at a level above the individual speech sounds, and thus with intonation: how we use variations in pitch across an entire utterance to communicate a message on a level that goes over and above the formal content of language. You can say “You’re coming tomorrow” either as a statement, as a command or as a question, and what distinguishes the pronunciation of the question from the statement is prosody.


• Pragmatics, which deals with what is appropriate to say and when. What greeting should I use when I ring someone up? Should I use the same phrase to my boss as to my mother? Should a remake of the movie version of The Adventures of Tom Sawyer use the words for African Americans and Native Americans that Twain employs in his original novel? These are issues of pragmatics.





THE DIVERSITY OF LANGUAGES


There is an extraordinary diversity of human languages, with thousands existing around the world. The question “How many languages are there?” has no exact answer, and very definitely no answer that everyone is agreed on. There is no clear dividing line between what is a language in its own right and what is just a dialect of another language. What are regarded as separate languages is more a question of politics than a linguistic matter. In purely linguistic terms there are far greater differences between different dialects of Chinese than between the Scandinavian languages, and linguists normally treat a number of Chinese “dialects” as separate languages. How linguistic boundaries should be drawn is a controversial matter within Sweden as well. It is by no means self-evident whether Elfdalian (älvdalska) should be seen as a dialect of Swedish or as a language of its own; as a Swede from the south of the country who moved north to Dalecarlia, I find Elfdalian harder to understand than Danish, even though I live in the province where it is spoken. On the western bank (the Swedish side) of the Torne, what they speak in the river valley is regarded as a language in its own right – Meänkieli – while on the eastern bank it is seen as a dialect of Finnish.


Not all linguistic variation is geographically determined. In the place where I grew up I find it easy to hear differences in the speech of different social classes, and I can even hear whether the person speaking grew up in the town or the country. In Stockholm, the linguistic distance between the upper-class suburb of Lidingö and the immigrant neighbourhood of Rinkeby is considerably greater than the few minutes it takes to travel by underground between the two.


An old joke often gets trotted out when linguists are asked to define what a language is: “a language is a dialect with an army”. That joke is no longer quite so funny; the issue has become a matter of life and death rather too often, as in Yugoslavia, for instance, when the country disintegrated in the 1990s. For as long as the country was unified, the Yugoslavs spoke different dialects of Serbo-Croat. But one by one these dialects acquired armies of their own, a devastating civil war ensued, and Serbo-Croat has now split into at least four separate languages. And all of this took place without any change at all in the way people actually spoke – the formation of the languages was a purely political process.


If one is forced to try and come up with a linguistic definition of the difference between a dialect and a language, then it would have to do with mutual understanding. If two people can understand one another without further ado when talking, they are speaking the same language, and otherwise they are not. However, that definition fails to provide any clear-cut boundaries between languages and will by no means always correspond with what are officially defined as languages. Frequently there will be a continuum of dialects across national borders, with people in one village invariably understanding the dialect spoken in a neighbouring one irrespective of any borders that may separate them, whereas people in villages that are further apart will find it more difficult to understand each other’s dialects. An interconnected chain of mutually comprehensible neighbouring dialects of this kind can be drawn all the way from Portugal through Spain via Catalonia and across France to Italy. In this sense Portuguese, Spanish, Catalan, French and Italian could be considered to form a single language even though the Italians and the Portuguese cannot understand one another. And although a Sicilian and a Parisian cannot communicate, people in Nice and Ventimiglia manage to do so pretty well. So how are we to count the number of languages in this region?


However they are counted, there is a vast array of languages in existence. Using a restrictive definition that lumps dialects together might produce only 4,000 languages, whereas a more generous one would result in twice as many. Ethnologue,3 a catalogue of languages that is frequently cited, lists 7,000 languages, and that figure is as good as any.


All these languages differ widely in terms of vocabulary and grammar. It is mainly the grammar that can differ more radically than many people would suppose. All the European languages we tend to learn at school – French, German, Spanish and so on – are rather closely related and have the same underlying structure, their grammars go about things in much the same way although the details may differ quite a bit. They have verbs and nouns that function in more or less similar fashion: the verbs are inflected with endings to show their tense and the nouns have endings to show that they are plural. Word order (and to some degree case endings and other forms of inflection) is used to show who is doing what with whom in a sentence.


These may seem like obvious points to someone who is only familiar with European languages, but languages from other families can operate in completely different ways. Some languages have no endings at all, no tenses of the verb and no plural form for nouns but make use of other tools to show when something is happening and how many things it is happening to. While yet others can form entire sentences and not just alter the tense but also who is doing what to whom and in what way by adding different suffixes to verbs – a single long word may correspond to an entire sentence in French or German, say. Other languages again have words that basically consist of just a few consonants. To achieve what Swedish or English do with various endings, different vowels are inserted at various points between these consonants. There is an almost infinite amount of variation among the world’s thousands of different languages.


Why are there so many languages? The nature of the human faculty for language must be such that it has the capacity to handle many different kinds of language. And what does all this diversity tell us about its origin? The evolution of language must have been such that it led naturally to a versatile and flexible linguistic faculty, which then led naturally to the development of languages – in the plural.


THE FEATURES OF LANGUAGE


A hotly debated topic among linguists is what characteristics all these 7,000 languages have in common and what the constraints are that define those characteristics. Can a language take on any guise at all or are there fundamental features that characterise every language?


In the 1960s, the linguist Charles Hockett published a list of the “design features” he regarded as characteristic of human languages, and that could be used to define what a language is. Hockett’s list was published in several different versions that contained up to sixteen different features and was very influential in its time. Below is the most frequently used version of the list, with thirteen features (in my wording):




1Vocal-auditory. Communication occurs by means of voice and hearing.


2Undirected. Transmission is undirected (anyone in the vicinity can hear) although reception is directed (the listener can identify the person speaking.)


3Transitory. The sound immediately disappears, unlike scent trails, for instance.


4Bidirectional. Anything that can be heard can be said – unlike a peahen, for instance, which cannot “say” the message she receives from a peacock when displaying his fan.


5Monitorable. Speakers can perceive their own signals (hear their own voices) unlike deer, for example, which emit warning signals by showing their white rumps to other members of the herd. They cannot see their own hindquarters.


6Intentional. Communication is deliberate, unlike laughter and tears, or the backside of the deer I just mentioned for that matter.


7Semantic. Each signal is linked specifically to a particular meaning.


8Arbitrary. There is no particular pattern to which signals are linked to which meanings.


9Composite. Language is built up of components that are perceived as discrete elements. There are two levels of composition in language from speech sounds to words and from words to sentences.


10Displaced. Communication can be about things that are not present at this time.


11Learnable. Language can be learned and passed on as a tradition within the group. Children learn languages from adults. Adults can also learn new languages from other adults.


12Unreliable. You can lie using language.


13Reflexive. Language can be used to communicate about language.





Hockett maintained that even if many individual features in the list could be found in the communication systems of different animals, only human language shared all of them.


The list has its weaknesses, however. Even the very first point is incorrect: sign languages are human languages that are not transmitted by the voice and hearing. And not every use of language is transitory: written language can last for millennia. All the first five features treat spoken language as the given and ignore the other forms of language that humans use. These features cannot therefore be considered as universal characteristics of language – it is entirely possible to think of languages that fail to demonstrate all five.


More generally, Hockett has been criticised because his list focuses on the superficial features of language and not on the more profound aspects of its content and structure, nor on the way language is processed in our brains. Several of the features in Hockett’s list can be explained as superficial consequences of more fundamental properties of language.


The almost boundless expressiveness of language, its capacity to express an infinite multitude of different messages, is one such fundamental aspect – language is free to expand by including new words and putting those words into new sentences without ever encountering any limitation other than the purely practical. Several of Hockett’s features are quite simply the inevitable consequences of this expressiveness. A language that was not semantic (Hockett 7) – with specific meanings tied to linguistic signals – would not be capable of expressing many messages at all. A language that was not arbitrary (Hockett 8) – in which there was a direct and self-evident connection between each signal and what it signifies – would have difficulty expressing any significant proportion of what human languages can and do convey. It would be restricted to signals that directly resemble what they signify and limited in consequence to messages that could be expressed by signals that resemble the message in question. There are “languages” which possess elements of this kind of non-arbitrary signal. Many road signs for instance have a meaningful link to what they signify – a sign that warns road users about elks will show a picture of an elk, a sign that tells you to turn right will show an arrow pointing right and so on. But not even a “language” as limited as that of road signs can manage without arbitrary conventions. In Europe triangular signs warn of danger while circular signs indicate what road users may or may not do, but that is not the case in the United States. The connection between form and meaning here is entirely arbitrary. Ordinary human language possesses a tiny minority of words that are iconic: that are like what they signify. These are most often words for various sounds: “miaow”, “bang” and so on. Sign languages may possess quite a large proportion of words like this because there are many more concepts that can be imitated with a gesture rather than a word. But sign languages, too, consist for the most part of arbitrary conventions.


A language that was not composite and made up of discrete units (Hockett 9) could never be as expressive as real human languages. Without the combinatory arrangements of sounds into words, each word in a spoken language would have to be a sound of its own and the human throat is not capable of producing the tens of thousands of different and distinct sounds that would be necessary. Without the capacity to combine words into sentences we would have needed as many words as there are messages to be expressed, and we have neither the time to learn the millions of different words that would be required nor the memory capacity to remember them.


A language that could not be learned (Hockett 11) would have to be passed on between the generations in some other way than by children learning it. Although it is common for fairly complex behaviours to be innate in animals, these are passed on genetically between generations and not by learning. There are limits to how much complexity can be stored by biological evolution in the genes, however, and human language with all its words and grammatical ingenuities is many orders of magnitude beyond those limits. The same limitation can be observed in birds: in species that produce simple sounds, these sounds are often innate, whereas the song of songbirds that produce more complex sounds is not innate but has to be passed on, with a new generation learning it from the previous one. Instead of an innate song, the nightingale possesses an inborn ability – and drive – to learn the complex songs of its species.


A language that possesses the infinite expressive possibilities of human language, can, of course, use that same flexibility to discuss itself. Hockett 13 does not therefore qualify to be on the list as a distinctive feature either.


*




Two bonobos – dwarf chimpanzees – are mating behind a bush in the jungle on the south bank of the Congo river. The coupling animals are a male and female, not something that can be taken for granted among bonobos – what humans refer to as bisexuality is the norm among this species. The female utters loud screams during the act; it sounds as though she is enjoying what the alpha male is up to. The noise has attracted the attention of other members of the troop, which is the point – the female is keen for them to know who she is mating with. But they fail to notice that the alpha female in the troop is having a bit of fun with a young female behind another bush at the same time, because she is keeping quiet. Sex with a low status partner is not something to yell about.4





*


These mating cries do not resemble language in themselves – what they call to mind instead is the sounds humans make in the corresponding situation – but they share Hockett 12 with language in that they are being employed both flexibly and tactically. Bonobos can use their cries – or their silence – to “lie”, and not many animals can do that. Or, to be more precise, there are very few animals that show signs of deliberately lying, who can choose to lie, that is. In fact, lies in the form of false messages are far from rare in the animal kingdom. The striped abdomen of the wasp signals a genuine warning – you need to keep clear – but the abdomen of a hoverfly, which is similarly striped, is broadcasting a false note of caution because hoverflies are quite harmless. In a sense the hoverfly is using its colours to “lie”, but it cannot choose to do so. The hoverfly shows the deceptive colours evolution has provided it with, whether it wants them or not, and is presumably blissfully ignorant of the fact that it is sailing under a false flag.


We need to devote some space to lying at this point because the ability to lie is actually a crucial feature of language and one we need to pay special attention to in relation to the evolution of the human faculty for language.




What was the first practical use Man made of [speech]? Remember he was, by that time, past-master in all arts of camouflage known to the beasts. [. . .] In short he could act any kind of lie then extant. I submit, therefore, that the first use Man made of his new power of expression was to tell a lie – a frigid and calculated lie.5





Animals can communicate in many different ways, but in most cases their communications are honest – not because other animals are that much more honest than we are but because animal signals have most frequently evolved in such a way that they are impossible to lie with. Elk bulls transmit a message via their antlers; one with twelve points “is saying” with its headgear: Look how big and strong I am since I can wear a crown this large, if you are a female I will be a great dad for your calves, if you are a male there’s no point you trying to fight me because you’re bound to lose. Elks cannot lie with their antlers for the simple reason that an elk that is not actually big and strong will be incapable of developing and wearing tines that are that large. The lie would give itself away. The same applies to the calls of the blackcock or the song of the nightingale – singing and calling for hours is hard work and a male has to be in peak form to be able to do it.


So wouldn’t all animals be able to save a lot of energy if they evolved signals that were less costly instead? Well, yes, they would – but no-one would take the “cheap” signals seriously. Let’s say that elks evolve a cheap signal to demonstrate their strength: instead of a heavy and impractical set of antlers with a great many tines, they show a number of patches on their breast with as many spots as they would have had antler points. The patches would cost almost nothing to possess. And they’d be so much more practical! And so it would prove for a short while . . . until evolution started helping a weak little elk bull by giving him a lot more patches than he actually merits. Younger elk bulls give way to the little fellow and the females let him have his way . . . and the genes for possessing an entirely undeserved number of patches spread rapidly through the elk population. Soon, within a few generations, all elk bulls have got a huge number of patches, and the same spots have become entirely meaningless as a sign of strength. They all stop bothering about the patches and pit their strength against one another the hard way instead. Costly signals that cannot be used to mislead provide the only stable evolutionary route for elks.


But human language does not work that way. Talk is cheap and we lie at will – and yet human communication does not fall apart as it would in the case of the spotted elks. We listen to one another and trust each other, more or less, even though lying is so easy. Human language is an evolutionary paradox in this regard and one that demands an extraordinary explanation. However language evolved, it did not do so the way elk antlers or birdsong or the communication systems of most animals have done.


Hockett 12, which relates to the unreliability of language, therefore stands the test as a key feature of language. This is closely connected to the fact that language is cheap to use. Human language with all its potential for lying could not have evolved until we trusted one another sufficiently.


Hockett 6, which tells us that language is used intentionally, and Hockett 10 that language can handle matters other than the here and now are two further features that pass muster and require explanation. There is no need for a more profound explanation directly connected with language when it comes to Hockett 6, as a lot of primate communication also appears to be intentional. The difficulty here lies rather in explaining where intentions come from, but that would require a book of its own.


The fact that language is not limited to the here and now is an important point. This can be stated in more general terms as language being characterised by what is known as triadic (three-sided) communication. The communications of animals are mostly dyadic (two-sided), they involve only the “speaker” and the “listener” and do not refer to any third party or to anything outside those immediately involved. Human triadic communication on the other hand almost always involves something more than the speaker and the listener: most sentences in language refer to a third party, someone or something else separate from the individuals who are directly engaged in the conversation. We are conspicuously fond of talking about people who are absent, which is something animals do extremely rarely.


There are isolated examples of triadic communication among animals. Warning cries may be the clearest example – a “speaker” utters a cry when danger approaches. And a “listener” comprehends that the cry refers to the approaching danger. Here, the danger serves as the third party that makes the communication triadic. But this is the exception, and the absolute freedom to refer to anything at all that human language enjoys is entirely absent among other animals.


The speaker and the listener are always here and now, and for that reason dyadic communication is restricted to the present time and current place. The capacity to communicate triadically is therefore a prerequisite for being able to talk about that which is not here and now.


UNIVERSALS


The features Hockett included in his list were all rather abstract and general. The extent to which any more specific features exist that all languages share – linguistic universals – is a hotly debated topic among language specialists. Many universals have been proposed by various researchers, but when a broader and more diverse range of languages has been examined exceptions have been found to almost all of them. Here are a couple of examples:




•All languages were thought to possess both consonants and vowels. Exception: Sign language. Although when it comes to spoken languages it does appear to be true that all of them distinguish between consonants and vowels.


•All languages were thought to be able to begin a syllable with a consonant. Exception: in addition to sign language, the syllables of the Australian Aboriginal language Arrernte never begin with a consonant.


•All languages were believed to possess a structure of main clauses to which subordinate clauses can be added along with sub-subordinate clauses and so on in many layers. “This book is written by a writer who lives in Falun, which is a town in Dalecarlia, which is a province in Sweden, which is a country in Europe, which . . .” Exception: the Brazilian language Pirahã, perhaps, which lacks subordinate clauses and similar constructions according to the linguist Daniel Everett.





There are, however, a few all-encompassing universals that do appear to be strictly valid:




•All languages have words in some form, although the form may vary enormously and it is sometimes difficult to draw firm boundaries around individual words.


•All languages distinguish between nouns and verbs. This is not, however, undisputed and depends on exactly how nouns and verbs are defined, but when using the generally accepted definitions all languages appear in some way to differentiate between words for things – nouns – and words for doing something – verbs.


•All languages have interjections – exclamations such as: Wow! Damn! Bam! – which exist somewhat apart from the actual grammar of the language.


•All languages possess a hierarchy of linguistic building blocks. Individual sounds (or gestures and hand shapes in sign language) can be combined into words, words can be combined into phrases and phrases combined into sentences. The hierarchy in almost all languages has several levels but the above three at least can be found in all of them. This universal is essentially the same as Hockett 9.


All languages have some kind of structure that determines how the building blocks can be put together; language is not just a long sequence of disconnected sounds and words that can be rearranged at will; there are always rules for how the building blocks on one level can be combined on the next one.


•All languages are open systems, such that a speaker can coin new words and other components and try to get them accepted in the language.


•All languages are flexible systems, such that a speaker has considerable room for manoeuvre in how to put a thought into words: “The woman is driving the car”, “The car is being driven by the woman”, “That is the woman who is driving the car”, “That is the car being driven by the woman”, “Driving is what the woman does with the car”, and so on. All these variants are essentially describing the same event using the same words but employing the flexibility of English to provide different perspectives and emphases on various aspects of the event. Flexibility can take extremely varied forms in different languages but is always present in one way or other.


•Grammatical rules are valid for phrases and not for individual words. One example is the rule in English for making a question out of a statement. A question can be made of “Lisa is in the car” by altering the sentence to “Is Lisa in the car?” However, although the grammar rule behind this does not say the first two words have to switch places but that (simplified) the subject phrase and the verb have to change places. “The little girl with brown eyes is in the car,” becomes “Is the little girl with brown eyes in the car?” The phrase “the little girl with brown eyes” is the subject so the whole phrase has to switch places with the verb “is”. Simply changing around the first two words – “Little the girl with brown eyes is in the car” – would just be silly. This is what is meant by saying that the rules of grammar apply to phrases. This applies to all the grammatical rules for the sequence of words in all languages (even though the form a phrase may take can be extremely varied in different languages).


•All languages can express an infinite number of different thoughts; almost every human thought can be put into words in every human language.





Even if there are not that many universals which are valid in the strict sense, the ones that do exist still need to be explained in some way, particularly for anyone trying to discover the origin of human language. And in addition to the universals that seem to be valid for all languages, there are many more that are valid for the vast majority of them, as well as a great many patterns and connections between the various grammatical rules in a language. An example of a grammatical pattern that exists in most languages is the existence of a link between how words are arranged in various kinds of pairings. An adjective normally belongs with a noun – “red house” – just as a preposition does with a noun – “to the house” – and a verb frequently has an object, the object of the action that the verb describes. In a sentence like “the woman is driving the car”, “the car” is the object of the verb “is driving”. Different languages may put these pairings in various orders. In English we say, “the woman is driving the car”, but roughly half the world’s languages do the opposite and say the equivalent of “The woman the car is driving”.6 Similarly, many languages do the opposite with adjectives and prepositions (which are then known as postpositions): “house red” and “house to”. The point here is that there are connections between these different word pairings, so that a language that has the verb-object word order usually also has the preposition-noun order and the noun-adjective order. Languages with the order object-verb usually have the order noun-postposition instead along with the order adjective-noun. Like Swedish, English does not conform entirely to the first pattern but most languages follow one or other of these two patterns. These patterns, too, need to be explained in some way – they are far too consistent to be pure matters of chance.


PUZZLING, SPEAKING AND WRITING


A crucial question in relation to language is how linguistic communication actually works. Two major lines of inquiry can be distinguished here: on the one hand, language as a code; on the other, what is referred to as ostensive-inferential communication.


If language is a code then the linguistic expression itself conveys all the information communicated. The speaker converts his or her message into the linguistic code; the listener then decodes what has been said and thus understands the speaker’s message. Ostensive-inferential communication works in an entirely different way to a code. Much of the actual message in this form of communication is not conveyed by the purely linguistic expression but by all the circumstances that surround the utterance, and the listener has to piece together a puzzle in order to reconstruct the speaker’s intended message.


The ostensive aspect involves the speaker. The mere fact that the speaker is speaking demonstrates an intention to communicate, and everything the speaker does in relation to the communication helps to make clear the intentions of the speaker in addition to what is contained in the purely linguistic message. All communication takes place in a context as well, and the speaker uses both the context and the situation to get his or her message across.


The inferential aspect relates to the listener, who does not simply passively decode what has been said but also takes in everything the speaker does and the communicative context as a whole. The listener then draws conclusions (inferences) from the whole process, not just from the linguistic content, about what the speaker intended. The speaker in their turn can exploit this to tailor the message so that the listener draws the correct conclusions. In practice, this “tailoring” is frequently used to simplify communication, with the speaker leaving out parts of the message that the listener can be expected to have worked out.


These two sorts of communication could be likened to two ways of transmitting an image to a recipient. In terms of language as a code, the equivalent would be sending a complete picture so that the recipient can immediately see what it represents. Whereas in ostensive-inferential communication, the image is treated more as a puzzle. The sender does not transmit a puzzle that has been laid and completed but exactly as many pieces of the puzzle as are necessary for the recipient to have enough clues to figure out what the image in the puzzle is supposed to represent. The pieces of the puzzle are clues, obviously, but so is everything else the sender does, including which clues to select. The recipient then pieces together the various clues into a message. That is why ostensive-inferential communication could also be called “puzzle communication”, which is I what I intend to call it throughout this book. We will frequently have cause to return to piecing the bits of the puzzle together.


*


It is important to keep the distinction between spoken and written language in mind when seeking to explain language in general and grammar in particular. Spoken language, the kind we use in natural everyday conversation, differs a good deal from formal written language. The spoken (or signed) word is normally used face to face, and the speaker and the listener both have a relationship of some kind and a shared context for their conversation. These are the ideal circumstances for puzzle communication: the listener has many of the pieces to put together in addition to the words themselves, and the speaker has a good grasp of which pieces the listener already has at their disposal. This is why it is often possible in spoken language to leave out large sections of the message and still be confident that the listener can piece the whole thing together. So spoken language frequently contains what would in the written language be regarded as incomplete and ungrammatical fragments. These fragments function perfectly well nonetheless because the listener already has all the other bits of the puzzle required, and they should not be considered ungrammatical when used in spoken language.


The written word is more or less permanent and is often used with a considerable distance existing between the writer and the reader. The writer may not even know who will read the text, and the reader is not familiar with the writer’s context. This book can serve as an example – it is intended to be read by many different people with whom I have no relationship outside these pages. You do not know me, I do not know you, and I do not know what pieces of the puzzle you possess apart from the ones in this text. This makes it much harder to communicate in terms of a puzzle. In writing – but also on television, in public lectures and other forms of impersonal communication – language must therefore be used in a more code-like way; the entire message needs to be contained in the words that are actually said, and what is said needs to follow stricter rules.


A grammar that describes coded communication and a grammar that describes puzzle communication will take very different forms because the information structures will be so different. A puzzle grammar in particular will need much more liberal rules about what can be left out or abbreviated. As a result it is frequently difficult to adapt spoken language to the rules of the grammar of written language if one is to remain true to the spoken language.


So what kind of language are we going to uncover when we find its origin? The answer to that question lies in what sort of language the original language was. And there are simply no two ways about it – both written language and television are very recent occurrences. For 99 per cent of the time that has passed since language first emerged, only spoken language existed, used face to face. It is only during the most recent 1 per cent of that existence that written language has even been around, and it is only in the last hundred years that writing has been more than a very marginal event for a tiny elite. Written language is an artificial and relatively novel form that we can leave aside in our search for the origins of language as such.


Written language also differs from spoken in that virtually all human beings learn to talk quickly and almost automatically, while far from all of us will learn to write. The art of writing, unlike the ability to speak, has to be learned by children the hard way. There are also far greater differences between people in their ability to write than in their ability to speak – or rather, greater differences in the ability to communicate impersonally rather than personally. Anyone and everyone can manage personal puzzle communication, face to face, but using the formal structures necessary to be good at impersonal communication requires both talent and comprehensive training.


Almost all language use throughout history has been oral conversation face to face, between human beings who know each other well and who share an all-encompassing social context. That is also the sort of language that children are exceptionally good at learning. And that is the kind of language whose origin we are trying to find.


THE NATURE OF GRAMMAR


So how does grammar relate to the way language is actually used? Are there rules of grammar in our minds, and if so what kind of rules are they? How does grammar actually work? We will need to devote a few pages to these issues because the answers have a considerable bearing on what kinds of explanation we will then be seeking for the origin of grammar.


When we use language on an everyday basis we rarely think about grammar. If we were not taught a bit of basic grammar at school most of us would not think about grammatical rules at all. Our use of grammar when we speak is normally therefore completely unconscious even if it usually proves to be correct. But not always – every now and then we get sloppy when we’re talking, which makes it easy to lose the grammatical thread, particularly when we hesitate or pause in a sentence and then we may end up not getting everything in the right place. On the whole grammar works without the person speaking having to be aware that there is any such thing.


We often become aware of someone else breaking grammatical rules, however. We notice when someone uses the wrong word order or conjugates a verb the wrong way. We may not always be able to put our finger on just what was wrong, and we usually have no problem understanding what was meant, yet we know there was something jarring in what we just heard. How do we know this unless we are consciously aware of grammar?


At one level there is nothing odd about that at all. We know how to do lots of things without having a conscious understanding of the theoretical basis of what we are doing. You can ride a bike without consciously knowing anything about torque or angular momentum, you can throw a ball and hit the target without consciously knowing anything about ballistics, and so on. Most motor skills work that way – we learn how to do them rather than understand them. It isn’t even clear that understanding is helpful – I know ballistics and can calculate a trajectory with no problem, but my ball skills are rubbish in practice.


So grammar appears to function in our minds much the same way our motor skills do, as something we learn to employ entirely automatically, without needing to think about it. What grammar also has in common with riding a bike is that when we try to provide a conscious theoretical analysis of what we’re doing, the task turns out to be strikingly difficult. No human language can be simply captured with some handy theoretical description.


Linguists all over the world disagree about how grammar is actually structured in our brains. There are several fundamentally different grammatical theories in circulation.


The term “paradigm” as used here is a concept derived from the philosopher of science Thomas Kuhn’s 1962 book The Structure of Scientific Revolutions. He employs the term to describe a not unusual situation in science when there are profound differences of opinion between scientists. Not only do they disagree about the answers to research problems, they also cannot agree on precisely which questions should be answered. Different paradigms subscribe to such totally different worldviews that communication and comparisons between them are barely meaningful.


This is more or less the place we find ourselves in when it comes to grammar. There is no consensus about the nature of the questions a theory of grammar should answer and even less of one about the answers.


One of the few things there is agreement about, however, is that the grammar in our brains bears little resemblance to the rules of grammar many of us were taught at school, but then views differ radically as to what form it actually takes – the different paradigms speak entirely different languages.


There is also agreement that, in addition to grammar, we also have a lexicon in our heads. After all, every language user knows thousands of words and there must be something in the brain to keep track of all those words, how they sound and what they mean. We call this something a mental lexicon without actually knowing very much at all about the way it works – and without being able to agree about the relation between the lexicon and grammar.


There are therefore a number of grammatical paradigms on offer; that is, fundamentally different ideas about the way grammar works and which questions a theory of grammar ought to answer.


Generative Grammar


Generative grammar is the name given to one of the most prominent grammatical paradigms, a family of grammatical theories that have their roots in Noam Chomsky’s groundbreaking work from the 1950s onwards. In these theories grammar consists of a set of rules for how grammatical sentences can be generated. Generating sentences involves using the rules of language roughly like a computer, scanning through the regulatory system on a systematic basis in order to form sentences that comply with the rules. This could be compared with a computer program designed to play chess that can use its knowledge of the rules of the game to work out all the positions a player is permitted to move to based on the current state of play on the board. This generation of every possible sentence and every possible position is more theoretical than practical. In relation to both language and chess – both the number of possible sentences and moves are far greater than the capacity of any one brain, or for that matter of any computer. Chess is, however, finite, whereas language is considered to be infinite in the generative paradigm.


Both in chess and in language there are limits to what can be generated. A chess position in which both kings are on adjacent squares is impossible to arrive at according to the rules of the game, and a sentence with the word order “Woman on a driven has road the car” is just as impossible to arrive at if following the rules of English grammar. The pattern of which word orders can and cannot be generated, and how the various word orders are interpreted, are vital clues to the underlying rules.


This is extremely simplified, and modern versions of generative theories are considerably more subtle. But the basic idea remains that grammar is a set of rules, or mathematical operations, that can generate all the grammatical sentences of a language, and that language is defined as the sentences grammar generates. In this view, grammar is considered to be managed by an entirely autonomous module in the brain that is not closely related to the rest of our cognitive capacity, nor directly woven into our lexicon or the process that ultimately converts what we mean to say into actual speech.


Generative grammar is closely associated with the idea that grammar is innate. In that case we are born with that grammar module built in and ready to go. It is, of course, not the grammar of a specific language that is innate, but the general software for managing that grammar which incorporates universal grammatical principles. All children have to do when they learn the grammar of their mother tongue is adjust various settings and parameters in the module, much in the same way that you change the settings of your computer at home.


The basic principle of generative grammar is that language is a code; what is said linguistically should be self-sufficient. Grammatical structure is the core of language and grammar defines language. The paradigm has no place for puzzle communication with all its linguistic shortcuts. The focus is on the written word. Traditionally, grammar has been explored by means of the researcher’s own introspective judgements of what feels grammatical or ungrammatical, although other methods have also begun to be employed.


In generative grammar, imperfections and slips of the tongue are dealt with by referral to other mental systems outside grammar itself, which is seen as perfect.


Connectionist Grammar


A paradigm of an entirely different sort is provided by connectionist grammar. In this paradigm there are in fact no grammatical rules at all. Instead, connectionism starts from the premise that human cognitive abilities, including the linguistic faculty, are based on neural networks. These are networks of nerve cells in the brain, in which each neuron is connected to a large number of others. Every connection between neurons has a certain weight, and the greater that weight, the more the neuron at one end of the connection affects the neuron at the other end. The network is open at both ends so that information can be fed in at one end and a result is produced at the other. The pattern of weights between neurons determines what a neural network does and what results it produces.


According to connectionism, all grammar exists in a network of this kind, in which the brain inputs what you want to say at one end of the network and a fully formulated sentence comes out at the other end – and then vice versa in the brain of the listener. Which language one is speaking is determined by the pattern of connections and connective weights in the network. It is not possible to point to any one spot in the network and say “there is the grammatical rule for the plural”; instead, every rule is distributed throughout the pattern of the network.


Artificial neural networks, in which neurons are simulated in computers, are extensively used in the field of artificial intelligence, particularly when computers are supposed to learn how to recognise patterns or images. Most of us have encountered apps, for example, that can identify where there is a face in an image – the core of such an app is very likely to be an artificial neural network.


A prominent feature of neural networks is that they have no problem dealing with imperfection and variation; on the contrary, it is rather difficult to get a network to deliver anything that is as respectful of the rules as human grammar. The grammar rules that deal with the connections between words that are far removed from each other in a sentence are particularly difficult for connectionist models to deal with, as are sentences with several layers of embedded subordinate clauses.


Studies of the human brain at the microscopic level have, of course, made clear that it is made up of vast numbers of neurons with each neuron connected in turn to large numbers of other nerve cells. To that extent connectionism appears well founded as it stays closer to the actual structure of the brain than other paradigms. The question is not whether there are neural networks in our heads, because there are. Instead, the issue is whether this is a positive and fruitful level at which to describe human language, and that is where many linguists have their doubts.


Functionalist Grammar


A third paradigm is the functionalist one and, as the name suggests, the focus of this approach is on the communicative function of language. Although this paradigm has been around for almost a century, it was thoroughly crushed by generative grammar in the 1960s. Not totally eradicated, however, it continued to survive in a number of countries. In recent years it has enjoyed a renaissance with the growth of cognitive linguistics, systemic functional grammar and construction grammar.


By and large what cognitive linguistics postulates is the exact opposite of generative grammar. It considers grammar not as existing in some separate module, but as being intimately connected with our general cognitive abilities and conceptual apparatus. Grammar has no real autonomous existence, but is rather a product of our conceptual apparatus and the way concepts relate to each other. Language is a dynamic process that is formed in interaction with our thoughts.


Cognitive linguistics is attractive in many ways and has obvious points of contact with our flexible and highly metaphorical use of language. It is nevertheless difficult to derive a theory of grammar from cognitive linguistics that is sufficiently robust and specific to produce grammatical analyses, or to explore arguments about the origin of grammar.


Construction grammar is one of those more robust theories of grammar that currently belongs within the functionalist paradigm and is fairly close in philosophical terms to cognitive linguistics, even though the original roots of construction grammar belong within the generative paradigm.


The starting point for construction grammar is our mental lexicon. Everyone agrees that in addition to words our lexicon also contains a good number of idiomatic expressions. To “kick the bucket” does not mean knocking over a pail unless you are a domestic cleaner, although neither the word bucket nor the other words in the expression have anything to do with death. The meaning of “to die” is connected to the expression “to kick the bucket” as a whole, and therefore the whole expression must be contained in our mental lexicon in the same way that the OED or Merriam-Webster also refers to the expression in its entirety.


What construction grammar does is to generalise from this notion of idiomatic phrases. No distinction is made between grammar and lexicon in construction grammar: everything becomes expressions, which are known as constructions, in this theory. The simplest expressions are individual words as in a standard dictionary. Then there are set phrases which always have the same form such as “by all means” or “you’re welcome”. The next stage is expressions with variable parts. “To kick the bucket” is a good example because the phrase can vary slightly. That concluding “the bucket” remains the same but you can say, “He kicked the bucket”, or “She’ll kick the bucket soon”, or other variants with different subjects and tenses of the verb and in which you can insert an adverb (e.g “soon”) of your choice. The construction is therefore not “To kick the bucket” but “Subject kick + tense the bucket (adverb)”, in which the elements in italics indicate that a word of your choice (or a construction of your choice) of the right kind is to be inserted in the construction. The brackets designate an optional element. These constructions can be made more and more abstract and include several optional components. What are considered grammatical rules in other theories become abstract constructions in construction grammar. There is no one rule in this theory that says that the word order in a sentence is normally subject-verb-object. Instead, there is a construction that says “Subject verb object” and then other constructions that specify how the subject and the other components may be put together. Although in practice these abstract constructions resemble rules to a considerable extent, the underlying way of thinking about grammar is entirely different.


Puzzle communication feels naturally at home within the functionalist paradigm. The latter is not just about encoding and decoding linguistic utterances, but actively using the whole range of our cognitive abilities. Cognitive linguistics stresses this aspect in particular. Seen from a functionalist perspective, many apparently ungrammatical elements in the informal use of language become a natural consequence of the relative freedom afforded by puzzle communication to omit the sort of thing that recipients can work out by themselves.


Linguistic variation and development are also fairly straightforward to deal with in functionalist terms. There is even a variety of construction grammar called Fluid Construction Grammar that is designed to be able to deal with the evolution of language in both formal and practical terms and that is much used in certain areas of the research devoted to the subject.


Theories of Grammar and the Origin of Language


There are more grammatical paradigms than the three I have outlined here, but I consider these three to be the most relevant to the aims of this book. In addition, several variants exist within each paradigm. While all these grammatical paradigms have their proponents, none of them has managed to convince an overwhelming majority among the linguists of the world. They are all being actively researched, and the theories are continually being developed and refined.


As for the question of the origin of language, and more particularly the origin of grammar, it is vitally important to determine the nature of the grammar whose origin is to be studied. Seeking the origin of a generative grammar would require answers to completely different questions than seeking the origin of a connectionist grammar or a construction one.


Within the generative paradigm it is the origin of the grammar module in the main that has to be accounted for. Basically, the grammar module is used solely for linguistic purposes and is considered to be an indivisible unit that cannot be put together piece by piece. This makes the question of if and how the module evolved a particularly hard nut to crack.


The counterpart to the grammar module in the connectionist paradigm poses little difficulty – our brains are, after all, full of neural networks. Here the problem of the origin of grammar becomes more a question of why we devoted so much of our brain capacity to networks that deal purely with grammar, and how these networks evolved to handle apparently rule-governed hierarchies and, furthermore, why we evolved sufficient capacity for this purpose. Why did we end up with such large brains?


Cognitive linguistics considers language to be the natural consequence of our applying general cognitive abilities to social interactions and our mutual desire to communicate with fellow human beings. What needs to be accounted for in this context is our general cognitive and social evolution as a whole; the origin of grammar does not require a more sophisticated explanation of its own.


Construction grammar involves more grammatical machinery that requires explaining, and resembles generative grammar in that sense. But, unlike the latter, the machinery is not isolated in a separate module and may be broken down fairly easily into smaller components that could have evolved one at a time. Instead of one vast question as to the origin that is difficult to solve, this poses many small questions that would be easier for Darwin to crack.
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