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Introduction



I LOST MS. MEYER twenty-five minutes into her first visit.


Doctors are often a bit trepidatious meeting a patient for the first time. By the time we open the door to the exam room, we’ve read through your chart, looked at your blood work, and made some mental notes of issues we want to address. Some of the more sophisticated practices even have a picture of you in the electronic medical record, so we have a sense of what you look like. I usually take a beat before I open the door, a quick moment to forget my research lab, my paperwork, a conversation with a coworker, to turn my focus to you, the patient, waiting in that room. It is my hope, standing just on the other side of an inch of wood, that you and I will form a bond, or, more aptly, a “therapeutic alliance.” I’ve always liked that term—the idea that you and I are on the same side of some great war, that together we can overcome obstacles. But that alliance doesn’t come easily. And lately, it has been harder to forge than ever.


Ms. Meyer was standing in the center of the room, arms crossed. Smartly dressed and thin, she lived in one of the affluent Philadelphia suburbs—on “the Main Line”—and it showed, in her subtle but clearly expensive jewelry as well as her demeanor. She looked out of place in my resident-run medical clinic, which primarily catered to less wealthy inhabitants of West Philadelphia. But what struck me most was the emotion that radiated from her. Ms. Meyer was angry.


“What brought you here today?” I asked her, using my standard first question. Later in my career, I would learn to replace that line with something more open: “How can I help you?” or even “Tell me about yourself.” But it hardly mattered.


She was exhausted, she said. Almost no energy. So drained she could barely get out of bed. Unable to focus during the day, she tossed and turned all night and repeated the cycle day in and day out. It was, she said, simply untenable. I asked how long it had been happening.


“Months,” she said. “Years, actually. You are literally the sixth doctor I’ve seen about this.” Her anger broke to reveal desperation.


Second opinions are common enough in medical practice. Third opinions, for difficult cases, are not unheard of. But I had never been a sixth opinion before, and I felt immediately uncomfortable. Not because I wasn’t confident in my diagnostic abilities—like all young doctors I hadn’t yet learned how much I didn’t know—but because I was worried that whatever thoughts I had about her possible ailment would not be enough. What could I offer that all these others couldn’t?


I kept my poker face firmly intact and waited.


Eleven seconds. That’s how long the typical doctor waits before interrupting a patient, according to a study in the Journal of General Internal Medicine. Determined to not be a typical doctor, I let her talk, in her own words and in her own time. I thought my attentive listening would frame our relationship differently—that she might see me as a physician who was conscientious, methodical. But it backfired. It was clear she resented the fact that she had to relay the same information to me that she had already told to the five doctors that came before me.


One of the most important skills a doctor has is to read the room. So I switched from respectful listening to diagnosing. I tried to troubleshoot symptoms of possible thyroid dysfunction, anemia, sleep apnea, lymphoma and other cancers. I asked about her family history, her history of drug or alcohol abuse, her sexual history. I even made sure I didn’t miss questions pertaining to pregnancy, because (this one comes from experience) you should never assume someone isn’t pregnant. I reviewed her lab work: Pages upon pages of blood and urine tests. Even CT scans of the head, chest, abdomen, and pelvis. Nothing was out of order. Nothing that we can measure in a lab or in the belly of a CT scanner, at least.


But her affect was off, and her mood was sad. Ms. Meyer seemed, frankly, depressed. There is a formal way to diagnose major depressive disorder; a patient must display five of nine classic symptoms (such as loss of interest in activities they used to enjoy, fatigue, or weight changes). Ms. Meyer had eight of nine, a clear-cut case of major depression, according to the diagnostic manuals. But was it depression? Or was it something else, and the frustration of living with that something else had led to depression?


The nine classic symptoms are far from the only way depression can manifest. As a disease that lives in the brain, the symptoms can be legion—and can lead doctors and patients on costly, and often fruitless, wild-goose chases.


“Listen,” I said, “not everything is super-clear-cut in Medicine. I think part of this might be a manifestation of depression. It’s really common. Maybe we should try treating that and seeing if your energy improves.”


Right there. That’s when I lost her.


I could tell from the set of her jaw, the way her eyes stopped looking directly at mine and flickered off a bit, centering on my forehead. I could tell from her silence, and from the slight droop in her posture, that she had lost hope. We talked some more, but the visit was over. There would be no therapeutic alliance. I asked her to call the number on the back of her insurance card to set up a consultation with a mental health professional and made her a follow-up appointment with me in a month, which she, unsurprisingly, missed. My rush to a diagnosis—in this case a diagnosis that comes with a stigma (unwarranted, but a stigma nonetheless)—drove her away from both me and from conventional medicine. And had she even heard a diagnosis at all? Or had she heard, like so many women have about so many concerns over so many years, “It’s all in your head”?


I didn’t see her for another year. When I did, she was having a seizure in the emergency room, the result of a “water cleanse” a naturopathic practitioner had prescribed. Forcing herself to drink gallons of water a day, she had diluted the sodium content in her blood. When her sodium level got too low, her brain could not appropriately send electrical signals, and seizures ensued. She would survive, thankfully, and tell me later that she had never felt better. She had been told all her problems were due to heavy metal toxicity. (Lab work would not confirm this.) This diagnosis had led her into a slew of questionable medical practices, including regular “cleanses” and chelation therapy—where substances similar to what you might find in water softening tablets are injected into the blood to bind harmful metals. Chelation therapy runs around $10,000 to $20,000 per year and is not covered by insurance.


The striking thing was that she positively shone with confidence and hope. Lying in a hospital bed, recovering from life-threatening seizures, she was, in a word, happy.


And I felt… Well, to be honest, I think the emotion I felt was jealousy. It would be one thing if no one could help poor Ms. Meyer, depressed and unwilling to even entertain the diagnosis, but someone did help her. Someone whose worldview was, in my mind, irrational at best and exploitative at worst. My instinct was to dismiss Ms. Meyer as another victim of an industry of hucksters, as a rube. She had been taken in with empty promises and false hope, and some grifter had extracted cash from her in the manner of televangelists and late-night psychic hotlines. His “treatment” landed her in the emergency room with generalized tonic-clonic seizures that could have killed her. This was bad medicine, plain and simple.


But—and this “but” was why I continue to think about Ms. Meyer—in the way that mattered to her, she got better. The huckster helped.


It took me a long time to figure out why—fifteen years, actually. In that time, I finished my residency and fellowship at the University of Pennsylvania. I got a master’s degree in clinical epidemiology (the study of how diseases affect a population). I was brought onto the faculty at Yale University and started a research lab running clinical trials to try and generate the hard data that would really save lives. I became a scientist and a researcher, and a physician caring for the sickest of the sick. I lectured around the world on topics ranging from acute kidney injury to artificial intelligence and published more than one hundred peer-reviewed medical manuscripts. And yet, somehow, I knew that all the research studies I did would be for nothing if I couldn’t figure out how I—how Medicine—had failed Ms. Meyer and all the people out there who feel abandoned, ignored by the system, or overwhelmed by medical information.


Why were people turning to their family and friends or social media for medical advice when physicians are willing and able to provide the best possible information? Was it simply the cost of healthcare? Or was something deeper going on? And though it took time, what I figured out will shine a light on why doctors have lost touch with their patients, why patients have lost faith in their doctors, and how we can get back to that therapeutic alliance that we all need in order to be truly healthy. That is what this book is all about.


It turns out the most powerful force in Medicine is not an antibiotic. It isn’t stem cell therapy, genetic engineering, or robotic surgery. The most powerful force in Medicine is trust. It is the trust that lives between a patient and a physician, and it goes both ways. I trust you to tell me the truth about how you feel and what you want. You trust me to give you the best advice I can possibly give. We trust each other to fight against whatever ails you, physical or mental, to the best of our abilities. Ms. Meyer did not trust me. That was my failure, not hers. And that personal failure is a mirror of the failure of Medicine writ large—our failure to connect with patients, to empathize, to believe that their ailment is real and profound, and to honestly explain how medical science works and succeeds, and why it sometimes doesn’t. We doctors have failed to create an environment of trust. And into that vacuum, others have stepped.


It’s not entirely doctors’ fault, of course. The average primary care physician has less than fifteen minutes to conduct a typical new-patient visit. If the doctor doesn’t stick to that time, the practice will go out of business—overwhelmed by payments for malpractice insurance, overhead, and dwindling reimbursements from insurers. It’s hard to create trust in fifteen minutes. Combine our limited schedules with a seemingly unfeeling healthcare system, which sometimes charges thousands of dollars for an ambulance ride to the hospital and tens of thousands of dollars for even routine care, and it is no wonder why, according to a study in the New England Journal of Medicine, trust in physicians is lower in the United States than in twenty-three other economically developed countries.


While the healthcare system and physicians are not synonymous, physicians are the face of that system. In earlier times, we ran that system. It is no longer the case. Most physicians haven’t realized this yet, but we are no longer a managerial class. We are labor, plain and simple, working for others who, without medical training but with significant business acumen, use our labor to generate profit for companies and shareholders. Part of the key to restoring trust between patients and doctors is for all of us to start fighting to reform the system. And doctors should be on the front line of that battle.


There is a right way and a wrong way to earn someone’s trust. One key lesson in this book is that it takes a keen observer to tell the difference. Honesty, integrity, transparency, validation: These are good ways to create trust, and physicians need to commit to them wholeheartedly if we ever want our patients to take us seriously. Patients need to commit to honesty and transparency as well, even when the truth is painful. But less-than-scrupulous individuals can also leverage certain cognitive biases to create trust in ways that are manipulative. Trust hacking like this is a central reason modern medicine has lost ground to others who promise a quick fix for what ails you. It’s important not only to evaluate your own methods, but also to be able to spot whether someone is trying to earn your trust in an ethical way, to spot bad actors whose intentions may have little to do with actually helping you.


There are several ways to hack trust. One is to give an impression of certainty. The naturopath who treated Ms. Meyer was unambivalent. He told her exactly what was wrong with her: heavy metal toxicity. There was no long list of potential alternative diagnoses, no acknowledgment of symptoms that were typical or atypical for that diagnosis. He provided clarity and, through that, an impression of competence. To know who you can truly trust, you have to learn to recognize this particular trick—you have to be skeptical of people who are overly certain, overly confident. Health is never clear-cut; nothing is 100 percent safe and nothing is 100 percent effective. Anyone who tells you otherwise is selling something. This book will show you how to grapple with medical uncertainty and make rational decisions in the face of risk.


Traditional doctors like me are trained early on to hedge their bets. Patients hate this. Ask a doctor if the medication you are being prescribed will work, and they will say something like “For most people, this is quite effective” or “I think there’s a good chance” or (my personal pet peeve) “I don’t have a crystal ball.” This doctorly ambivalence is born out of long experience. We all have patients who do well, and we all have patients who do badly. We don’t want to lie to you. We’re doing the best we can. And, look, I know that this is frustrating.


Neil deGrasse Tyson, the astronomer and brilliant science communicator, once wrote, “The good thing about Science is that it’s true, whether or not you believe in it.” When it comes to the speed of light, the formation of nebulae, and the behavior of atoms, this is true. The laws of the universe are the laws of the universe; they “change” only insofar as our tools to study them have improved. But Medicine is not astrophysics. It is not an exact science. Or if it is, we have not yet explored enough of the nooks and crannies of the human machine to be able to fix it perfectly.


Physicians, if we are being honest, will admit that their best advice is still a guess. A very good guess—informed by years of training and centuries of trial and error. But we are still playing the odds. Trust hackers, though, are never so equivocal. Ask your local homeopath how to cure your headaches, and you will be told they have just the thing.


You can also hack trust by telling people what they want to hear. For someone who is sick, tell them they will be cured. For someone who is dying, tell them they will live. For someone who feels a stigma surrounding their depression, tell them it is not their own brain, but an external toxin, that is wreaking havoc. To know who to trust with your health, you need to first know yourself. You need to know, deep down, what you want to be true. And be careful of those who tell you it is true.


This skill, consciously avoiding the cognitive bias known as “motivated reasoning” (the tendency to interpret facts in a way that conforms with your desired outcome), is challenging for all of us—doctors included. But it is probably the most critical skill to have if you want to make the best, most rational choices about your health. The answer you are looking for might not be the right answer. That’s why we will discuss, right in the first chapter, how before you know who else to trust, you have to learn to trust yourself.


The community of people vying for your trust is truly massive. It spans individuals from your neighbors and your friends on social media to the talking heads on the nightly news. All of them are competing in a trust marketplace, and not all of them are playing fair. A smattering of recent headlines illustrates the overwhelming amount of medical-sounding “facts” you may have been exposed to: COFFEE CURES CANCER; DEPRESSED MOTHERS GIVE BIRTH TO AUTISTIC CHILDREN; MARIJUANA IS A GATEWAY TO OPIATE ABUSE; EGGS INCREASE THE RISK OF HEART DISEASE; EGGS DECREASE THE RISK OF HEART DISEASE. Each day, we are inundated with confusing and conflicting headlines like these, designed more to shock, sell, and generate clicks than to inform. I will give you the skills to figure out what health information can be trusted and what is best left unliked and unretweeted.


The information age brought with it the promise of democratization of truth, where knowledge could be accessed and disseminated at virtually no cost by anyone in the world. But that promise has been broken. Instead, the information age has taught us that data is cheap but good data is priceless. We are awash in bad data, false inference, and “alternative facts.” In that environment, we are all—doctors and patients alike—subject to our deepest biases. We are able to look for “facts” that fit the narrative of our lives, and never forced to question our own belief systems. If we can’t interrogate the quality of the information we’re consuming, we can’t make the best choices about our health. It’s that simple.


When you read this book, you’ll learn that doctors aren’t perfect. As humans, we have our own biases. Rigorous studies have shown that those biases lead to differential treatment by race, sexual orientation, and body mass index. While most physicians are worthy of your trust, not all of them are. I’ll teach you how to recognize those who aren’t putting your interests first.


It’s not wrong to be skeptical of Medicine. Medical science has been developing, evolving, and advancing for the past one hundred years, and has had many stumbles along the way. Scandals from the repressing of information about harms linked to Vioxx (a drug that was supposed to relieve pain), to the effects of thalidomide in pregnancy (which was designed to reduce nausea but led to severe birth defects), to the devastating heart problems caused by the diet pill fen-phen remind us that the profit motive can corrupt the best science. Alleged frauds like the linking of the measles, mumps, and rubella (MMR) vaccine to autism diagnoses pollute the waters of inquiry, launch billion-dollar businesses, and leave the public unsure of what to really believe.


Why would I, a physician and researcher, highlight the failures of medical research? Because Medicine isn’t perfect or complete. It is also, in terms of the alleviation of human suffering, the single greatest achievement of humankind. But you need to understand Medicine, warts and all, to make the right choices about your own health. We must be skeptical, but never cynical.


This book will also detail some of the astounding successes and breakthroughs that medical science has made possible. For the vast majority of human history, life-or-death issues were determined by randomness or chance. Maybe it was a broken bone that prevented someone from hunting and gathering, or a cut on the arm that got infected, or a childbirth that developed complications for the mother and her child. It’s no mystery why before the modern era, one in four babies died before their first birthday. And those who survived their first year had only a fifty-fifty chance of reaching adulthood. These days, the script has been flipped. Ninety-five percent of humans born on Earth today will reach adulthood, and life expectancy has more than doubled in the last two hundred years. We’ve witnessed the near eradication of diseases like smallpox, rubella, and polio, which would have easily killed or disabled our ancestors, and we’ve achieved major advances in drug treatment and medical procedures that can prolong our lives despite the onset of deadly diseases. Medical science, translated from lab bench to bedside to the doctor’s prescription pad, has been nothing short of miraculous. It has transformed the human experience from lives that are, to steal from Thomas Hobbes, “nasty, brutish and short,” to the lives we live today, which, while not without their troubles, would be unrecognizable to our ancestors.


Here we stand, in the midst of a torrent of information that would have been inconceivable thirty years ago. Some of it is good, some is bad, but all is colored by our own biases and preconceptions. Decisions about your health happen every single day. If you want to be in control, you need to know how to separate the good from the bad, whether it comes from someone sitting atop the ivory tower, or from your friend on Facebook. This book is about medical science. But it’s really about learning to trust again. When you finish reading it, you will no longer be swayed by the loudest voice, the most impassioned plea, or the most retweeted article. You will be able to trust your doctor, trust yourself, and trust Medicine—our imperfect science and the single greatest force for good in the world today.



Some Notes on What Follows


I wrote this book to help people understand the complexity, the beauty, the challenges, and the failures of modern medicine. As you read, you’ll come across multiple stories of patients I have encountered in my medical practice. Unless I had direct permission from the patient, I changed certain details to make it impossible to identify them in order to respect their privacy. This includes factors like their name, their age, and details of their medical care that I considered unique enough to allow reidentification by those familiar with that care. None of these changes alter the fundamental details of what happened to them, or to me, as we interacted.


Why so many stories? One of the problems with understanding Medicine in the modern era is an overreliance on anecdote in favor of hard data. This is exacerbated by a social media apparatus that amplifies anecdotes far more efficiently than dry old data sets. Anecdotes should never form the basis of a medical decision. But anecdotes are not without value. Human beings are storytellers. Stories are the most efficient way to convey the cultural and social values we espouse and share. The stories in this book are meant to frame a discussion, not provide evidence as to the appropriateness of one treatment over another.


Finally, a note on the distinctive treatment of an important word. I have chosen to capitalize “Medicine” when I am referring to the practice (or art, or science) of caring for the health and well-being of other humans. When talking about pills and injections that go into humans, I use lowercased “medicine.” The difference between these two concepts deserves more than an alternate capitalization scheme, but it is not my place to upend the current lexicon.


Thank you for joining me. Let’s get started.















CHAPTER 1



Our Most Human Failing


I MET GARLIC MAN two weeks into my first year of medical school.


The first two years of medical school are spent in classrooms and libraries, poring over books and memorizing lists of body parts, medications, and physiologic pathways—the biochemical equivalent of “The leg bone is connected to the foot bone.” In contrast to college, med school is an intimate affair, with around one hundred students per year and no real electives. For classes, we sat in the same lecture hall all day; the professors were the ones who rotated through. Two straight years in one chair, more or less, surrounded by the same people. It’s a wonder more of us don’t drop out.


Years three and four are “clinical,” when students venture into hospitals and clinics and begin to interact with real patients. But Columbia University’s College of Physicians and Surgeons, my alma mater, had started to mix it up a bit. Believing that an early taste of real clinical work would keep us engaged, motivated, and enthusiastic, it sent the first-year class off to do various patient-adjacent activities in the areas around New York City’s Washington Heights neighborhood.


I was assigned to the local senior center, which occupied the basement floor of a six-story building on Fort Washington Avenue, a mostly residential street, broken up by the occasional bodega or arepa restaurant, and a bagel shop I still miss because of its amazing olive cream cheese. My job at the center was to take blood pressures. The key qualification was that I owned my own stethoscope and had passed a training session that lasted fifteen minutes.


My orientation to the center was equally brief. I was shown a table and a folding chair at the front of a long common room and told to sit. The room itself was filled with folding chairs and circular plastic tables (also foldable), giving me the impression that at a moment’s notice the place could be cleared out for a square dance or a junior prom. While I was there, though, most of the residents were sitting at the tables, playing cards, chatting, reading, or simply being around others. The manager told me to make myself comfortable and left. I would not see him again for the next six months. The senior center residents knew what to do, though. I was, apparently, only the latest in a long line of bright-eyed med students who had been given this job. As soon as I sat down, short white coat nicely pressed and stethoscope around my neck like the doctors on TV, people would start shuffling into a line about forty-five deep.


It was a lot of blood pressures to take in the hour I was there. And, given that the majority of my time with a patient was spent with my stethoscope in my ears, there wasn’t much time for chitchat. I would say hello, wrap the cuff around their arm, and inflate, noting the Korotkoff sounds that would inform me what the systolic and diastolic pressures were. I’d write them down on a slip of paper—systolic over diastolic—and give them back to the patient. Without any real medical training, I couldn’t answer questions, so if the numbers seemed too high, I would ask them to talk to their doctor and not forget to take their medications as prescribed.


Week after week, I began to recognize faces. Without names to attach to them, I created little nicknames in my head. There was Debonair Greek Guy, with the slicked-back hair. There was Old Frail Lady, whose arm was so thin the blood-pressure cuff kept sliding off. And there was Garlic Man.


Garlic Man (née Sid), age eighty-six, was so denominated in my mind not only because of the scent that permeated his clothing and person, but because of his evangelism. He preached the gospel of garlic and he lived as he preached—taking fifteen hundred milligrams in tablet form twice a day and cooking with “as much garlic as possible.” And I, twenty-two years old and surrounded by octogenarians, was more than a receptive audience. Garlic Man was charismatic, charming, and direct. Where the other residents shuffled into line, he strode. Where they stumbled or slurred their speech, he enunciated. Week after week, he extolled the virtues of the miracle plant. He took no other medications, had no medical problems. His blood pressure was, of course, perfect. Garlic was the answer to every health concern.


And I was looking for an answer. Medical school introduces young people to the concept of mortality through the anatomy lab—where teams of five students are assigned a preserved cadaver, which they slowly dissect over the course of six months. It can be a traumatic experience; one of my classmates fainted as soon as the shroud was lifted from her cadaver. Another would faint almost half a year later, when we started to dissect the hands. This was common, I was told. People faint when they see the cadaver’s face and when they see its hands, two parts that remind us that the bodies are truly human. So mortality was on my mind when Garlic Man told me that, essentially, death is a choice we make by not eating enough garlic.


I won’t say I was overly credulous, but I was intrigued enough to do some research. Papers out of China suggested that garlic consumption was associated with a reduced risk of cancer. American papers linked eating garlic with improved cholesterol and a reduced risk of heart attack. What’s more, I liked garlic. Increasing my garlic intake would be a pleasure, not a chore. And I did, perfecting a garlic bread recipe I use to this day and crushing clove after clove into soups, pastas, and sauces. I began to be something of a Garlic Man myself, which my then girlfriend (now wife)… tolerated.


Week after week, Garlic Man and I would talk together, almost always about the pungent plant, and (though doctors shouldn’t play favorites) he quickly became the patient I most looked forward to seeing. And then one week, he wasn’t there. This shouldn’t have worried me—blood-pressure checks were optional, but he had never missed one before. And two weeks later, I saw him again, near the end of the line of my forty-five patients. But he looked different: disheveled, a bit haggard, diminished. As he came closer, not making eye contact, I noticed a urine stain on the front of his trousers.


“Are you okay?” I asked as he fell into the chair on the other side of the table. The smell of garlic was there, but so was something else—a sourness that suggested he hadn’t showered in a few days.


His wife had Alzheimer’s disease, he told me, and she no longer recognized him. She wasn’t eating much, and the doctors felt that her lack of appetite and worsening mental condition meant that this was the end.


I didn’t know what to say. Twenty years and thousands of patients later, I still don’t know what to say. There were people behind him in line. We were in a public space. So I did what I always do: I took his blood pressure and wrote down the numbers. As he rose to leave, I said, “I’m sorry about your wife, Sid.”


“Yeah, me too.”


He walked away, head still bowed, and it hurt me that I couldn’t help him.


You learn early in medical school that the word “doctor” comes from the Latin docere—to teach. We are supposed to be teachers, helping our patients learn how best to care for themselves. But I was not a teacher for Garlic Man. Quite the opposite. He had been teaching me. Sure, he had taught me about garlic and the multiple ways you can cram more of it into your diet. But in that moment, seeing him powerless, frail, and scared, he taught me something much more important: That we are not what we want to be. We are not what others need us to be. We are simply what we are. We are mortal. We lose those we love. We age. We die. The battle against death is not lost only by the cadavers in the anatomy lab, but by every human that has ever lived. And no amount of garlic will change that fact.


It hurt to see Sid, my role model for graceful aging, decline in the wake of his wife’s worsening condition. But at the same time, it forced me to reflect on what had been so compelling about him. Sid presented a version of reality that I wanted to believe was true. That there was a simple solution to my fear of my own mortality. That I could hold it at bay with a few extra squeezes of the garlic press. It was that desire that prevented me from initially seeing the deeper truth: Here was a man who had been suffering silently, papering over the pain of slowly losing his wife by keeping a stiff upper lip and lecturing a captive med student about garlic. It was a constructed fantasy, one that both of us were eager to believe.


When we want something to be true, we are more likely to believe it is true. What’s more, we will interpret the facts we are given in such a way that they support that underlying belief. This is the key premise of the concept of motivated reasoning, and once you are aware of it, you will see it everywhere. It explains why certain people believe that climate change is not human-made, or that President Barack Obama wasn’t really born in the United States. It explains why we play the lottery, why we eat “just one more” potato chip, and why we don’t believe weather forecasts that call for rain on our wedding day. It explains why some smokers will tell you that nicotine isn’t addictive or that smoking doesn’t cause lung cancer. It affects doctors and patients alike and limits our ability to make truly informed choices.


It sounds simple, I know, but recognizing what it is you want to be true can be devilishly hard. Although this book promises to show you who to trust with your medical and health decisions, we start here, inside our own minds, because the first step to knowing who to trust when you are making medical decisions is to be able to trust yourself.


The Conclusion You Want, the Facts That Fit


“Facts” are definitive statements. They can be true (It is sunny outside) or false (I can run a five-minute mile). We know this intuitively, and so we use multiple techniques to determine the veracity of facts. Our brains have what amounts to an internal fact-checking system, which uses a variety of data, both conscious and unconscious, to assign a truth value to a fact or concept. We believe facts that our brains determine are likely to be true and disbelieve those that our brains determine are likely to be false.


But the system is imperfect. It has limited access to information. It can be hacked. When it is, we believe things that are not true. Knowing how the system can be hacked can help us make it stronger and more readily reject the falsehoods that come at us at breakneck speed in the modern world.


We all like to consider ourselves rational people. When presented with a fact, we tell ourselves we evaluate it in the context of everything else we know to be true, look at supporting and contravening evidence, and come to an objective, informed conclusion. But our brains are not the fact-checking department at National Public Radio, looking for citations and calling in experts to provide their opinions. Rather, our interpretation of facts tends to be based not on the reliability of the fact itself, but on the desirability of the conclusion that leads from the fact. Our brains are fact sculptors, molding and shaping the facts we are given to fit an underlying narrative that feels true, or a conclusion that we believe should be true. Facts that match a narrative we already believe in seem more reliable by that quality alone. This process of motivated reasoning is not just pervasive; it is universal—it is built into the way human beings think. It can lead us to bad decisions about our health, and, more than that, it can lead us down some pretty dark rabbit holes.


Many ideas that we could call conspiracy theories are really just extreme examples of motivated reasoning—taking facts and interpreting them to get to a conclusion that one wants to be true. When I discuss this with friends and colleagues, I am often met with some befuddlement. “You’re saying people want the US government to have secretly planned to destroy the World Trade Center towers?”


Actually, yes. The presence of a superpowerful controlling force, even if evil, at the very least imposes order on a world that may otherwise seem chaotic. That a ragtag bunch of terrorists could cause so much death and destruction in the United States implies a certain amount of randomness in the world that would make anyone feel unsafe. But if the destruction was part of a large-scale plan by those in power, we can paradoxically rest somewhat easier: The randomness is removed. The world has more structure. Some people need that.


I am no more immune to this than the next guy, though few would describe me as conspiratorial. For example, one of my best friends is a vegan, mostly for ethical reasons. But even putting ethics aside, the facts are pretty clear: People who eat a diet rich in fruits, vegetables, nuts, and legumes tend to have fewer heart attacks, are less likely to develop cancer, and overall live longer. If I were being perfectly rational, I would look at those facts and conclude that it makes sense to not eat meat anymore. But I don’t like that conclusion. It is not what I want to be true. So I tell myself that these dietary studies have flaws (they do—see chapter 3) and therefore I can safely ignore them. But deep down I know that I have a bias here: a conclusion I want to reach, which is that I can continue to eat all the delicious (if unethical and unhealthy) things I always eat.


The fact that I am aware of that bias helps a bit—it allows me to review data about nutrition with a more balanced eye. But I’d be lying if I said the bias isn’t there. The way I justify my meat eating and the way a smoker justifies his pack-a-day habit aren’t that different. We may know that the facts are against us, but we spin the facts, we interpret them, we decide they don’t apply to us for some reason. These are all variants of motivated reasoning, which allows us to come to the conclusion we all want: that we don’t have to change.


Motivated reasoning largely defends the status quo. And in Medicine, that can be a real problem.


Motivated Reasoning in Medicine


One of my favorite quantitative examples of motivated reasoning, perhaps because it mimics a typical medical scenario, comes from Kent State University in 1992. In the tradition of many highly cited psychology studies, it recruited psychology majors for course credit and put them through the proverbial wringer.


The students were told that a new saliva-based test had been developed to detect a potentially serious medical condition called “thioamine acetylase deficiency,” which, if present, could lead to pancreatic disease in the future. Unbeknownst to the students, TAA deficiency was a fake condition—all part of the psychological manipulation.


The students were given a yellow strip of paper to lick. Half were told it would turn green if they had adequate TAA levels. Half were told it would turn green if they had inadequate TAA levels. (In reality, it was just a yellow piece of paper; it wouldn’t be turning green for anyone.)


The students were sent to the bathroom to test themselves and told that if the paper were to change color, it would typically happen in ten seconds. The setup was now complete. Half the students, seeing no color change, would believe they had a potentially dangerous medical condition, while half, also seeing no color change, would be relieved to find out they were fine.


Knowing how motivated reasoning works, you can probably guess how the students reacted. All were motivated to reach the conclusion that they were healthy. (That’s something we all wish to be true.) Half got data supporting that belief, while half did not. And the reactions were dramatically different. Those who believed that no color change meant they had TAA deficiency waited much longer before turning their slip in (an average of almost 105 seconds versus almost 76 seconds), presumably hoping the color change was delayed. More dramatically, more than 50 percent of the students who thought no color change was bad retested themselves. Less than 20 percent of students who were led to believe it was good retested.


After the test, the students were asked to rate how serious they believed TAA deficiency is. Those led to believe they had TAA deficiency rated it a 31.7 on a 100-point scale, compared to a 49.8 among those led to believe they didn’t have the condition. Again, motivated reasoning. Those who believed they had a new diagnosis of TAA deficiency rationalized that it wasn’t so bad.


All students were told the truth before they left the experiment, to much relief. But what happened in that lab happens all the time in medical offices around the country. Our desire to reach the conclusion that we are healthy makes us doubt diagnoses that we don’t want to hear, and seek out multiple opinions in the hope that we will find some data that leads us to the conclusion we wish to be true—that all is well, or at least that all is easily fixable.


Just because a particular fact relates to the human body or physiology or a medication doesn’t give it any special privilege. There are true medical facts (The kidney is the only place in the body where a capillary connects two arteries) and false medical facts (Peptic ulcers are caused by stress). Recognizing true facts from false facts is a critical skill, and much of this book will help you separate the wheat from the chaff on that front. But we’re not there yet. Because even true facts are subject to that amorphous cognitive process known as “interpretation.” And interpretation, if you let it, will be colored by motivated reasoning.


Let me provide you with a true fact, courtesy of the New England Journal of Medicine: The risk of homicide is significantly higher in homes with guns. How you interpret that fact may depend on a host of factors: the other studies you’ve read or heard about, your personal experiences, the last homicide case you saw on the news. But more than any other factor, how you interpret that fact is likely to be influenced by what you think of guns and gun ownership. If you believe that the right to bear arms is a bulwark of human dignity in an uncertain world, then you may interpret the link between gun ownership and homicide as a result of the fact that individuals at higher risk of violence are more likely to buy guns. If you feel that unrestricted gun purchasing poses a public health threat and encourages more violence, you are likely to interpret the link between gun ownership and homicide as strong evidence that guns cause people to hurt others. Same fact, different interpretation. That is motivated reasoning.


Motivated reasoning about medical topics is nothing new, but in the summer of 2021, the death toll associated with it began to rise significantly.



Motivated Reasoning and Vaccine Hesitancy


The coronavirus pandemic had raged throughout 2020, keeping my hospital full and my colleagues and me in a near-constant panic around our own safety and that of our families. But by December 2020, the first vaccines received emergency use authorization by the FDA. I likened it, in a live CNN segment, to J. R. R. Tolkien’s Battle of Helm’s Deep—Gandalf and the Rohirrim arriving just at the moment all hope was lost. (The producers gently encouraged me to make my references a bit less obscure in the future.) Nevertheless, hope was high for the new year, and as the pace of vaccinations increased, it seemed that victory against the virus was within our grasp. Vaccinations rose to five hundred thousand per day, one million per day, two million per day. And then… they started to drop.


You know the story. After about half the US population was vaccinated, finding eager arms for vaccine shots became more and more difficult. The remaining unvaccinated individuals were labeled “vaccine-hesitant.” Some of my colleagues felt this was too gentle a term and preferred the more aggressive “anti-vax,” but in talking with my patients, friends, and even some people who reached out to me online, it was clear that “hesitant” was the right word.


While there were some diehards who would never agree to vaccination and were actively trying to convince others not to get vaccinated, the majority of the hesitant fell into a few camps. There were those who were concerned about vaccines in general—they had a sense that the bar for injecting something, anything, into your body should be a particularly high one. There were some who didn’t have an explicit reason to avoid vaccination—they just never seemed to get around to it. And there were some who were particularly skeptical of these vaccines, who pointed out that they had been developed and tested in under a year, which represented a compression of the typical five- to ten-year timetable.


I should note here that this is one of those “facts” that isn’t exactly true. It was in 2003 that mRNA vaccines hit their stride, after the initial SARS epidemic, when scientists recognized that the spillover of coronaviruses from animal populations into humans could be an ongoing problem. We would have been in much worse shape against COVID-19 if we hadn’t had that seventeen-year head start.


There are myriad reasons for vaccine hesitancy, but by far the most common refrain I heard in the summer of 2021 was that we didn’t know the long-term risks of the vaccine. This is, empirically, true. We don’t know the long-term risks of any new invention, by definition. Honestly, we don’t know the long-term risks of COVID-19 either (though they aren’t looking good, as the docs at our “long COVID” clinic will tell you). However, we did have some facts about side effects of the vaccine since those early reactions were carefully tracked. Some data came from the rigorous randomized trials of the vaccines, which suggested that mild side effects were more common with a vaccine compared to a placebo, and that serious side effects were quite rare. But the facts most commonly misinterpreted in the era of vaccine hesitancy didn’t come from the vaccine trials—they came from the Vaccine Adverse Event Reporting System. VAERS has been around since 1990 and was designed as a mechanism for surveillance of rare vaccine side effects.


Vaccines enjoy a somewhat unique place in Medicine, as one of the few classes of medication that are given to people who are, objectively, not sick. That makes the risk-benefit calculus for vaccines substantially different than it is for other medications. Lingering side effects or complications are simply not acceptable, especially when certain vaccines are recommended for practically everyone.


Healthcare providers are required, by law, to report to VAERS certain events that occur within certain time periods (they vary depending on the vaccine), but anyone can make a VAERS report. This has resulted in some humorous entries, including one from a man who reported that a vaccine had turned him into the Incredible Hulk. Let me give you a piece of data: As of June 13, 2022, there were 871,953 VAERS reports regarding COVID-19 vaccines. There were 120,503 VAERS reports for all other vaccines combined over the same time period. How you interpret these facts will depend strongly on how you feel about vaccines in general, and the COVID vaccine in particular. If you are vaccine-hesitant, you might view these numbers as a startling confirmation of those deep-seated worries you’ve had all along. Others might look at those numbers and conclude that in a politically charged environment where all we talk about all day is COVID-19 vaccines, it’s little wonder that people would report events—whether linked to the vaccine or not.


In fact, the political overtones of COVID vaccination may be responsible both for the poor quality of VAERS data and for our failure to get enough people vaccinated to get the virus under control. Medicine is no stranger to politics (see the debates on universal healthcare and abortion access), but it is actually rare to see discrete healthcare interventions be linked to one political stance or another. You are not more likely to take your cholesterol medicine if you are a Republican or a Democrat. But the political divide with regard to the COVID-19 vaccine is stark: In August 2021, a Kaiser Family Foundation survey found that 51 percent of unvaccinated individuals were Republican, while 23 percent were Democrats. Of individuals who said they had no intention of ever getting the vaccine, 58 percent were Republican and 15 percent were Democrats.


There are several reasons we may have sorted this way. It could be due to President Donald Trump’s downplaying of the severity of the virus itself, or it could be due to Republicans’ more hard-line stance on autonomy. But regardless, there are communities in the United States where admitting you are vaccinated would shock and upset those around you, and communities where the exact opposite is true. Throw an “anyone can report” system like VAERS into that mix, and you get hundreds of thousands of reports.


Many epidemiologists would argue that, for this reason, VAERS data should be treated as essentially useless. But there are no doubt some valuable needles in the VAERS haystack. As it turns out, there are some standardized statistical approaches that can be used to try to tease out some truth from the messy VAERS data. They often involve comparing the rates of reported side effects from one vaccine to another while applying statistical weights to account for the amount of noise in the data. As of this writing, these approaches have suggested that some COVID-19 vaccines carry a small risk (about one in ten thousand) of heart inflammation, and others a similar risk of blood clot formation. Compared to the risk of death from COVID-19 if you are unvaccinated, which is probably around eight or nine in one thousand—the risks from vaccination are minuscule.


But remember: Motivated reasoning is incredibly powerful. We interpret facts in a way that supports some underlying belief we already hold. Many people whom we would describe as vaccine-hesitant in fact harbor negative beliefs about vaccines. Motivated reasoning will seek to confirm those beliefs, as refuting an underlying belief requires cognitive change, which takes effort. This is why many vaccine-hesitant individuals can look at the one in ten thousand risk of heart inflammation and compare it to a one in one hundred risk of death and conclude that the vaccine is not safe enough.


I’ve seen this type of reasoning many times. Often, it requires two steps of data misinterpretation. The first inflates the vaccine risk: “Probably the numbers are higher than one in ten thousand, but cases are being missed.” And the second diminishes the risk of the virus: “I’m healthy, and I will be fine if I get infected” or “The death risk is being inflated somehow.” The effects of this reasoning lead to the conclusion that was inevitable all along: “I won’t get the shot.”


Not all vaccine-hesitant individuals are armchair epidemiologists, looking up VAERS data, but many are still engaging in the same cognitive processes, often using anecdotal data (a friend of a friend had a bad vaccine reaction) to justify their underlying belief that the vaccine is too risky. And anecdotes abound in the misinformation age—your social media page is full of them, and the algorithms that drive the social media feed will ensure that you see more of them if you engage with that content. The effect is that those who are on the fence with regard to vaccination are exposed to constant data points that support the conclusion that, deep down, they want to be true: that they don’t need to get the vaccine.


While a robotic appraisal of the facts should be enough to convince any adult that the risk of vaccination is far less than the risk of COVID, we are not robots. Instead of examining facts and reaching conclusions, we reach a conclusion and go on the search for facts. The public is not alone in this. Doctors do it too. And you need to know how to recognize it when they do.


When Your Doctor Wants a Conclusion to Be True


Doctors engage in motivated reasoning in ways that can be hard for patients to pick up on. Most of us have three main drives when it comes to patient care: to make people better, to not make people worse, and to avoid needing to deal with the insurance company. I’ll go into greater detail on insurance companies in chapter 10. Here, I want to address how the fact that we want our patients to be well can strongly color how we interpret the objective facts about their cases. In brief, our motivated reasoning can lead us to downplay the seriousness of your condition.


This effect has been most robustly described in the cancer literature. When a patient has a terminal cancer diagnosis, they will often ask their physician how long they have to live. It’s a terrible conversation to have, and the data suggests it might not even be worth it. A synthesis of twelve studies compared doctors’ predictions about patients’ survival to reality. Doctors’ predictions were almost always overly optimistic, typically giving the patient 50–90 percent more “time” than they would turn out to have.


How do we justify those overly optimistic predictions? We interpret the data to get to the conclusion we want. We may look at a low white blood cell count and blame it on the chemotherapy instead of the cancer infiltrating the bone marrow. We may shrug off a patient’s complaint of severe fatigue as the result of a restless night’s sleep, because the alternative—that the cancer has recurred—is something we simply don’t want to be true.


This won’t be fixed by using the old “Give it to me straight, doc.” We aren’t lying or sugarcoating. We are misinterpreting data to get to a conclusion we want to be true, just like you do. Just like every human does. And it should be obvious how this optimism may, paradoxically, compromise your health. It may lead your doctors to be less aggressive, or to forgo a test that you actually need, because the conclusion we want to reach—that you are healthy—may be the wrong conclusion.


So how do you know whether your doctor is processing information properly? One powerful tool that has emerged in this space is called the “‘surprise’ question.” Instead of asking a physician how long a patient has to live, we can ask “Would you be surprised if this patient lived six months?” “Nine months?” “Twelve months?” And so on. These simple, binary choices help to short-circuit the motivated reasoning that pushes us in overly optimistic directions. And the “surprise” question isn’t limited to predicting death. It can be used to get an honest assessment of the likelihood of response to a medication or other treatment, the risk of surgery, or whether a lifestyle intervention is likely to meaningfully improve your health. If you ask a doctor whether taking ginkgo biloba will improve your cognition, they are likely to reply “Maybe. It couldn’t hurt to try.” But if you ask “Would you be surprised if taking ginkgo biloba improved my cognition?” you’re much more likely to get the more realistic “Yes, I would be very surprised.” Changing the script a bit can make all the difference in these types of medical interactions.


Once you have your sensor tuned to it, you’ll start seeing motivated reasoning everywhere—in the politicians on the news, in your own friends and family, in your doctor, and, hopefully, in yourself. Recognizing it is only the first step, though. You need to know how to fight against it. You need to demotivate your reasoning.


Four Ways to Demotivate Our Reasoning


Because motivated reasoning involves… well, reason, we might not notice that we are using it unless we are highly introspective. We may think we are being perfectly logical. But there are three rules of thumb I’ve developed that help me figure out if I might be in a motivated-reasoning situation. I’m hopeful they will help you as well.


One thing to remember is that you should never draw a conclusion from a single piece of data, no matter how compelling. The problem is that humans are conclusion-drawing machines. Our brains are simply wired that way. As soon as our brains are developed enough to form conclusions, we start jumping to them. One of my first memories of school is from Mrs. Wimble’s nursery school class. One day, we played a game where each of us reached into a dark box to feel something inside. Without looking, we had to tell the class what it was. When I reached into that box, I confidently blurted, “It’s an orange hair clip.” It was a white hair clip. I was too young to know that the picture my mind had created of the thing in the box was not necessarily accurate. And while I would not make that mistake again, the same neural pathways are active in all of us—leading us to feel confident in our conclusions because they comport with the way we want, or need, or expect the world to be.


The first way to avoid motivated reasoning is to be thorough. Look for more data. Avoid the temptation to draw conclusions no matter how right it feels that the hair clip is orange. If you hear that a vaccine led someone to speak in tongues, wait for more data. If you hear that a new virus is turning people into zombies, wait for more data. True conclusions are supported by multiple lines of evidence.


This orange hair-clip phenomenon happens to doctors all the time. As a kidney specialist, I am often asked to perform dialysis on patients in the hospital. The typical situation is a patient whose kidneys have started to fail due to infection, low blood pressure, or complications of surgery. Dialysis is a procedure where that patient’s blood is circulated through a dialysis machine, which can function as an external kidney—filtering out the toxins and other metabolic detritus before returning clean blood to the patient. One question that comes up when we consider this treatment is: When should we start? Too early, and we might end up treating people who would recover on their own, putting them at risk of dialysis complications (like blood clots, infection, and pain) for no reason. Too late, and we might miss the window to really help them.


So how do we know how high we should let the toxin levels get before we hook a patient into the machine? In May 2016, the results of a trial of early versus late dialysis in a single hospital appeared in the Journal of the American Medical Association (JAMA). The conclusion: Early starts saved lives. As someone who provided dialysis therapy, this conclusion felt right to me—the thing I did to help patients really did help. But two months later, a larger study appeared in the New England Journal of Medicine evaluating the same question across multiple different hospitals. The conclusion: An early start versus a later start made no difference. The conclusion I would like to reach, that dialysis is helpful early in the disease course, was supported by one trial and refuted by another.


By being aware of my own motivated reasoning, I was able to force myself to look for other data sources and then adapt my thinking on the issue. By expanding the number of data sources I considered, I was better able to avoid cherry-picking studies to support my personal preferences. My current practice, based on the best available data, is to delay dialysis if possible to try to allow patients to recover on their own, but to use it when needed as a last resort.


The second way to avoid motivated reasoning is to realize that, in Medicine as in life, there are no guarantees. Health can feel chaotic and random. While we can increase our chances of leading long, healthy lives by exercising, eating well, and not smoking, we all know someone who was the very picture of a healthy lifestyle and yet got struck down by cancer, heart disease, or infection. A virus that can be asymptomatic in some people and fatal in others, as is the case for COVID-19, is terrifying on its face. The conclusion “An invisible bundle of nucleic acid may kill me in the next few months” is untenable, and so we all use motivated reasoning to find some other conclusion that we can live with. More acceptable conclusions range from “I am healthy enough that if I get COVID-19, I’ll be fine” to “The cure for COVID-19 is in the vitamin aisle” or “COVID-19 doesn’t even exist.” I have heard them all, they are all comforting, and they are all wrong. The truth is, unfortunately, we are not in total control of our health—we can only hedge our bets.


Nevertheless, the promise of control is a powerful one, and it relies heavily on motivated reasoning. Entire industries exist around this promise, and they are ripe for fraudsters and hucksters. Remember Natural Cures “They” Don’t Want You to Know About? This was the first in a series of books written by convicted fraudster Kevin Trudeau, which purported to provide simple cures for basically every modern medical ailment from depression to cancer. These types of books appeal to our motivated reasoning because they tie directly into the conclusion we want to be true—we want a cure. The unspecified “They” in the title can certainly be read as “Doctors” if you are so inclined, which creates a narrative: Doctors don’t want you to know the cure because then the doctors would not make money.


Books like these are designed to erode trust in Medicine, in this case to convince readers to give more money to the author. (The book was more or less an advertisement to subscribe to Trudeau’s newsletter.) Once we are primed to think about the conclusion we want to reach, we are highly suggestible to even the most dubious facts. And the facts in Trudeau’s books were really dubious—including the claim that AIDS is a hoax designed to sell HIV medications. The book series sold snake oil as a guarantee of a healthy life. But however much we want them, there are no guarantees.


You may feel that a treatment has to work because the alternative is too painful to consider, but this is just reasoning to a conclusion you want to be true. In reality, we know that the treatment may work, and it may not. A good doctor will help you play the odds to pick the treatment with the best chance of success—but that chance will always be less than 100 percent. If you find yourself believing otherwise, you are likely engaged in motivated reasoning.


The third way to avoid motivated reasoning is to adopt the strategy of a Fortune 500 company and outsource. It can be hard to recognize motivated reasoning in yourself, but it is actually fairly easy to recognize in others. I’m sure you’ve had a friend or relative tell you how they just know they’ll strike it rich in that multilevel marketing company or that a certain diet will help them shed those pounds, and you smile and nod, and think, Sure, good luck with that. Well, you can use your friends and family to your advantage when you are making medical decisions. Bring others into your circle, share the facts with them, and then (and this is the hard part) listen to what they say, even if their conclusions don’t agree with yours. Especially if their conclusions don’t agree with yours.


Spouses are particularly good in this role, I’ve learned. I remember sitting in the clinic at the Veterans Affairs hospital in West Haven, seeing a man with diabetes and kidney disease. We had tried to control his blood sugar levels using pills for six months, and they weren’t working. His sugar was too high, and it was making his kidney function worse. I advised him that we needed to start insulin injections. This was a conclusion he did not want to hear—the idea of multiple injections along with the finger sticks to manage dosing seemed overwhelming. He told me he could control his diabetes with diet, and I agreed that dietary changes might be helpful but probably not enough to avoid needing some insulin. He suggested we increase the doses of the pills he was taking. I told him he was already on the maximum recommended dose. He suggested that his kidney function would be fine, that we could keep a close eye on it and if things got worse, then he would do the insulin. It was then that his wife, who, fortunately, had come to the visit with him, called him out. “Listen to the man, George. He’s trying to help you.” And I was. George, with the loving support of his wife, integrated insulin into his diabetes care. He’s doing well today.


So far, we’ve addressed three main ways to avoid motivated reasoning: Wait for more data. Be suspicious of guarantees. And outsource the job to others. But the most important way to avoid this, the overarching way, is to know yourself—to be mindful of your own worldview, what you need to be true, and what you want to be true.


This metacognition, thinking about thinking, can be tiring. Introspection is work. But it is critical. When we make a decision, we need to ask ourselves why we made it. And we need to be honest about the answer. Was it really a rational appraisal of the facts at hand, or maybe, just maybe, could it be that you used the facts to justify the decision you were going to make anyway? Did you decide not to take that medication because you think the risks outweigh the benefits, or did you come to that conclusion because you don’t like the idea of taking pills? Or because you don’t like the idea of not being perfectly healthy? Or because it makes you feel like you failed somehow—not being able to maintain your body in its natural state? Or because it makes you feel old? You need to ask yourself these questions and be open to the real, honest answers.


While turning on your motivated-reasoning sensor will help you make better medical decisions, it’s actually much bigger than that. You’ll begin to see how deeply we all want to avoid change, to continue in the habits and beliefs we’ve held for so long. And by seeing that, you can begin to change yourself. You can open yourself up not only to new evidence-based medical therapies but to new experiences, new beliefs, and new ways of thinking. Importantly, you can open yourself to trusting your doctors, realizing that we care much more about taking care of you than taking care of the conclusion you want to be true.


There’s a reason this topic is addressed in the first chapter of this book: because recognizing our own tendency toward motivated reasoning is the first step toward opening our minds to the truth that is out there. The rest of the book will show you how medical truth gets discovered and teach you how to recognize it when you see it. Now you know how to treat truth fairly.
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