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The computer was born to spy. The first computer was created in secret to aid intelligence work, but all computers (and especially networked computers) are also uniquely useful for – and vulnerable to – espionage. The speed and ingenuity of technological innovation has often blinded us to understanding this historical truth. In the year since the publication of the hardback of this book in 2015, events have reminded us of its implications, none more so than the extent to which the group called ISIS in Iraq and Syria, and its supporters in the West, have used technology.


Five years ago, Western spy agencies faced a threat from Al Qaeda, which used one major communications tool (email) and was, in the most part, relatively unsophisticated. This meant it could be tracked relatively easily. Today’s members of ISIS are from a new generation who have grown up with the latest technology and make use of the latest tools, which emerge at dizzying speed, driven by the desire and ingenuity of developers and the public’s appetite for the new. Some ISIS operatives, such as the Briton Mohammed Emwazi (also known as ‘Jihadi John’), who killed American and British hostages on video, proved adept at using advanced technology to propagandise and operate online – but also to make it harder to be found. Previously, one analyst at GCHQ might have tracked a dozen targets, but now it can take a dozen analysts to track one target who knows what he is doing. It took more than a year to track Emwazi, resulting in his death in a US drone strike in November 2015, and it was telling that another Briton deemed sufficiently important to be killed by a drone was Junaid Hussain, a so-called cyber jihadist who had been convicted as a computer hacker before fleeing to Syria and then using technology to reach



back to individuals in Britain to encourage them to launch attacks.


The extent to which ISIS uses technology to spread its message, recruit and organise as well as perhaps even to carry out nascent cyber attacks has heightened the tensions between Silicon Valley and the spies – a relationship already fractured by the Edward Snowden revelations which began in 2013. ISIS and others are using tech companies as their platforms to reach around the world to encourage and support terrorism. The early signs of individuals being radicalised are also often displayed on social media. When three Bethnal Green schoolgirls disappeared for Syria, the clues to their radicalisation were in plain sight on their Twitter feeds. But who was looking? So how far should companies be responsible for the platforms they create and the content they carry? Is monitoring social media content for threats a matter of good corporate social responsibility for companies, or is it the outsourcing of intelligence-gathering to the private sector in which they spy on their users? Just as attacks in Paris and San Bernadino have highlighted the potential of technology when it comes to terrorism, so other developments – the theft of customer data from companies like TalkTalk for instance – have thrown into sharp relief the implications for our privacy of a growing tide of computer hacking, whether by our own state, other countries, criminals or even just teenagers looking for kicks.


In the UK, 2015 saw a debate emerge over how to overhaul Britain’s outdated legislation governing intelligence collection and surveillance. When a draft bill was published in November 2015, one of the most significant revelations was that MI5 had been secretly operating a programme to collect records of all British phone calls. This was so secret that even in MI5 its existence was kept highly ‘compartmented’ from many in the Security Service. This is the same programme that was first revealed (before the eventual public admission) in the hardback edition of this book, in the context of its use in July 2005 in the wake of terrorist acts on London. The suggestion that it was secretly authorised under a provision of the 1984 Telecoms Act was proved correct by MI5’s eventual admission.


An independent study into the powers of the state to intercept communications and gather data found that there was value in some of the kind of ‘bulk collection’ programmes that GCHQ and others



use to triage the vast flow of information and turn it into useful leads for MI5 to follow. But the same study, by David Anderson QC, found the existing system was so opaque as to be ‘undemocratic’. The necessity of reform and better public understanding is now accepted within government. Everything may have been technically legal, but this is not the same as real accountability. Each brick was individually approved by ministers, one senior official explains, but those ministers never saw the vast edifice that had been constructed beyond their sight using all those bricks.


The challenge of dealing with encryption – a central narrative in this book – has gone from a barely uttered secret at Bletchley Park to the centre of political debate. Companies like Apple have been speaking out, warning of their fears that they could be called on to compromise their security and hardware to comply with new laws. Talk of ‘backdoors’ was once only for technical specialists, but is now one that exercises companies and consumers. What is clear is that to get around encryption, the state may well turn more to the techniques of cyber espionage and computer hacking.


Sometimes a thorny knot of issues is portrayed as simply a case of requiring us to ‘balance’ security with privacy, but the reality is far more complex and multi-layered. Encryption might offer individuals more privacy and security, but it also poses challenges for law enforcement and the state in providing collective security. Does Apple’s provision of end-to-end encryption for its phones help make us safer by protecting us from cyber criminals, or does it make the world more dangerous by giving jihadists a way to communicate out of reach of the state? And if we want states to be able to access communications then the next question will be which states around the world, and with what implications? A global and historical perspective is vital to an informed debate on these and other questions about security in the digital age.


One thing that the history shows is that the ‘going dark’ debate is not new: Britain faced it with an upgraded Enigma machine on the eve of war, again in the early Cold War when the Soviets improved their systems, and in the 1970s and 1990s with the spread of encryption and fibre-optics. Intelligence agencies have proved highly inventive in finding ways round obstacles which at first seem insurmountable



(sometimes through high technology and sometimes through low cunning). A good example are the recently declassified documents that revealed how, early in the Cold War, GCHQ and the NSA reacted to the sale of strong encryption machines by a Swiss company by coming to a secret arrangement with the company’s founder, Boris Hagelin.


Computers certainly offer new ways to steal data, but they also pose challenges to spies. You could forgive the chief of MI6 – known as C – a slight shudder as he watched the latest James Bond movie Spectre. Not the scene in which MI6’s HQ is blown up, but the more worrisome plot device that his Secret Service was going to be swallowed up by a new data driven super-agency. Spies know that just as they can use technology to uncover secrets, so the same technology can be used to strip away the secrecy that they consider vital to doing their job. Few outside the intelligence world understand the extent to which spies perceive technology as an existential threat to their work. The fear of what could be done with data was evident in Washington’s neuralgic reaction to the cyber intrusion into the federal government’s Office of Personnel Management first revealed in the summer of 2015, in which the personal and vetting details on 21 million people – many of them government workers – were stolen (allegedly by the Chinese). The vetting details might have included material that could be used to spot vulnerabilities and approach an official for blackmail. A smart intelligence service could also correlate who at an embassy, say in Beijing, was on the database and by elimination work out that anyone not on the database might be an undercover intelligence officer. ‘It was a great intelligence operation,’ one top American spy says, ‘and given the chance we would have done the same thing.’ An arms race is on between spy services to exploit technology. Only those who adapt will survive.


Recent events have also suggested the Western NATO alliance countries appear to be well behind Russia in integrating cyber into information operations and into ‘irregular’ or ‘hybrid’ warfare, as witnessed in Ukraine since 2014. Russia also appears willing to push the boundaries in ‘live testing’ cyber weapons. This is one part of a notable recent proliferation and escalation of cyber attack (as well as espionage) capability. The signs are that the long-standing concerns



over the use of cyber techniques to cause real world effects, rather than just pilfer data, are now turning into reality – whether to knock out power stations (as may have happened in Ukraine) or interfere with live TV broadcasts (as happened with a French TV channel in 2015). The sophistication of these attacks is also making it harder for intelligence agencies to know who is truly behind them (as witnessed in the case of the French TV incident, which Britain believes was carried out by Russia but the French say was jihadists from ISIS). The nightmares of people maliciously manipulating health and banking data or carrying out real cyber terrorism (rather than just vandalism) may be about to be come true.


What are the implications of the rising tide of cyber espionage for all of us? What is clear is that it is becoming harder and harder to keep secrets in the modern world. Just ask the people who signed up to the Ashley Madison website (which offered to facilitate adultery) and then had their details hacked. Or the people whose credit card information is sold on the ‘dark web’. Or the teenagers who realise their social media trail of embarrassing pictures is harder to erase then they thought. Or GCHQ and the NSA after Edward Snowden. It is now easier than ever for information to be hacked, stolen and leaked. An ever-increasing dependence on inherently insecure technology will only accelerate this as cars, fridges and everyday items start to get hacked by a range of malicious actors.


The rising toll of cybersecurity breaches begs the question of whether a tipping point is approaching when the insecurity undermines confidence in the much-heralded future of big data and the internet of things. If we do not lose our trust in technology, we may end up being forced (partly by our own commercial choices) to refashion our notions of privacy and secrecy. Companies are keen to point their fingers at the state for compromising privacy but less keen to talk about the implications of their own practices in gathering and exploiting data, while spies like to point their fingers at the companies, ignoring some of the differences. In reality, a complex symbiotic relationship exists between corporate data collection and the intelligence activities of the state – the existence of pools of data gathered for profit acts as both a tempting target for spies but also a precedent for their actions. Europe and America are also at odds



over the power of American technology companies and the implications of their dominance.


Should we simply shrug our shoulders, enjoy the latest app which sucks up our data and accept the intrusions of the state as necessary in the fight against terrorism? Or should we rather rage, as some would put it, against the dying of the light of privacy and internet freedom? This contest for our future has only just begun. But it will become an increasingly central struggle within our social and political discourse within and between nations.


Gordon Corera


London, February 2016











PROLOGUE
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An enigmatic telegram arrived at the port of Dover just past midnight. It was in code so its meaning would have been lost on anyone save for its intended recipient, an officer named Superintendent Bourdeaux. ‘WHERE COULD SECOND LETTER FIND YOU,’ the telegram read. It was 5 August 1914 and Bourdeaux began urgent preparations as he waited for a second message to confirm his orders. ‘We were taking considerable risk,’ he noted in a melodramatic handwritten report buried deep in the archives of Britain’s Post Office. At 1.52 a.m. Bourdeaux was on board a ship, the Alert, as it set sail. The bulk of the crew were ignorant as to their mission. The weather was still good. War had been declared with Germany just minutes before the telegram had been sent. The Alert was about to undertake the first offensive act of the conflict.


The Alert arrived at its first destination at 3.15 a.m., lowered its hook to the seabed and began to dredge. After twenty minutes it had hauled up the end of a cable. Bourdeaux had been instructed to bring it to the surface to check it was the right one. Then he was to cut it. By the time a fourth cable was reached, it was six in the morning. Heavy rain and wind were battering the ship, making the grappling much harder. At this moment, a foreign ship was spotted for the first time. With relief, Bourdeaux realised it was from Britain’s ally, France. ‘Alert: What are you doing?’ the curious French captain asked as he pulled up alongside. ‘Cutting German cables,’ Bourdeaux replied with disarming honesty for a man on a secret mission. ‘He and his crew then gave us a splendid round of cheers which we heartily replied,’ Bourdeaux writes. By ten in the morning, the Alert was heading back to Dover.


The Alert’s order had come by telegram – the near-instantaneous



form of communication that had transformed everyday life in the previous half-century by sending an electrical signal down a wire to deliver a message. The telegraph had been the driving force in the first wave of globalisation. It allowed businessmen, diplomats and ordinary people to communicate with each other across vast distances in a matter of moments rather than weeks or months. It had brought the world so close together that optimists believed it had banished the possibility of conflict. But Europe was now descending into the abyss of the First World War. And, in carrying out the order sent by telegram, Bourdeaux and the Alert were undertaking one of the first strategic acts of information warfare in the modern world, an act whose consequences would ripple out in unforeseen ways through the war years and beyond, leading to the birth of modern communications intelligence. The Alert had cut off almost all of Germany’s communications with the outside world.1 It had hit the kill switch.


On 4 August, just before the Alert set sail, a man arrived at the cable station at Porthcurno in Cornwall. On the secluded, sandy beach, telegraph cables carrying traffic across the Atlantic came ashore and the messages they conveyed would then be relayed from inside the building. The man’s job title was not one that we associate with espionage. He was a ‘censor’. In the office of the Eastern Telegraph Company in the British colony of Hong Kong, another ‘secret censor’ walked into his new office. A similar figure did the same in every far-flung corner of Empire, from Malta to Singapore. Once the censors were in position, instructions had told them to send a message to London reading ‘Fixity London, Fixed’. The system was up. At midnight on 2 August 1914 a global system of interception had been instituted. Known as ‘censorship’, its aim was ‘to prevent intelligence being conveyed to the enemy and to cut off the enemy’s correspondence with his agents’. Britain was taking advantage of its control of much of the international telegraph infrastructure to create the first global communications surveillance system, from Cairo to Cape Town, from Gibraltar to Zanzibar. Fifty thousand messages would pass through the hands of 180 censors at UK offices alone every single day. Another 400 worked in 120 stations overseas. In all, 80 million messages would be subject to censorship during the war.2




Spy fever had gripped the country as war approached. This had been fuelled by lurid tales from novelists and newspapers suggesting German agents were lurking undercover in every port and village, secretly conveying vital information back to the Fatherland that might cost Britain victory. The fears led to the creation of MI5 to catch German spies at home and MI6 to make sure the favour was being returned. It was hoped that the ‘censorship’ of telegraph cables would help catch those (largely non-existent) agents. And some men would meet their deaths – blindfolded and shot in the moat of the Tower of London – based on the letters and telegrams that were intercepted. The impetus of war and the fear of the unknown would lead to intelligence collection on an industrial scale.


An army of vans pulled up outside Strand House in London and unloaded bags of international mail onto trolleys. Bulk intercept in the pre-computer age was low-tech and laborious. The building was damp, cold, poorly ventilated and cramped, declassified files record with some sadness, and a full-time nurse was on duty to limit the high sickness and absence rates. The task of reading other people’s mail was so vast that it spilled out of Strand House and into even the new Science Museum in South Kensington. At its peak, 375,517 letters were ‘censored’ in a single day. At the end of the war, it was reckoned that 630 million letters had passed through the system, with 1.3 million of them stopped for further checks.


How were these selected? Letters to and from certain addresses and names on a blacklist were intercepted, the most sensitive being sent straight to MI5. There was mission creep as the system expanded from looking for German agents to keeping track of anarchists, finding obscene literature and even ‘information on political matters from well-informed private individuals’. Members of Parliament could have their post stopped, since discontented soldiers at the Front frequently communicated their concerns (and supposedly sensitive information) by letter. This was all about international mail. There were trials of blanket interception of domestic letters as part of the pursuit of spy rings, but installing censors at every local post office would be too obvious and generate too much material to process.3 The technology did not yet exist to facilitate such an ambition. The latest piece of communications equipment – the telephone – added



a new complication. Phoning Europe required permission from the Cable Censor’s office. In naval towns like Sheerness, Devonport and Harwich, all domestic calls were listened to and transcribed in the hunt for enemy agents. A single line in the official report summarises the results: ‘Nothing of any value was discovered.’4


Intercepting mail with Germany was fair game. But what about neutral countries? In May 1915, a warrant was signed for the interception of all mail coming from or heading to America (a whole new office in Liverpool was opened to cope with the volume), and by the end of the war America accounted for ten times as much material as any other neutral country, and well over half the total.


Britain was learning that reading someone’s messages to glean intelligence might be more useful than stopping them communicating. Just as modern commerce depends on the internet, international trade then depended on the telegraph. Clever detective work could help expose German attempts to evade the economic blockade. Was a company in Amsterdam seeking to buy metal from America really a front for the German firm Krupps? If so, it would be placed on the ‘Secret Blacklist’. The next step was using this intelligence as a weapon. When the Irving National Bank of New York was found to be conducting a little too much business with Germany, its cables were delayed until it changed its behaviour. The same trick was used on all commercial traffic to the Netherlands because the Dutch were allowing sand, gravel and cement for the German war effort to transit. This, a British official remarked, inflicted an ‘infinity of harm’ until they agreed to stop.


When the Alert severed telegraph cables, it did not cut Germany off completely. There was the new medium of radio. Germany had invested in a high-powered kilometre-long radio antenna at Nauen. For the German and British navies radio was changing warfare, allowing ship-to-shore communication for the first time and centralised command and control. And German radio would be the crucial stimulus to the conception of Britain’s communications intelligence machine. A decade before the war, the Eastern Telegraph Company had set up a radio receiver on a small headland above Porthcurno beach, still known as Wireless Point. It was there to spy on the transmissions of Guglielmo Marconi, the flamboyant businessman and



inventor who had just sent a radio message across the Atlantic. The Eastern Telegraph Company feared this new upstart technology would destroy their business. But radio had a problem – it was a broadcast medium – anyone with a receiver could listen in. Surely that meant it was insecure for any sensitive communication? Marconi had claimed it would be possible to transmit on a narrowly defined wavelength to stop people ‘tapping’ a message. To prove him wrong, the Eastern Telegraph Company turned to a magician. At a June 1903 lecture at the prestigious Royal Institution, Marconi’s team was supposed to pick up a secure message from Cornwall in front of a packed crowd. But just before the agreed time, an assistant started to hear a rogue signal. He realised with horror that the word ‘rats’ was being spelt out in Morse code.5 A rhyme followed:




There was a young fellow of Italy,


Who diddled the public quite prettily





Word soon seeped out that Marconi had been – to use the modern term – ‘hacked’. The culprit was Nevil Maskelyne, the magician in the pay of the Eastern Telegraph Company, who had interfered with Marconi’s communication to show it was not secure. The lesson was that radio was subject to interception. That meant security was going to have to be integrated into the message itself rather than relying on the mode of transmission. That required secret codes. And where there were codes, there would be code-breakers.


On the first day of the war, the Director of Naval Intelligence took Sir Alfred Ewing, a man with shaggy eyebrows and an academic bent, to lunch. A Marconi company engineer was delivering messages intercepted from Germany on a specially chartered train to Liverpool Street Station in London. Some were in code and a team was needed to decipher them. Ewing was asked to take charge. ‘These were the decipherers and a rummier set of fellows I never came across in all my born days,’ one observer said of the men who would assemble under him in Room 40 of the Admiralty building.6


The magnificently named Fleet Paymaster Charles Rotter – a naturalised German – was the first to tackle the gobbledygook of encoded messages. The Germans, as did the British, used code books,



which were like a dictionary shared between sender and recipient with a list of common words and phrases and a corresponding code to substitute for them. Rotter and his team had got hold of all three main German code books and began to decipher German communications. The First Lord of the Admiralty, Winston Churchill, was a man who loved intrigue and intelligence and he immediately grasped the enormous potential. In November 1914 he issued a charter marked ‘exclusively secret’. Room 40 would study messages past and present ‘in order to penetrate the German mind’. Churchill would have decoded messages rushed in to him as he was having his morning bath; he would then grip them with a ‘dripping hand’.7


Spies had pilfered letters for kings and generals for hundreds of years, but Churchill’s charter marked the emergence of something new. This was communications intelligence as a formalised discipline – the systematic gathering, classifying, processing and decoding of messages. When used correctly it was a powerful tool for both the soldier and the diplomat. A decoded German message – known as the Zimmermann Telegram – would help bring America into the war by revealing Berlin’s plans to offer chunks of US territory to Mexico.


British code-breakers also learnt that sometimes you did not need to actually break a code to extract useful intelligence. German Zeppelins were bringing the war to the Home Front by dropping bombs on British towns. But it emerged that when an airship took off, messages would be sent to German anti-aircraft guns so that they would not fire on it. The Zeppelin would also use regular call signs to report back as it cruised over the North Sea and asked for bearings. You might not be able to break those codes, but if you systematically analysed this behaviour over time you could begin to predict when a Zeppelin was taking off and what its path might be – an early form of geo-location based on communications data. That would then allow you to alert your anti-aircraft guns at the right positions to get ready. This type of intelligence – studying the externals of a message for value – became known as ‘traffic analysis’. Once inside your enemy’s communications you could also deceive: during one raid false bearings were signalled to send Zeppelins off-course, allowing them to be shot down over France.




Just as the war was ending, the first sign was emerging of something new that would supplant the centuries-old practice of code books. On 23 February 1918 an engineer named Arthur Scherbius, whose other inventions included an electric pillow, filed patent number 416129 in Berlin. The German military could not yet see the potential of his new device but after the war Scherbius would sell it to businesses with the slogan, ‘One secret, well protected, may pay the entire cost of the machine’.8 Confident of its ability to create a mystery that other people could not understand, Scherbius christened the electro-mechanical device Enigma. The era of machines was arriving.


In the East End of London, a boy stood in his front garden during the war. He could see a searchlight scanning the dark skies above. He was a working-class bricklayer’s son not quite in his teens who loved to tinker with toy steam engines and build things with Meccano sets. As he gazed up into the night sky he saw the menacing form of a dark, bomb-laden Zeppelin suddenly illuminated by a searchlight, perhaps spotted with the help of the code-breakers. Guns opened up from the ground and the hulking mass was brought down over London in a flaming wreck. By the time of the next war, young Tommy Flowers would build his own machine, a creature made up of hot valves and paper tape – a machine that would not only help win that war but take the world into the computer age.











INTRODUCTION
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In 1929, a computer arrived at Britain’s War Office. ‘The work of a Computer, Class II, is mainly in connection with the calculation of the trajectories of projectiles in artillery fire,’ reads the official description of its task. The computer’s name was Kathleen Marion Lewis.1 This was not one of those pet names that engineers like to give to their creations. Kathleen was a person, not a machine. When the job had been advertised, it had been made clear that applicants needed to be British and have a maths qualification. The advert also said that women would be paid £100 a year – £20 less than men – and they would have to resign if they got married. That did not put Kathleen off. Her job was to perform calculations because a computer in those days was someone who computed.


Out in the foothills of northern India in the 1920s, another member of the War Office called John Tiltman had the title ‘Signal Computor’, as he worked with pen and paper. His job was to break the codes of Russian ‘signals’ or communications, a task he would labour on for another half-century. Even though he resolutely remained old-school in his methods, his work would contribute to the arrival of the first computer – a machine called Colossus – designed to break German coded communication in the Second World War. Tiltman went on to work for Britain’s Government Communications Headquarters (GCHQ) and America’s National Security Agency (NSA), only retiring in the 1980s.2 That decade saw the arrival at the NSA of a black box, roughly the height of a man, named Frostburg. With its red blinking lights (which were mainly for show), it could perform 65 million calculations in a second, far more than Tiltman could have scribbled.3 During the intervening decades, computers went from being a tool for espionage – by breaking codes



and collating data – to a target of espionage – because they held valuable information – and finally to being the means of espionage itself: because they could talk to each other, one machine could steal another’s secrets. This is the story of how that happened, what came next and why it matters.


There is a saying, attributed (perhaps falsely) to the information theorist Marshall McLuhan: ‘We shape our tools and then our tools shape us.’ The birth of the computer and the contours of its youth were shaped by the demands of code-breaking and espionage. But in time, the power of computing would in turn transform the spying business. And as computers become increasingly all-pervasive in our modern society, the intertwining forces of computers and espionage are now reshaping the entire world – from the rise of China to the phone in our pockets – making what was once the preserve of a few intelligence agencies something that has implications for all of us.


This was originally intended to be a narrower book about ‘cyber espionage’ – the stealing of information over computer networks. But as I tried to understand what it was and where it came from, it soon became clear there was a more interesting story to tell. Every time I pulled at a thread about today’s world it drew me further into the past; I wanted to understand the history of computers and spies, how it began and how it has shaped the present. It drew me into how spies first developed computers for a specific task – code-breaking – and how the battle over encryption and protecting or exploiting communications is today more fiercely contested than ever. It drew me into understanding how spies were the first to appreciate the power of computers to unlock the value hidden in large amounts of data – now a staple of the private sector and part of all our future. And finally, it drew me into the story of how computers and communications merged with the creation of the internet and the emergence of ‘hacking’ to exploit vulnerabilities, which in turn has changed the age-old practice of spying. The revelations from Edward Snowden that came after I had started the book added extra spice to the tale. What I found was a story that was far more interesting and mattered far more than I had expected.


What is spying? At its simplest it is finding out secrets. Since time immemorial, that has involved establishing the intentions of another



state, such as its plans and capabilities for waging war. Those secrets may also be the identities of people – such as those who want to remain hidden, like enemy spies operating in your country – or terrorists planning to attack. This takes spying into the trickier domestic domain, where it can also be used to root out dissent or as a form of social control, in the way the Stasi deployed surveillance in East Germany during the Cold War. The secrets you are after might be discovered through human spies and agents – the subject of my last book on MI6 – but they can also be unearthed by intercepting the communications of others. In England the practice of the state clandestinely reading letters dates back to at least the fourteenth century. The need for a single Post Office with a monopoly over mail was justified in 1657 by the state requiring access to communications in order ‘to discover and prevent many dangerous and wicked designs against the Commonwealth’. It was an era rife with fears of plotting at home guided by the hidden hand of those abroad. The fears and desires that have driven spying have changed little over the centuries. But the technology has. Our story begins a century ago when Britain built a formidable machine to search for the wicked designs of the enemy and its agents in war.


The First World War may seem a slightly odd place to start a history of computers and spies since it pre-dates the electronic world. But starting here serves two purposes. Firstly, it is the time when ‘signals intelligence’– studying your adversary’s signals (mainly, although not exclusively, communications) – came into being. The Alert’s cutting of cables marked the beginnings of information warfare and the establishment of an industrial-scale global intelligence operation. This gathered material in bulk from a commercial cable infrastructure that Britain dominated. Computers were a long way off. But the concepts that would underlie their use in modern espionage – from mass sifting of messages to traffic analysis of data and, of course, code-breaking – would be learnt in these years (there were also concerns over privacy). Secondly, the reference point of the pre-electronic age also allows us to see much more clearly what the computer has and has not changed about spying. Britain’s First World War system parallels the modern intelligence system that the



UK and US built a century later based on access to the cables that convey worldwide data traffic. But those data pipes carry something far richer than the telegraph clicks of the past, and so modern computer-based ‘digital intelligence’, with its updated form of packet inspection, offers something qualitatively as well as quantitatively different from what was undertaken under fluorescent lights in the Great War.


Since at least the time of Julius Caesar, those who carry information have used secret codes to shield the content of their messages from prying eyes. What we think of as the computer – a machine – was built at Bletchley Park, conceived out of the urgent need to perform calculations to break German codes on a scale that no man or woman could manage. Alan Turing laid the intellectual foundations for such a machine, while Tommy Flowers built it. The machine – Colossus – performed statistical calculations using algorithms to help deliver victory. That achievement was kept secret, but a deception designed to mislead opponents also deceived Britain itself. The culture of secrecy that surrounded first Bletchley and then its successor GCHQ came at a price. Bletchley also witnessed the first, tentative steps in forming the closest intelligence alliance seen in history, one that persists to this day. It was the US, thanks to the intimacy there between spies and private companies, rather than Britain that would forge ahead in computing. During the Cold War, the desperate effort both to hunt Soviet spies and to provide early warning of nuclear Armageddon took computers beyond code-breaking and into massive data processing and traffic analysis. In the subsequent decades computers would begin to move out of the secret world and into public view.


Anyone listening to experts talking woefully today about ‘cyber security’ and the manifold vulnerabilities of our systems might think this discussion was uniquely modern. In fact, it is a good half-century old. Much less has changed than people realise from the days when a young captain in the US Air Force worried about computers controlling nuclear missiles and began to wonder how others might subvert or get inside systems. Fears of ‘Trojan horses’ and ‘trapdoors’ in both computing hardware and software are far from new. As computers spread, people began to understand more about



the amount of sensitive data they held and their potential vulnerability. The use of secret codes to protect information had been one of the most closely guarded secrets of spies and states but in the 1970s a pair of Californian academics would face down the power of the NSA as they took the secret of encryption into the public domain.


And as computers began to talk to each other, a third option, beyond those of code-breaking and data processing to support espionage, opened up: using computers to perform the central act of stealing information. The inherent weaknesses of computers themselves and of a system – the internet – built to share and not secure provided a means to carry out that age-old task on a scale and from a distance that would transform the enterprise of espionage. The KGB would be the first to understand the potential in the late 1980s as a bunch of drugged-up hackers from Germany rooted around American military systems in search of secrets for their Soviet paymasters. Spies and hackers had met and computer espionage had arrived. The internet, with its offer of anonymity, became a perfect playground both for spies seeking to work undercover and also their targets.


People have spied from land, from the sea, in the air and from space. And so cyberspace inevitably became a new domain for what is often called the second oldest profession (following hot on the heels of the first). Western countries like Britain and America and even their Cold War rival Russia have their own preconceived ideas of what espionage involves from watching James Bond films and reading John le Carré. Espionage involves professional spies doing dangerous and duplicitous things in shady places. But this is somewhat misleading and misses the important role of computers and data. Filing cabinets have always been as important to spying as guns and gadgets; and computers and their connectivity have opened up a new world of digital intelligence, which in turn has transformed the traditional role of human espionage, sometimes enabling it, sometimes supplanting it. Today John le Carré’s George Smiley would be sitting at a computer terminal, not walking the streets. Our understanding of espionage can be too rooted both in our own narrow cultural experience and in out-of-date notions. The internet and



computers have changed spying in ways that the popular imagination has yet to appreciate fully, in the use of data to search for the signal amid the noise, to find meaning within apparent randomness and things – and people – that want to remain hidden. Cyber espionage facilitates spying on a scale previously unimagined and at a distance, changing the calculus of risk that had previously inhibited its use.


Another problem that stems from our misconception of spying is that we struggle to place new sources of cyber espionage into a narrative we know and understand, when there is no reason why they should conform. China, for instance, pioneered the use of computer espionage to target Western companies for economic gain and to seek out dissent. Corporate espionage and intellectual property theft are not new, but computers have raised the stakes, drawing companies onto the front lines as they have their own secrets exposed, as Sony realised when it was taken apart by hackers said to be from North Korea. Meanwhile the hills of Dharamsala in northern India, home to the Tibetan government in exile, have been at the forefront of one of the earliest, most sophisticated campaigns by a state that has entangled both the British and American governments and one of the world’s most powerful technology companies, Google. The fears over China’s rise are also evident in the controversy surrounding Huawei, a telecoms giant. As computers and communications merge, Washington fears that China will be able to do what Britain did in the First World War – hit a kill switch and spy through control of the infrastructure.


Military intelligence once meant sending people undercover to make maps of far-off lands or, in the run-up to the First World War, to creep round German dockyards seeking out details of the latest battleship under construction. Later in the twentieth century it meant using satellites and intercepts to do much the same thing, but in the twenty-first century it involves mapping out the computer networks that run another country’s power supplies ready for war, or stealing the latest designs of a stealth fighter so that vulnerabilities can be identified and perhaps even implanted. Computer espionage overlaps with the world of reconnaissance but also has moved into that of covert action. The work of intelligence agencies



often extends beyond just finding out secrets into the realm of acting covertly or clandestinely when the state wishes its hand to be hidden – for instance, in sabotaging another country’s nuclear programme. Computers and the internet have made this a particularly tempting – and dangerous – possibility for many players.


The phrase ‘secret history’ is bandied around freely these days. But this book, I hope, merits such a subtitle. Much of the story has remained classified for decades and only now can be pieced together to reveal a picture that had previously been hidden. What emerges is a corrective to the deterministic view that technology was always going to develop in a particular way with particular consequences. National security has been a driver – often unseen – of technological innovation. Companies, governments, individuals, but especially spies, have shaped the world of computing and networking. This process began with Bletchley Park but carried on into the Cold War and then the era of terrorism that hit America on 9/11 and Britain after 7/7. The traffic not just of data but of ideas between the secret world and the commercial world is a central part of this story and it flows both ways. The search for patterns in vast amounts of data was first undertaken by spies in the Cold War to look for signs of abnormal Soviet activity. In turn, as the kind of computing power required became accessible to the private sector in the 1990s, companies developed database marketing to track their customers. The spies after 9/11 and 7/7 then borrowed technology and techniques from the private sector to sift through a vast sea of data to look for unknowns, to find suspected terrorists, turning their focus domestically as well as abroad and making use of what they called the ‘home-field’ advantage of the commercial world.


Computers have become all-pervasive. The giant Colossus has been replaced by a computer infinitely more powerful that fits in our pockets. Black-box sentries stand guard at the border points at which the internet reaches our shores sifting vast torrents of data. Spies initially struggled to deal with this but eventually worked out how to master the internet rather than be defeated by it, creating what has been called a ‘second golden age’ of signals intelligence, the first being the days of Bletchley Park. But the exposure of some of these secret programmes by Edward Snowden raised complicated



issues about what privacy means in the modern world. Campaigners fear that the power of computers and surveillance will crush dissenting voices, leading to self-censorship that will reinforce existing power structures in many states. The spies believe their methods are the only hope of finding those individuals and groups who wish us harm and who have themselves moved into the online world. The hunger for data is becoming more intense, with more and more people and places seeking to acquire it and analyse it, challenging the very notion of what spying is and who spies are. Espionage over computer networks (hacking) is becoming commoditised and commercialised, and is no longer the domain of just a few states as it was a quarter of a century ago when it began; rather, it is something that affects us all and can be done to us and even by us. We can all retrieve, analyse and correlate information in a way that a spy of a few decades ago could never have dreamt of. So have we all become spies now?


Writing about intelligence is challenging. Some elements of this story have been glimpsed elsewhere – Chinese espionage, the NSA’s and GCHQ’s activities, the rise of the internet – but this book seeks to explore avenues and stories previously unknown and bring together the disparate strands in a way that reveals the connections between the algorithms of Bletchley and those of Google, the encryption of Enigma machines and that of modern smartphones, and relates them to the spying of Britain, America, Russia, China and others. It is based on first-hand reporting in Britain, the US and China, alongside declassified documents and more than a hundred interviews with a range of people intimately involved, from spy chiefs to hackers.


This book does not seek to cover every aspect of computer security – the issues of cyber crime and cyber war (if such a thing exists) are not explored, other than where they overlap with the central theme of spying. Nor does the book aspire to cover the story of computers and spies in every country in every detail: individual accounts have been selected to convey the broader narrative. Historical parallels are deployed to show where computers have changed espionage and where they have not. It does not approach the subject from a technical perspective (the last computer code I wrote was



in the 1980s on a much-loved Commodore Vic20). My aspiration is rather to ensure that the history of spying and the history of technology are portrayed in conjunction with each other and also with events in the outside world.


Spying has always been controversial, raising complicated ethical questions. This is not a book that sets out to tell people what to think. It is a work of history that aims to explain how we got where we are so that people can be informed enough to make up their own minds. We are facing a future in which everything is connected to the internet, in which the physical and virtual increasingly merge. This is a future in which we will leave a rich digital seam that can, for good or for ill, be mined, not just by intelligence agencies but by many others as well. The history told in this book and the issues it raises are not just for technologists or intelligence agencies; they are for everyone.











CHAPTER ONE


[image: Images]


BIRTH


By the Second World War, Tommy Flowers, the boy who had stood in his East End garden and watched a Zeppelin brought down in a flaming mass during the First World War, had graduated from Meccano sets and toy engines to building his own machines. In his laboratory at Dollis Hill in late 1943 he was going to test the limits of his new creation. He switched it on and a whirring gathered pace with a click as the telegraph tape turned a cycle every few seconds. The delay between the clicks shortened as the pace quickened. Twenty miles an hour. Thirty. Flowers kept pushing. The tape was now a blur of white. Forty. Fifty. The pulley wheel was spinning the tape around something known as the bedstead because it looked like an upright bed frame. Finally the tension was too much. The paper tape, travelling through the machine at 10,000 characters every second, suddenly snapped in several places. Scraps of paper exploded into the air, shreds falling all around the laboratory like snowflakes amid the noise. ‘It was really just pandemonium,’ Flowers recalled. Sixty miles an hour, he now knew, was the absolute limit, so a safe speed would be half that. The paper pandemonium meant his machine was nearly ready. Flowers was building something that would change the war and the world. The ambition was reflected in its name – Colossus.


The suburb of Dollis Hill was home to a large, bureaucratic-looking brick building that housed the Post Office research laboratory. The words ‘Research is the Door to Tomorrow’ were inscribed in stone above the entrance. When the air-raid sirens went off, one of Flowers’ assistants, the mildly eccentric Doc Coombs, would grab his tin hat and race up to the roof and shout ‘Bandits at 12 o’clock!,’ fearing incendiary bombs might destroy their work.



Coombs was one of the few members of the team who knew what they were actually working on. Even when the King and Queen had visited they were not shown the creature that Flowers and his team were toiling on day and night. Most of the engineers were simply handed diagrams to wire up without any explanation. A few wondered what kind of machine would need so many electronic valves. Once a door was left slightly ajar and one of the workers looked in. ‘I saw a framework holding paper tape which was being driven at high speed. There was some sort of control panel with flashing lights. I recognised the tape as that used for sending teleprinter messages and supposed we must be building special communications equipment. Naturally I did not tell my fellow technicians what I had discovered,’ he later said. ‘One day, when I was helping to load some of the equipment we had made onto a vehicle, I asked the driver where it was going. He told me his job was simply to go to a rendezvous point, where someone would be waiting and they would exchange vehicles. Beyond that, he said, he knew nothing.’1 The destination was Bletchley Park.


Flowers had been born in London’s East End in 1905, a boy who was good with numbers but struggled with words.2 His gift for engineering claimed him top place in the Post Office’s school leavers’ exam. From 1930 he had worked at its elite research centre at Dollis Hill, looking at how to update the telephone switching process. He had realised that valves containing electrons could switch a phone call faster than existing magnetic relays. This was called electronic switching. Flowers only just escaped from Germany, where he was attending a conference, as war began. As he travelled back through Holland and Belgium by train that night, he could see the railway stations lit up as armies mobilised for war. He eventually made his way to Bletchley Park. His first morning was spent signing the Official Secrets Act and receiving a stern warning about secrecy. That same afternoon, Flowers had a two-hour meeting with the man responsible for suggesting he come to Bletchley – a pivotal figure in the birth of computing. The mythology that has sprung up about Alan Turing since the war has often focused on his quirkiness and peculiarities, creating something of a caricature of an eccentric genius cycling round wearing a gas mask to stop hay fever or chaining his



favourite tea mug to the radiator. But Flowers’ first impression of the younger man with his straight dark hair was that he seemed quite normal except for a pronounced stammer. ‘He explained the technology of code-breaking,’ Flowers said of that first meeting. ‘He was concerned with the Enigma.’


These two central figures in the advent of the computer age, neither of whose contributions were appreciated during their lifetimes, could not have been more different. One had followed the path of public school to becoming a fellow of King’s College, Cambridge, the other was a working-class East End boy who had been to night school. But despite their different paths, they had been brought together because they had proved to be brilliant innovators in the years leading up to the war, reaching the elite institutions within their own respective fields. Those two areas of expertise – maths and engineering – would then fuse in the white heat of war to forge something new. Bletchley’s success was built on the way it threw such different people together.


Turing’s wartime work focused on breaking Enigma, but his wider effort before and after the war laid the foundations for modern computing. As a schoolboy aged seventeen, Alan Turing had first encountered the world of codes and ciphers thanks to a maths book he had chosen as a school prize. The book remarked on the ‘romance’ and ‘challenge’ in discovering a secret key to a message and Turing was one of those captivated. The prize also had a deeply personal meaning to Turing. It had been endowed in the name of a boy from the year above with whom Turing had fallen in love but who then died. Tragedy drove Turing deeper into science as if in tribute, taking him to Cambridge and advanced mathematical thinking. By 1935, the twenty-three-year-old Alan Turing was wrestling with what seemed an abstract question. Was all mathematics decidable? In other words, could its methods be applied to any assertion to prove whether it was true or not? Turing’s mentor at Cambridge, Max Newman, had posed the question in a different way: was there a mechanical process which could be applied to a mathematical statement to see if it could be proved? After a long run out of town by the river to the village of Grantchester, Turing lay in a meadow in the early summer of 1935 and pondered what such



a mechanical process might be. And, as his biographer writes, ‘Alan Turing dreamed of machines.’3


The next year, while working on his Ph.D. at Princeton, Turing finished an academic paper that, then obscure, would eventually be seen as a pivotal work of the twentieth century. ‘On Computable Numbers’ is thirty-six pages long and aimed to answer a theoretical question. Much of it is filled with dense mathematical symbols and equations. And yet within it are ideas whose clarity and importance stand out even to the modern, lay reader. The term ‘computer’ was not new: previously it had applied to people. They might be performing some calculation, such as Kathleen Lewis working on the correct trajectory to launch an artillery shell to hit a moving target. Or carrying out a repetitive action, a bit like the hundreds of poor examiners who sat opening and reading messages in the First World War. They had to follow strict rules, with the idea of making the process of deciding whether a letter or telegram could be passed to go on its way or stopped for further reading as ‘mechanical’ or ‘automated’ as possible. For instance, when scanning a telegram, was one of the names or addresses on a blacklist present or not? A simple yes/no question was needed in order to maximise efficiency when dealing with such a large volume. These kinds of people-computers, Turing said, would have a set of instructions – what he called a ‘state of mind’; they would then apply this to the symbols – or the data – placed before them. ‘The behaviour of the computer at any moment is determined by the symbols which he is observing, and his “state of mind” at that moment,’ Turing wrote. But if this process of performing instructions was broken down into the simplest possible components, could a machine undertake it? Turing imagined a machine that scanned two paper tapes, one feeding in instructions and another feeding in data on which the instructions would compute. Even the most complex calculation, he thought, could be reduced to its simplest form – an elementary operation in which the state of a symbol was either altered or stayed the same. Before reverting back to pages of equations, Turing writes a simple sentence: ‘We may now construct a machine to do the work of this computer.’


Until Turing’s insight, machines were designed to fulfil a particular



function like, say, an abacus or a slide rule, which created a physical analogue of something you were trying to measure. Turing had asked a question: could the instructions be entered into the machine in the same way as the data? He imagined this as happening on tape (the next step would be loading and then storing them in the computer’s own memory), which would allow the data to be manipulated by a mathematical set of step-by-step instructions – known as an algorithm. This could provide unlimited flexibility. ‘It is possible to invent a single machine which can be used to compute any computable sequence,’ Turing later explained. It marked a profound change in thinking about machines. Turing had realised that instructions, or what we now call software, allow a machine to be programmed to do different things by breaking tasks down into simple, binary, questions. Turing called his concept an ‘automatic machine’ or a ‘universal machine’ because of its flexibility. Later people would call it a Turing machine. But in time, the creations that followed would become so complex that they would make the original notion of a human performing the functions utterly implausible. And eventually the machines would adopt the names of the humans who originally employed the machines. These things, not people, would come to be known as computers.4


Turing’s idea was academic abstraction in 1936. Charles Babbage and Ada Lovelace had conceived of mechanical computing machines a century earlier, and others in America were nearing the same conclusions in the 1930s. But Turing’s concept, involving symbols, logic and instructions, also coincided with the arrival of electronics and war would turn his ideas into something tangible. The day after he sat in his Cambridge rooms and heard Neville Chamberlain on the radio announcing war had been declared with Germany, Turing reported for duty at Bletchley Park. He had been recruited to use his remarkable mind on the challenge that was stumping British code-breakers, the same challenge that Turing had told Flowers about at their meeting. It was Enigma – what many thought was an unbreakable code.


The Bletchley Park estate is built around an unlovely country house, an hour or so out of London. It had been purchased by the chief of



MI6 in 1938 as a fall-back location for British code-breakers when war came. After the First World War, the Government Code and Cypher School (GC&CS) had been established under the control of the chief of MI6. Its tasks were the construction, destruction and instruction of codes. The code-breakers were based for a while in the MI6 headquarters at the Broadway Buildings by St James’s Park. Already there was a cultural gulf between the two different types of spy. The Secret Service liked military types with a flair for mischief-making and macho adventure. One senior MI6 officer once said he would never knowingly take on a university man. From 1925 the code-breakers of GC&CS began to recruit just such cerebral types. The main target was no longer Germany, defanged by the peace treaty at the end of the war, but the Soviet Union. Russia and Britain had already clashed in the Great Game of imperial competition but the spread of Communist ideology sparked an even fiercer intelligence rivalry.


On 12 May 1927, police launched a dramatic raid on the offices of the All-Russian Co-operative Society (ARCOS), a Soviet trade agency which MI6 and MI5 had identified as a nest of spies. In a chaotic operation, police found a man hurriedly burning documents as well as a secret underground photographic room. But they did not find the definitive proof of espionage they had been looking for. And so the government decided to rely on intelligence to make its case.5 In Parliament, Prime Minister Stanley Baldwin read out decoded Russian telegrams to justify the raid. The Russians would have had to be truly stupid not to realise that their codes had been broken. So they moved to a new method for their most sensitive communications. This was known as the ‘one-time pad’ system. It involved combining each character in a message with another from a randomly generated set on a pad held by both sender and recipient. If this method is used correctly – meaning the pads are kept secure, the characters on it are truly random and also that it is only ever used for one message – then this form of code is considered unbreakable. Once the Soviets adopted this system their messages were gibberish, to the frustration of British code-breakers. For much of the inter-war period Britain could read the diplomatic traffic of every country (including the US) except for two – Russia and Germany.




Germany had learnt of British success in the First World War thanks to leaks and public comments and so had moved towards the use of machines to encipher codes. Already by 1925, British code-breakers were looking at patents deposited in London for a new German device called Enigma. The following year the deputy head of the Government Code and Cypher School walked into the manufacturing company in Berlin and simply bought one. He could do this because the primary market for Enigma was banks and other companies who wanted to communicate securely. As they tinkered with the machine, British experts marvelled at the German engineering. When you pressed down a letter on what looked like a typewriter keyboard, an electric current was sent through rotors to light up a letter on a display. The rotors moved each time, meaning that even if the same letter was pressed again, a different path would lead to a different output letter. A message could be scrambled by setting the rotors in a particular way. The crucial point of a code made by Enigma – which holds true for all machine-based codes that have followed – is that it is designed to look random (like the product of a one-time pad). But it is not. It is produced by a machine set up in a certain way to generate complexity, but in a way that another machine can replicate in order to decode it. The advantage of this is that, unlike a Soviet one-time pad, there is no need to create a unique, random piece of gibberish and physically exchange it between sender and recipient for every single message – impractical for extensive military communications. Instead, with a machine-based cipher all that is required is a similar machine set up in the same way and with the same starting position or key applied to the message.


In 1937 Dilly Knox, a classicist and veteran of Room 40, managed to break the code of an Enigma machine used in the Spanish Civil War.6 But the more advanced military version stumped the British because modifications massively increased the number of routes an electrical current could take. The head of GC&CS thought it was ‘a waste of time and public money’ even to try to crack the latest Enigma because it was so advanced.7 In other words, the spies would have to simply give up in the face of encryption. Fortunately, they did not.




On the eve of war, a group of Polish, French and British spies met in a forest just outside Warsaw. The French had benefited from a German who traded Enigma documents, manuals and key settings in return for money and women. They had shared this with the Poles, whose brilliant mathematicians made major breakthroughs. The Poles revealed these to the British, including how they had built a ‘bomba’ (perhaps so named because of its ticking sound) to work through the various possibilities. But the Poles had lost what hold they had on Enigma when the Germans improved the machines. The British realised that classicists, linguists and crossword puzzle experts were not going to be enough. The Poles had shown that maths and machines were the future. Two mathematicians were recruited to help with Enigma – Alan Turing and Gordon Welchman.


Enigma, like most security devices, was sold to its customers on the vast number of its theoretical permutations. And this was mind-numbingly big. Some models boasted 158 million million million. Others promised more like 100,000 billion billion.8 This theoretical level of security did have one advantage: it lulled the Germans into a false sense of security. What is known as a brute-force attack – simply going through every possible combination – was not realistic. But while the code may look random, it is in fact deterministic. Trying to understand how a machine was wired was the first task. After that you had to find an individual key being used at any time. Mathematics could then bring down the number of possible combinations by finding patterns. The art of modern cryptanalysis, or code-breaking – developed at Bletchley and still in play today – was to find the pattern within the seemingly random, the sliver of order within the chaos.


The human factor is the key to code-breaking. However good a security device might be in theory, it is only as good in practice as the people who use it. People, especially those in a hurry, take short cuts and make mistakes. If an operator reused a key setting or used a key that was familiar (say, his girlfriend’s name) rather than truly random, that might offer a way in – the old-school equivalent of someone using the same password for two different accounts. Bletchley was all about trying to probe for different weaknesses using a mix of techniques. This required collecting and studying



huge amounts of data to try to discern these possible patterns or mistakes amid the apparent endless randomness, to understand what looked normal and what constituted something abnormal. This had first been understood in the First World War but was now applied on a much larger scale. Punch-card machines – the precursors to computer databases – were used to store information about messages so that it could easily be retrieved and processed. The value that could be unlocked from data that was properly organised was becoming clear. Building up the data and searching for patterns was laborious, often dull work which required thousands of man – and woman – hours by many people. Bletchley functioned on an industrial scale, employing work patterns and technology in a way that was truly modern. Turing used to refer jocularly to people forced to do these mechanical operations as slaves, and it is worth remembering that 10,000 people were involved at Bletchley, not just a handful of geniuses. For all the impression today of a glamorous country house being home to a wonderful social life punctuated by the odd moment of inspiration, the reality was arduous, repetitive and often deeply frustrating work being done under enormous pressure. Yet out of this came a kind of magic.9


‘On a snowy morning of 1940, in a small bleak wooden hut with nothing but a table and three chairs, the first bundle of Enigma decodes appeared,’ one of the four men who worked in Hut 3 at the time recalled. It was January 1940 and invasion and the fear of defeat loomed. The break felt like a miracle, even though all that was decoded were dull, disjointed, hard-to-understand scraps about the weather. ‘Very small beer, and full of foreign bodies,’ was the verdict; and yet it was a sign of what was possible. Soon the war began to heat up.10 The real challenge was breaking the complex Naval Enigma.


German U-boats were savaging shipping across the Atlantic, sinking ships, disrupting desperately needed supplies to Britain and killing men. The war was being lost on the seas. Could intelligence help? That meant doing the seemingly impossible by breaking Enigma. Turing and others like fellow mathematician Gordon Welchman had learnt from the Polish experience that Britain would need to take maths and turn it into machines. The first



task was to find something one assumed was in the original text – like a standardised reference to the weather. You would then use your knowledge of the way the system worked – for instance, the fact that no letter could be encrypted as itself – along with the latest techniques regarding statistics and probability to discard a number of key settings and bring down the range of possibilities from the cosmic to the merely astronomic.11 The remaining list of possible settings could still be vast, but now you could give it to a machine – a bombe. Each bombe weighed about a ton and was six and a half feet high. Young female Wrens would wire the machines according to instructions, working under fluorescent lighting to the click of the equipment and the smell of hot oil.12 The bombe was not a computer. It did not carry out calculations. It was electro-mechanical, like the Enigma machine itself, and passed a current through rotors that mimicked an Enigma machine, looking for a setting in which the electrical circuit would be completed. When the machine suddenly stopped clicking through settings, it meant the impossible had become possible.


Countless sailors would owe their lives to the breaking of Naval Enigma, and supplies vital to sustaining the war effort would make it to Britain. But the code-breakers were always aware that the advantage could easily be lost because of some simple change of procedure by the other side. The word they used for this (and continue to use) is ‘fragile’. The nature of code-breaking means that an air of desperate insecurity and fear haunts even the moments of greatest triumph for those involved. In 1942 the Germans did tighten up Naval Enigma, leading to Bletchley ‘going dark’ and convoy losses rising. It took two British sailors sacrificing their lives by passing a code book to a teenage canteen assistant from a sinking German U-boat, and also the help of the new bombes, to get back into Naval Enigma again. This paved the way for victory in the Battle of the Atlantic. Germany’s Admiral Dönitz noticed the problems befalling his submarines in the Atlantic. Could Enigma be broken? he asked German High Command. They said it could not. He came up with all sorts of other possibilities, ranging from traitors to aerial reconnaissance. There is no clearer reason why Britain constructed such a ring of secrecy surrounding Bletchley. A



word out of turn could have led Germany to realise Enigma was breakable and move to a new system. Churchill called the staff at Bletchley the geese that laid the golden eggs but never cackled. He personally struck names off the list of those with access to the intelligence to keep it that way. No actions were taken without ensuring there was a plausible reason other than the breaking of codes in order to avoid stimulating German curiosity. But while Enigma is the most famous code-breaking feat of Bletchley, its importance for the future of electronic espionage is secondary to another system.


In 1940, British police on the South Coast began hearing something different from the normal Morse code that crossed the airwaves as they sat with their headphones clamped to their ears. Their job was to monitor communications – to listen out for enemy spies transmitting messages back to Germany – but now they could hear a noise which sounded as if it was produced by some kind of automatic machine rather than an operator tapping out Morse code. To them the sound might have been entirely new, but to anyone who has lifted up a computer modem and held it to their ear and heard the sound of electronic pulses – ones and zeros – it might be more familiar.


The mysterious new traffic winged its way back to Bletchley Park, where it was met with bemusement. It was nothing like Enigma. The mystery messages were codenamed Fish and the machine that made them christened Tunny. Tunny automated the process of sending a message. Someone simply sat at a teleprinter and typed. The machine encoded it and sent it along a cable to another teleprinter that would decode and then print out the message in clear text. All that was needed was the right settings. A teleprinter would be talked of as ‘online’ – making the process similar in feel (though not beneath the hood) to sending an email now.


Enigma scrambled one letter into another using wiring. Tunny transformed a message so it could be represented on a piece of paper as ‘bits’ across five columns – the bit stream. Each of the five columns would have either a hole or not a hole (a mark present or absent, or in modern terms a one or a zero). The letter E would be



a mark in the first column and then there would be no marks on the remaining four columns – writing this in binary as 1-0-0-0-0. Tunny would then use twelve wheels (compared to only three or four in Enigma) to scramble this up by adding another letter represented by ones and zeros and then transmit the resultant ‘bit stream’ along the teleprinter. All the receiver had to do was add the same code letters, which had the effect of revealing the original letter. This was reckoned to be a million times more secure than Enigma. To go through every combination by ‘brute force’ would take millions of years. Tunny, known to the Germans as ‘The Secret Writer’, was a tougher nut to crack for a good reason: it carried the communications of the German High Command – including Hitler himself.


Breaking codes was a team effort. Bletchley brought together engineers, theoreticians, mathematicians and classicists. The sum would be greater than even the brilliant parts. Each player would display their skill and then pass the ball on to the next to see where they could take it. First up was John Tiltman. Tiltman’s remarkable career began in the British Army in the First World War and ended in the NSA in 1980s America. He learnt Russian after a stint fighting the Soviets in Siberia at the end of the First World War and was then recruited to work at the Government Code and Cypher School. In India he studied messages about Russian intentions in Afghanistan, before working on their codes used in Europe. Because of his experience, Tiltman had the title of Chief Cryptographer at Bletchley and the unenviable task of trying to get to grips with codes no one had seen before. He was no mathematician, but worked on intuition and experience. He found his best thinking took place just below full consciousness, when he was so immersed in a code that his brain would operate on autopilot as he stood bolt upright at his desk. He also worked on Britain’s ciphers to protect its own communications (which were desperately weak for much of the war, especially in the Royal Navy, and were easily broken by the Germans). This union of what is known as offence – breaking codes – with defence – building your own – was potentially a great strength. You could make sure the tricks you deployed to break someone else’s code could not be used against yours. Tiltman knew that the more advanced and complex a system was, the more likely it was that people would not use



it properly. ‘The livelihood of a cryptanalyst depends almost entirely on the over-ingenuity of the designers of foreign ciphers,’ he would comment.13 And it was a mistake by a German operator that offered the first way into Tunny when a long message between Vienna and Athens in the summer of 1941 was repeated using the same setting but with some tiny changes (known as a depth). Working by hand, Tiltman was able to decode much of the message. But was there a way of moving beyond relying on mistakes?


Tiltman passed on the fruits of his detective work to a young mathematician, Bill Tutte, still in his early twenties. Tutte, who had first trained in chemistry, used to stare at the wall for months on end, occasionally twiddling his pencil. But in his head he was performing a stunning feat of individual genius. He managed to conceptualise the structure of the Tunny machine and the mathematics that lay behind it without ever having set eyes on the machine (nor had anyone else at Bletchley). Unlike with Enigma, there were no captured code books to work on, no machines bought before the war. Understanding the mathematical properties opened the way to probe for a weakness. Tutte realised there was a pattern that could be discerned. If you tried cycling through all the possible settings and combining the adjacent marks in a certain way, in most cases you would get a random distribution of marks and spaces. But the right setting would reveal a non-random distribution – a statistical bulge. The problem was that this required working through an enormous amount of calculations. By hand it was incredibly laborious and nigh on impossible. The answer had to be a machine.


The ball was passed to Max Newman – who had first brought Turing to Bletchley and introduced him to Flowers. Newman was at the leading edge of the application of technology to mathematical problems. Turing had described in the 1930s how you could break down the solution to a mathematical problem through the mechanical steps of a machine. Newman understood that what was needed now was to take Tutte’s maths and turn it into hardware. The first go was a contraption known as Heath Robinson which was plagued with difficulties, frequently making a mess on the floor. Those who worked on it developed a form of sniff- or



sound-based test to discern what the problem might be during its frequent malfunctions.


Tommy Flowers had insisted that electronic valves could switch much faster than the Heath. But the bigwigs at Bletchley were initially reluctant. The risks were high. There is a constant tension in technological development – especially during wartime – between building something innovative and doing something guaranteed to work and be ready quickly. ‘They said in a year the war could be over and lost,’ Flowers recalled.14 But in a note in the National Archives to the head of Bletchley in March 1943, Newman suggested it might be worth seeing what Flowers could do. Flowers convinced the Post Office to let him try.15


Flowers brought together a team of fifty at Dollis Hill to prove the doubters wrong. Like Turing, he was building on work undertaken before the war, in his case on phone exchanges. Manual switching had once involved an operator physically connecting two phone lines by plugging a cable on a switchboard to create a ‘circuit’ for the conversation. The volume of calls led to the use of a dial to make a sound. A telephone exchange could automatically recognise the dialling noises as a set of instructions to switch the call onto a specified path. This was done through a kind of logic – if this sound was heard then it meant open or close this pathway to direct the call one way or another through the possible combinations to arrive at the correct destination. The possible pathways for a phone call could be expressed through wiring diagrams – but you could also express that wiring in a shorthand form of algebra following basic logic.16 This model of inputting information and processing it according to logical instructions could also be applied to mathematical problems, and Flowers had understood that valves containing electrons could switch on and off in a fraction of a millisecond to create electronic switching.


In early 1944, less than a year after starting work, Flowers’ creation was ready. His small pocket diary has a simple note for 5 February: ‘To Bletchley Park with team,’ it reads. ‘Colossus did its first job. Car broke down on the way home. Home 1 a.m.’ In his understated way, in five lines in his diary, Flowers had recorded the start of the computer age (even though Flowers himself would later reflect that he



had never heard the word applied to his creation).17 The impression it made on others was overwhelming. ‘I remember being introduced to Colossus. With other members of the Research Section, I was taken to a large room, where a large box-shaped object, sheathed in sheet metal, stood upon a wet floor,’ Bill Tutte, who had played such a key role in the maths behind Colossus’ work, later said.18 ‘“That,” we were told, “is Colossus.”’ One person gazed at the wet floor and remarked that it had not been house-trained yet. It was time to put it through its paces by testing it on a code that had already been broken. ‘Joy knew no bounds when Colossus gave the right answer in a fraction of the time of the Heath,’ they recalled. They set it to repeat the same calculation again and again. Every time it came up with the same answer. Alan Turing had conceived the idea of a universal computer in 1936. Newman saw how such a computer could be used to test mathematical statements. Tommy Flowers built it.


Colossus did not ‘break codes’. It was not as simple as putting in some coded text at one end and pressing a button so that the answer would be spat out at the other. Data would enter a machine on paper tape at 5,000 characters per second. A scanner would either detect the light passing through the paper (making it a ‘one’ in binary terms) or it would see no light, in which case it would be a ‘dot’ or a zero. The one or zero would then pass into the machine for calculation. The wiring of the valves created ‘logic gates’ which related to the mathematical function or algorithm you were trying to test through a series of propositions (‘if this is true, then do that’). For instance, if a ‘one’ was followed by another ‘one’ then the machine was to count it. The machine looked for statistical significances and sent the output to a printer. Modern computing is based on binary – ones and zeros. Colossus was where this effectively began. Since we have ten fingers, the standard way people count has been in tens, using a decimal system. A binary system only goes up to two and so uses only two digits to represent numbers – ones and zeros. So two is represented as a 10, then three as 11 and four as 100. This makes writing out numbers much more laborious for humans. But it has a key advantage for machines. The two possible options can be represented in the form of simple signals – one being the mark for a



signal being there, or ‘on’, and zero for the absence of a signal, or ‘off’. This creates whole new possibilities for using digital machines – which can detect whether an electrical signal is present or not – to calculate and perform functions using on-off logic.


What made Colossus so novel was not just its size, its speed, its digital or binary nature and the electronic aspect of its components, but also the fact that it could be programmed to undertake different tasks by rewiring the back of the machine. This gave it a degree of flexibility, so that it could be reconfigured to undertake different statistical tests. Remarkably, some of the statistical attacks deployed by Colossus are still secret. It was not quite a universal fully programmable Turing machine. Those building it understood that people’s lives depended on the speed with which they could construct something reliable and so they did not try to create a machine that could do anything. Even though it lacked its own memory to store a programme of instructions, Colossus can still claim to be the first digital computer, although others in America and even Germany were working on similar lines. It may have looked – and sounded – more like something from the industrial age, a kind of giant beast, and yet it was the forerunner of the computers that pervade our lives. For the select few who witnessed its work – in a darkened room, to stop light interfering with the reading of the tape – this was a glimpse of the future.


To the wonder of code-breakers, they would soon be reading messages between Berlin and Germany’s top generals, making them privy to decision-making and planning at the heart of the Nazi war machine. In some cases they would be reading messages from Adolf Hitler himself.


In February 1944 a man in uniform came to see Flowers with orders from the War Cabinet. Could Flowers build twelve more machines? Could they start arriving by June? The first, improved, machine arrived on 31 May, just in time for D-Day and the invasion of Europe the following week. By the end of the war, ten were up and running. Block H of Bletchley Park was the world’s first purpose-built computer centre, with a pack of machines clattering away day and night under the urgency of war, like factory workers on a production line. One American who visited in late 1944 was astonished by what he



says was ‘British mathematical genius, superb engineering ability, and solid common sense … The result is an outstanding contribution to cryptanalytic science.’19


Colossus played a crucial role during D-Day. It allowed Britain and the US to map out German defences and their weak points. Britain had also turned German agents in the Double Cross scheme and used them to feed back false information about where the Allies would land. The code-breakers were able to check that the deception had been bought into. Flowers would later take pleasure in describing a story he had heard about a crucial meeting between General Eisenhower and his staff on 5 June, during which a courier entered and handed Eisenhower a note with details of a message broken by Colossus. This supposedly confirmed that Hitler was not going to move troops to Normandy – which meant that a British deception plan had worked and convinced the Germans the real attack was coming in Calais. Handing back the decrypt, Eisenhower announced to his staff, ‘We go tomorrow.’20 The work at Bletchley allowed the Allies to get inside Nazi Germany’s controlling mind, to know what it thought, believed, feared, trusted and what it intended to do.


This work out of Bletchley was, one intelligence official later said, ‘perhaps the most successful large-scale intelligence operation in history’.21 It was revolutionary in pushing out intelligence from a central location to commanders in the battlefield as they drove back the Germans. ‘As Allied troops moved across France, they moved in sync with the goldmine of intelligence which detailed most of the important German military movements,’ an official US report noted. ‘Their intelligence officers must have looked like geniuses – they were able to predict German moves before they happened and could advise commanders how to react.’


As the war ended, Flowers and Turing went to Germany together, seeing a Tunny machine for the first time. While they were there news came of the atom bomb being dropped on Hiroshima. What next? On VE Day, Turing had been for a walk with colleagues. ‘Well, the war is over, now you can tell all,’ one of them said to him. ‘Don’t be bloody silly,’ Turing replied.22 He understood that the secret of what he had done would be kept that way. The value



of electronic code-breaking was clear. If the secret escaped the confines of Bletchley, then new enemies would improve their codes, leaving the spies in the dark.


For the British pioneers of computing this secrecy came at a price. Until near the end of his life, Tommy Flowers could tell no one about what he had done. In a move which must have been heartbreaking for the engineer, he gathered together all the wiring diagrams he had worked so hard on day and night at Dollis Hill. ‘I was instructed to destroy all the records, which I did. I took all the drawings and the plans and all the information about Colossus on paper and put it in the boiler fire. And saw it burn.’23 Flowers was given £1,000 and went back to Dollis Hill, where he struggled to find his place. At first he had thought the secrecy around his creation might give him some advantage, but it proved the opposite. More conservative colleagues were annoyed by what they thought of as his ‘pretentiousness’ at pushing certain ‘fancy’ ideas. Flowers, of course, could not say why he knew they would work.24 He had to endure watching as a US machine called ENIAC (Electronic Numerical Integrator and Computer) was unveiled and hailed as the first computer. When Flowers was interviewed in the last years of his life, by which time the secret was finally out, the bitterness over the lack of recognition was evident in his voice. ‘It was a complete shambles,’ he said, frustrated, believing both he and British industry had paid a price.


That Flowers’ genius went unacknowledged was not only a personal tragedy but also a national one – the opportunity was lost in Britain to build on the skills that had been developed at Bletchley and maintain the momentum required to keep innovating and build a leading industry around computers. The needs of war had accelerated technology in many areas – radar, medicine, atomic power. But in computing – because intelligence agencies were the progenitor – the achievement was never capitalised on in the same way. The moment had been right for computers to be built – the technology and the ideas were ready – and even without the war and code-breaking they would have emerged perhaps a year or two later. But the fact that the secret art of cryptanalysis was behind their initial development determined the initial path of computing in the



early years, especially in Britain. There was deception about what had been done – it was designed to mislead opponents but also deceived Britain itself. The culture of secrecy which surrounded first Bletchley and then its successor GCHQ might have been valuable for their work, but it came at a price.


For Turing, like Flowers, there would not be recognition of his achievements in his lifetime. And for the mathematician, life after Bletchley was darker. Although he had helped build the bombes and laid the intellectual foundations for computing, he had moved on during the war while Colossus was being built to work on speech encryption and converting the human voice into ones and zeros. After the war, he returned to his dream of a multi-purpose machine – an ‘electronic brain’ – but struggled to work with others to produce it. He progressed to questions about artificial intelligence, asking in a 1951 BBC programme, ‘Can digital computers think?,’ before his mind wandered off into fresh intellectual pastures like mathematical biology. He remained fascinated with trying to understand what constituted human intelligence and how far machines could mirror its subtleties. He would still book in to do his work overnight on an early computer, a sight that an engineer likened to ‘playing the organ’ as Turing sat and manned the controls, a hooter sounding when new parameters were required.25


Turing’s house in Manchester was burgled in January 1952. The burglar turned out to be an acquaintance of a man with whom Turing had engaged in a relationship. Homosexuality was illegal and he was charged with ‘gross indecency’. Faced with the choice between a prison sentence and hormonal treatment, Turing chose the latter. MI5 was clamping down on homosexuality. It was seen as a security threat. Not just because people could be blackmailed over their illegal acts but also because it was coming to be seen as somehow subversive. Two Foreign Office men, Burgess and Maclean, had just fled to Moscow amid talk of deviant behaviour. Staff in sensitive positions were now being vetted. Bletchley’s tolerance of diversity was no more and Turing was stripped of his security clearance. This had been vital in allowing him to continue work as a consultant to GCHQ. His conviction meant he would also be denied entry to the United States. On 8 June 1954, Alan Turing’s



body was found. By his bed was an apple laced with cyanide.


At the end of the war, the Colossus machines were dismantled. The valves that ran hot were allowed to cool and then removed. The wiring was cut. Technicians returned to the Post Office. ‘All that was left were the deep holes in the floor where the machines had stood,’ recalled one woman involved in their destruction. ‘A sad job. Then we were made to sign the Official Secrets Act again.’26 In a bit of improvised recycling, the parts of the world’s first computer were stripped and used for telephone exchanges. From the telephone they came and to telephones they returned, as if Colossus never was. There was talk that the navy would drop some of the other parts in the sea. But then something happened. ‘There was a period when the destruction of all the equipment was stopped as it turned out that the Russians would carry on where the Germans had left off,’ recalls John Cane, an engineer who worked on building and then dismantling the machines.27 At least three of the early Colossi – numbers 10, 11 and 12 – were instead sent to Eastcote in Middlesex and then from there to Oakleigh Farm in Gloucestershire, where they would be modified and continue to run for a decade and a half, working for an institution that grew out of Bletchley and, like it, operated in the dark.28 The people who wired up the boards at the back – programmers, as they became known – worked out ways to adapt them to new code machines.29 The efforts to update them were mixed – ‘some more successful than others,’ a declassified GCHQ document reveals.30 Only in 1959 were the last of the giants destroyed. By then, the offspring of Colossus were already surpassing their parent in size and speed.


The experience in Bletchley’s makeshift huts set the pattern for Cold War signals intelligence and beyond – the notion that the power of computers allied with the human mind could provide a unique insight into your enemy. By breaking codes and processing vast amounts of data, Bletchley had created a ‘golden age’ that spies continue to hark back to and try to recreate. But they also believed that their place in this paradise was precarious – the fragile nature of their advantage meant a careless word could easily see it stripped away. This sense of insecurity meant that the future for computers and spies was one in which a desire for more power was matched



by a demand for utter secrecy. The war was over but Colossus – like the code-breakers in Britain and America – had proved its worth, and so both the machines and the institutions hummed away in the shadows as the Cold War began. War had given birth to the first computer to serve the needs of code-breaking and espionage. That was just the beginning.











CHAPTER TWO


[image: Images]


MARRIAGE


It was late when the small band of Americans arrived at Bletchley Park. As they walked up to the front door of the old mansion house, the dark of an English winter was underscored by the blackout curtains that eliminated every last chink of light from the windows. The journey of the four men – known as the Sinkov mission, after their leader Abraham Sinkov – had been stormy, dangerous and utterly secret. To reach their destination they had braved bullets and bureaucratic mistrust, but their arrival marked the opening courtship of what would become the longest-standing, most powerful intelligence alliance in history. If there is one area in which the so-called ‘special relationship’ has always been most intimate, it is in communications intelligence and code-breaking.


America was not yet in the war when the group arrived in early 1941. Britain had stood alone and vulnerable, fearing invasion and defeat. It needed help, and so the previous summer the first tentative discussions had taken place with the US. As plans for the visit progressed, Churchill and many senior intelligence figures had real reservations about opening up to a country that had not yet committed to the fight.1 The British were interested in the Americans’ progress against Japanese codes, but there was deep nervousness about revealing too much about their own progress against the Germans for fear of the secret escaping. In November, the chief of MI6 told Churchill it might be awkward only to talk about Japan and not open up about Germany. It would be obvious ‘we have something to hide’, he explained. Churchill agreed they should show a little leg. However, one British official added a rather telling note to a memo: ‘What will they think if they find we have been reading their own stuff?’2




A decade earlier, in 1930, Abraham Sinkov, the leader of the expedition to Bletchley, had been given a memorable induction into the secret world of American code-breaking by William Friedman, his new boss. Friedman, the flamboyant son of a Hungarian-Russian-Jewish immigrant, enjoyed his work so much that dinner guests would find the menu in code.3 In 1930 he had just taken charge of a tiny unit called the Signal Intelligence Service within the US Army. His first step had been to double its size by bringing in three young recruits – Abraham Sinkov and Solomon Kullback, close friends and classmates from Brooklyn, and Frank Rowlett from Virginia – all mathematicians who would play a key role in the coming decades.


On a humid June day in 1930 Friedman, in a natty blue suit, asked the three new recruits to follow him, making it clear they were going to be let into something truly secret. Decades later they would be able to recall that moment in forensic detail, memories captured in now declassified files. Friedman took them down the stairs to the second floor of the Munitions building. Friedman swung left into a deserted corridor and stopped outside Room 2742. From his inside coat pocket he took out a small card and began to work a combination lock on the front of a steel door. The bolt swung open. Behind it was another steel door. This time, Friedman extracted from his coat pocket a key to unlock the inner door. Inside the room was pitch-black. There were no windows and foul air spilt out. He then produced a small box of matches and lit one so he could find a pullcord for the ceiling light. It revealed a room twenty-five-feet square jammed with filing cabinets packed so close the drawers had barely enough room to open. It was the dustiest room the men had ever seen. Friedman turned to them and said in solemn and imposing manner: ‘Welcome, gentlemen, to the secret archives of the American Black Chamber.’4
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