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FOREWORD



TeaMp0isoN


JUNAID HUSSAIN ORIGINALLY wanted to be a rapper. As it turned out, the Pakistani kid in Birmingham, England, lived life instead on the internet, and at internet speed. In just a decade, from age 11 to 21, he went from gaming to hacking to killing, an arc the world had never seen before, unfolding faster than anyone might have imagined. For the first half of his digital life, the hacker operated with impunity, bragging in an interview that he was many steps ahead of the authorities: “100% certain they have nothing on me. I don’t exist to them, I’ve never used my real details online, I’ve never purchased anything. My real identity doesn’t exist online.—and no I don’t fear getting caught.”1


By 2015, at age 21, he knew different—he was a marked man, hunted by the United States, the #3 leader of the Islamic State of Iraq and the Levant (ISIL) on the government’s Most Wanted list. Living on the run in ISIL-controlled eastern Syria, Hussain tried to keep his stepson close by, ensuring that US air strikes wouldn’t target him. Inside the Justice Department where I worked at the time, Hussain’s efforts made him a top threat. Nearly every week of 2015 brought a new Hussain-inspired plot against the United States; FBI surveillance teams were exhausted, chasing dozens of would-be terrorists at once. We’d pulled agents from criminal assignments to supplement the counterterrorism squads. Inside the government, alarm bells rang daily, but we attempted to downplay the threat publicly. We didn’t want to elevate Hussain to another global figurehead like Osama bin Laden, standing for the twisted ideology of Islamic jihad.


We wouldn’t even really talk about him publicly until he was dead.


Hussain represented an online threat we long recognized would arrive someday—a tech-savvy terrorist who could use the tools of modern digital life to extend the reach of a terror group far beyond its physical location. In the summer of 2015, he successfully executed one of the most global-spanning cyber plots we’d ever seen: the British terrorist of Pakistani descent, living in Syria, recruited a Kosovar hacker, studying computer science in Malaysia, in order to enable attacks on American servicemen and -women inside the United States.


According to an interview he gave in 2012, Hussain—who went online originally by the moniker TriCk—said he started hacking at around age 11. He’d been playing a game online when another hacker knocked him offline. “I wanted revenge so I started googling around on how to hack,” he explained. “I joined a few online hacking forums, read tutorials, started with basic social engineering and worked my way up. I didn’t get my revenge, but I became one of the most hated hackers on this game.”


By 13, he found the game childish, and by 15, he “became political.” He found himself sucked online into watching videos of children getting killed in countries like Kashmir and Pakistan and swept into conspiratorial websites about the Freemasons and Illuminati. Those internet “rabbit holes” led Hussain to found a hacker group with seven friends; they called themselves TeaMp0isoN, hacker-speak based on their old hacking forum p0ison.org.2 They became notorious in 2011 for their unique brand of “hacktivism,” defacing websites, often with pro-Palestine messages, and attacking online key websites such as BlackBerry and NATO and figures such as former Prime Minister Tony Blair—they hacked his personal assistant and then released his address book online.3 Hussain dismissed other “hacktivist” groups such as Anonymous, saying they symbolized the online equivalent of “peaceful protesting, camping on the street,” whereas his TeaMp0isoN executed “Internet Guerilla Warfare.” In April 2012, TriCk told a British newspaper, “I fear no man or authority. My whole life is dedicated to the cause.”


His online exploits didn’t last long: by September 2012, he had been sentenced to six months in prison for the Blair stunt. TeaMp0isoN faded away, but Hussain’s anger and resentment at Western society continued to boil. Sometime soon after his release, he made his way to ISIL’s territory in Syria and married another British would-be musician-turned-ISIL-convert, Sarah Jones. There, he threw himself into ISIL’s online propaganda war, remaking himself as Abu Hussain al-Britani with a Twitter avatar that showed him, his face half-covered by a mask, aiming an AK-47-style rifle at the camera. He turned everything he’d learned about online culture and tools into what one journalist called “a macabre version of online dating,” as he quickly gained prominence as ISIL’s lead propagandist in the CyberCaliphate, recruiting disaffected youth like himself to the global battlefield. “You can sit at home and play Call of Duty or you can come here and respond to the real call of duty… the choice is yours,” he announced in one tweet.


Hussain’s tactics weren’t necessarily new, but he and fellow ISIL terrorists executed them at a level we’d never seen before. Hussain represented, in some ways, the most dangerous terrorist we’d yet seen—a master of the emerging world of digital jihad.


At the time, terrorists were hardly the only ones figuring how to execute their real-world mischief through bits and bytes. We were seeing rising threats across the board from foreign adversaries, organized crime, online activist groups, even lone hackers and vandals. While “cybersecurity” is a frequent topic on the news today, too few people understand the scale, scope, and speed with which the threat online is evolving. My goal with this book is to tell the story of the beginning of America’s “Code War,” how criminals, terrorists, and spies made themselves at home on a global network that was never designed with safety and security in mind—and how the US government, prosecutors, the FBI, and our international allies have spent a quarter century playing catch-up. What follows isn’t just a crime thriller of the good guys chasing the bad guys—it’s a warning that we’ve built our modern society on top of fragile technology, with far too little thought as to the creativity of our adversaries.


My hope in telling this story of the US government’s first quarter-century fight online is that it will help demystify a realm that too often seems opaque to outsiders, allow readers to understand this new threat landscape, and raise important questions about how the country should think about the shift of daily life to the internet. Let me be clear: This isn’t black magic. We know how to fight cyberattacks. We have built an effective playbook in recent years on how to respond. We know how to target bad guys and build cases against them—and doing so can make a difference. Nearly every case that I discuss in this book has been solved and we’ve tried to bring the suspects to justice, one way or another.


But there’s much more to do in the years ahead.
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I was born and raised in New York City, and my family still lives there. On September 11, 2001, my father was in a subway car under the World Trade Center, my brother-in-law watched the attacks unfold from his office window nearby, and my wife was in New York for work. At the time, I worked as a junior prosecutor in the Justice Department, and I remember calling around frantically to make sure my family was all okay—on that day, we were lucky, but so many other families were not. For most of the next fifteen years, I had the opportunity to work alongside others to ensure the United States wasn’t attacked again like that—first, focused on counterterrorism, and, later, on cyberthreats and espionage.


We knew sooner or later terrorists would turn to the internet—it was too easy not to. I spent much of my time in government watching this rising threat and anticipating when we would first see a “blended attack,” one that mixed online operations with a kinetic real-world assault—an attack, for instance, that would see terrorists explode a car bomb at the same time they attacked a city’s communication system, multiplying an attack’s fear, confusion, and effect. The terrorists saw the possibilities, too: al-Qaeda even released a video comparing the vulnerabilities in computer network security to weak points in aviation security before 9/11.


By the time I arrived at the FBI in 2007, working as a special counsel and later chief of staff to Director Robert Mueller, the threat from al-Qaeda morphed. Whereas Osama bin Laden’s terror group originally relied on its own centrally executed plots—such as 9/11 and the 2006 plot against transatlantic passenger planes—the relentless post-9/11 campaign by NATO, Western intelligence agencies, and every tool of the US government severely compromised their ability to organize and direct attacks from afar. Instead, “core” al-Qaeda effectively allowed “terrorist franchises” to continue their mission for them, groups like al-Qaeda in the Arabian Peninsula, and al-Qaeda in Iraq, the terror movement that evolved into ISIL.


Terrorism online presented a unique new twist—never before had the United States been involved in a conflict where the enemy could communicate from overseas directly with individual Americans. In World War II, Tokyo Rose—her real name was Iva Toguri D’Aquino—helped spread English-language propaganda via radio broadcast to US soldiers, just as Axis Sally did in Europe. In Vietnam, there was Hanoi Hannah. The first Gulf War saw Baghdad Betty and Iraqi Jack. But by the end of the 1990s, the internet opened up those broadcasts to a global audience. As Wired magazine wrote, “Never before in history have terrorists had such easy access to the minds and eyeballs of millions.”4


That revolution would only accelerate in the 2000s. As it turns out, the same principles that make the web great for insurgents and niche communities—its openness, ease of use, and global reach—made it useful for aiding and encouraging extremism online. Just months before I moved into my new office on the seventh floor of the hulking J. Edgar Hoover Building on Pennsylvania Avenue, a new online tool named Twitter launched. We had no idea then how much power it would give to online extremists.


Islamic extremism mainly developed in countries with state-controlled media, such as Egypt and Saudi Arabia, so the movement naturally invested heavily in alternative means of communication. The web seemed perfect; in fact, it has helped grow the jihadist movement like no other aid, enabling in many ways the international rise of al-Qaeda. “Core” al-Qaeda relied primarily on in-person lectures and fundraising tours in mosques and community centers around the world—and even, before 9/11, inside the United States—with some brief forays into “Web 1.0” technologies such as forums, bulletin boards, and list servs, to spread its message.


In fact, al-Qaeda specifically shied away from covering the more violent side of its global jihad. It saw the global battle for “hearts and minds” as best won with ideas, not searing images. When its Iraqi affiliate, led by Abu Musab al-Zarqawi, began distributing videos of brutal beheadings, with the then-horrifying but now-too-familiar iconography of hostages in orange jumpsuits, al-Qaeda’s top deputy, Ayman al-Zawahiri, wrote a letter warning the Iraqi group to dial back its horror show. “I say to you: that we are in a battle, and that more than half of this battle is taking place in the battlefield of the media. And that we are in a media battle in a race for the hearts and minds of our Umma [Muslim people],” al-Zawahiri wrote, gently chastising his hotheaded Iraqi colleague. “The Muslim populace who love and support you will never find palatable… the scenes of slaughtering the hostages.”5


That difference in approach represented a sign of a coming generational divide, between the older leaders of al-Qaeda, such as bin Laden and al-Zawahiri, and a new tech-savvy generation who understood the power of images online. It mirrored a generational divide that we’re seeing play out in every sector of the world. Companies and institutions around the globe are living this divide, between those who remember an age before computers and those for whom using an iPhone is as natural as breathing.


It didn’t take long before this new generation began to play a key role for al-Qaeda. In the early 2000s, someone named Irhabi 007 (irhabi is Arabic for “terrorist”) became something of an online webmaster for al-Qaeda.6 He emerged as a leader in key password-protected jihadist forums—websites known as Muntada al-Ansar al-Islami (Islam Supporters Forum) and al-Ekhlas (Sincerity)—and helped spread messages from terrorists in Iraq. One terrorism analyst, Evan Kohlmann, labeled Irhabi 007 “the undisputed king of internet terrorism.”


No one possessed the slightest idea who he was—or even where he lived—until he disappeared online in 2005, soon after British police arrested a 22-year-old West Londoner, Younis Tsouli, as part of an investigation into a bombing plot. Only later did police realize who they’d caught—and they also identified two associates, Waseem Mughal and Tariq Al-Daour, who helped him. Al-Daour had been the operation’s financier; when police arrested him, they discovered his computer held more than 37,000 stolen credit cards, which funded more than $3.5 million in purchases of equipment the men thought would help jihadists, everything from GPS devices to night-vision goggles, as well as upward of 250 airline tickets.7*


In Britain, Tsouli and his two compatriots became the first people in Britain to be convicted of conspiring to commit terrorism on the internet. As a Scotland Yard official, Peter Clarke, said at the time, “What it did show us was the extent to which they could conduct operational planning on the internet. It was the first virtual conspiracy to murder that we had seen.”8


The first, but not the last. Al-Qaeda was undergoing a big shift by the mid-2000s, as relentless American and global pressure—from drone strikes to financial sanctions—reduced the core of the group to a shadow of its previous capabilities. The shift in its tactics accelerated around 2006, after British intelligence stopped a massive plot to down numerous transatlantic airplanes heading west to the United States. It felt like a near miss to us as UK officers swept down on some two dozen suspects on the night of August 9, 2006, but we’d gotten much better at interdicting the centrally directed, organized, spectacular attacks, like 9/11, that al-Qaeda preferred. Instead, al-Qaeda was forced to inspire attacks from afar. It was then we began to see al-Qaeda and its franchises taking the first steps into more creative social media tools.


Terrorism, after all, is a tactic uniquely focused on attracting media attention. People who turn to terrorism understand that they can never achieve outright military victories; thus, they turn to terror campaigns, meant to destabilize regions and force governments to respond to political pressure and popular uprisings. This has been historically true whether you’re looking at the IRA, Black September, or al-Qaeda. Terrorism, as a tactic, is a marginal phenomenon that relies on psychological victories rather than military ones—it can’t happen or succeed without public attention and media coverage. By its very name, it seeks to terrorize—to magnify its impact and people’s fears.*


One al-Qaeda recruit in particular, an American named Adam Gadahn—who adopted the moniker Azzam the American—began to adopt new media tactics, starring in online videos and serving as something like a public spokesperson for the group. His well-produced videos laid out the group’s philosophy and included English subtitles, to ensure as large an audience as possible. Other jihadists followed similar models: In Chechnya, Islamic extremists created a genre of videos known as “Russian Hell,” depicting their surprise attacks on Russian forces, a not-so-subtle message aimed at undermining the morale of occupying troops, who never knew where the next attack might come. In East Africa, a twenty-something Alabama-raised Muslim who traveled to join al-Shabaab, Omar Hammami—a.k.a. Abu Mansoor Al-Amriki—began appearing in terrorist videos, becoming, over time, one of the group’s best-known leaders. In March 2009, he starred in a 31-minute recruiting video that portrayed the terror group’s attack on Ethiopian forces. He pleaded for more recruits: “If you can encourage more of your children, and more of your neighbors, and anyone around you to send people… to this Jihad, it would be a great asset for us.” The group’s videos were multilingual, featuring cameos from fighters who arrived from around the world, and sought to reach as broad a global audience as possible, with portions in Arabic, Swedish, and Urdu, among others, as well as with English and Swahili subtitles. Hammami did his best to make jihad look enticing, even releasing rap songs with names like “First Stop Addis,” “Make Jihad with Me,” and “Blow by Blow.” As al-Shabaab’s fight continued, Hammami also posted audio messages and uploaded a 127-page memoir to the internet, The Story of an American Jihadi: Part One, that traced his path from high school to radicalization to al-Shabaab.9


While al-Shabaab succeeded in targeting and luring a handful of recruits—mostly men, largely from Minnesota and the Twin Cities—the online recruitment efforts were never particularly effective; they were to a certain extent ideological spam, the equivalent of the Nigerian scheme email fraudsters who sent out 1 billion emails and hoped 1/1000th of 1 percent of people were gullible enough to think that a deposed oil minister needs help smuggling his ill-gotten gains out of Africa. Yet by blasting across the internet and reaching deep into forums and bulletin boards where disaffected youth hung out, they found some success.


None of these terrorist recruiters online, though, would match the prominence of a onetime American imam, Anwar al-Awlaki. He was born in New Mexico, while his Yemeni father studied on a Fulbright Scholarship, and his family returned to Yemen when he was seven years old. He returned to the United States in 1991 to attend college, and in the years ahead became an ambitious and prominent Muslim imam, first in San Diego and later in northern Virginia. He built a national and then international audience for his teachings, publishing sets of CDs with his lectures for sale through Islamic bookstores and online websites.


The FBI suspected he possessed ties to the 9/11 plot, in part because he ministered to two of the hijackers, Nawaf al-Hazmi and Khalid al-Mihdhar, but nothing had ever been proven. FBI surveillance teams in 2002 observed him regularly soliciting prostitutes. He’d done it before; he’d actually been arrested for that same charge in 1997 in San Diego—and, apparently panicked that the FBI might expose his less-than-pure lifestyle, he fled to the United Kingdom in 2002. In 2004, he returned permanently to Yemen, where he turned increasingly militant and rose to become the public face of al-Qaeda in the Arabian Peninsula (AQAP), the most effective and dangerous of the first generation of al-Qaeda affiliates.


His lectures on Islam—easily found on YouTube—continued to reach a devoted following; he spoke eloquently and charismatically, twisting the ideology of the peaceful Muslim religion into an encouragement for war, and speaking colloquially in English in his lectures—which itself represented an important revelation, expanding the potential audience beyond the normal Arabic-only religious teachings that were inscrutable to most Americans.


Beyond the online lectures, he worked with another American, Samir Khan, to help AQAP reach new audiences and build slick, compelling marketing materials for their cause, including a well-produced PDF magazine called Inspire that encouraged extremists from afar to not worry about journeying to distant locales like Pakistan or Yemen to attack the infidels—to stay home and launch what the magazine called “Open Source Jihad,” by turning a rented pickup truck into a “death mobile” or, as one article written by “the AQ chef” explained, “Make a Bomb in the Kitchen of Your Mom.”


The first issue of the magazine even quoted American officials explaining al-Qaeda’s new strategy. One issue of Inspire featured a quote from Defense Secretary Robert Gates: “It’s pretty clear that people like Awlaki in Yemen and others see any kind of an attack inside the United States, even if it’s a small scale attack, compared, say, to the World Trade Center, the Towers, who see that as a success for them. So that makes the challenge for the FBI and the intelligence agencies and the Department of Justice and local police that much tougher. Because you may not have a big, complex plot involving a lot of people that might be easier to detect.”


Other articles offered tips on “What to Expect in Jihad” for those who were willing to make the journey overseas. “The open source jihad is America’s worst nightmare,” the first issue of the magazine promised. The magazine included email addresses that could be used to reach Anwar al-Awlaki or other AQAP recruiters, encouraging would-be jihadists to start a dialogue—as too many did.


In fact, by the late 2000s, Anwar al-Awlaki’s fingerprints were on almost every major terrorist plot we found in the United States, including the 2007 attack at Fort Dix, the 2009 shooting at a Little Rock military recruiting office, and the 2010 Times Square bomber—all of which featured attackers who subscribed to al-Awlaki’s message and were devoted to his religious lectures. His reach proved long: his death threat against a Seattle cartoonist forced her into hiding, and the Islamic extremist who stabbed a British politician—the first assassination attempt by an al-Qaeda follower in Britain—explained afterward his lectures inspired her.


We also saw him more directly involved in plots: he exchanged emails with Nidal Hasan, the US Army doctor who opened fire at Fort Hood on November 5, 2009, killing 13 and wounding 32.10 I worked at the time for FBI Director Bob Mueller; it’s hard to overstate how greatly that incident, little remembered today, changed our perception of the new terror threat. As the after-action investigation by former FBI Director William Webster found, the shooting revealed gaps in the bureau’s counterterrorism efforts—the FBI didn’t connect clues that Hasan had contacted al-Awlaki. The director felt responsible. We were in the midst of watching a transformation of the terror threat and hadn’t realized the extent to which this new wave wouldn’t necessarily involve direct operational instructions—that inspiration from afar proved sufficient.


The FBI was years into a wrenching organizational transformation—one that pushed the FBI, with its deep roots dating back to the 1900s as the country’s premier law enforcement agency, to work more as a 21st-century intelligence agency, one that prized careful monitoring of terror threats to not just make an arrest but to understand whole networks. For years since 9/11, the mantra inside the FBI to defeat al-Qaeda’s sophisticated operations had been to surveil and watch terrorist suspects, learn who they met, and watch the plot come together before acting. That approach helped guide the 2006 creation of the National Security Division (NSD) at the Justice Department, which I would later lead. Our approach of balancing law enforcement efforts and intelligence gathering only worked if there were, in fact, ties to a larger organization and it was, in fact, a sophisticated operation. In 2009, our focus changed, and we were seeing the propaganda itself as key to inspiring an attack.


Inside the government, there had been until then a running analytic dispute about whether Anwar al-Awlaki had been “operational” or just “inspirational,” though the latter certainly proved worrisome enough. That dispute ended weeks after the Fort Hood bombing when we saw Umar Farouk Abdulmutallab, the so-called Underwear Bomber, try to blow up a transatlantic airliner en route to Detroit on Christmas Day 2009. Anwar al-Awlaki, the “sheikh,” as he was known in the terror camps in Yemen, personally helped recruit and train Abdulmutallab, even selecting an airliner as his target and helping him record a martyrdom video.11


Anwar al-Awlaki’s influence and leadership made him one of the prime targets for America’s counterterrorism effort by the start of the Obama administration. In 2010, he recorded a full-throated “Call to Jihad.” As the New York Times wrote, “In it, with the confidence and poise of a YouTube handyman explaining how to caulk a window, he details just why, exactly, it is every Muslim’s religious duty to kill Americans.”12


A US air strike killed Anwar al-Awlaki in September 2011. Days later, AQAP announced, “America killed Sheikh Anwar, may Allah have mercy on him, but it could not kill his thoughts. The martyrdom of the Sheikh is a new and renewing life for his thoughts and style.” Indeed, we saw all too clearly in the years ahead that his tactics were unfortunately here to stay. His lectures helped inspire the bombers of the Boston Marathon in 2013 and even as a new threat arose—ISIL—we continued to see many would-be terrorists devoting themselves to al-Awlaki’s online teachings.


For a moment, after his death, it seemed the terror threat in the United States ebbed. In 2011, I moved from the FBI to the Justice Department to be the chief of staff to Lisa Monaco—who had originally preceded me as Mueller’s #2—after Lisa was appointed assistant attorney general for national security by President Obama. Lisa’s ceremonial swearing-in as assistant attorney general, a pomp-and-circumstance-filled ritual in the department’s ornate Great Hall, actually coincided with the day al-Awlaki was killed. Our first job at the National Security Division was to assess together where we stood in combatting the current threat landscape. At that precise moment in 2011, especially after al-Awlaki’s death, it appeared we might have turned a corner; I distinctly remember someone telling us as we settled into our new roles on the other side of Pennsylvania Avenue that we should think through what the NSD’s strategy should be when terrorism no longer represented the main driving threat facing our country. We felt we already had our answer—cybersecurity and counterintelligence. Little did we know we were about to live through the worst period of terrorism in the United States since 9/11 itself.
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When “al-Qaeda in Iraq” split from “core” al-Qaeda and evolved into the fighting force known as ISIL, the group’s leadership managed to dramatically evolve the multimedia efforts of other terror groups, particularly as use of social media such as Twitter exploded around the world. As ISIL advanced on Baghdad in 2014, social media showed photos of its black flag flying over the Iraqi capital, and the terrorist army tweeted 40,000 times in just a single day.13


The group’s videos became a horrific staple of our morning threat briefings at the FBI; each morning, the FBI and Justice Department’s counterterrorism and national security leadership gathered inside the bureau’s state-of-the-art command center at the Hoover Building to review the nation’s top threats for the day—everything from geopolitical developments to individual plots and suspects across the country. Too many mornings that included watching the grisly death of a hostage, captured fighters in Syria, or other victims of ISIL. They weren’t abstract deaths, either; meeting with the families of ISIL hostages, knowing the pain of their struggle motivated the agents, prosecutors, and other officials. For me, the experience brought back my days as a homicide prosecutor—the raw emotion of a family’s loss, as well as the desire to do justice for them and to comfort those left behind.


ISIL’s large and sophisticated propaganda arm understood how to command the public’s attention: by showing horrific graphic executions of Syrian fighters, hostages, and almost anyone else who crossed ISIL’s path. ISIL’s brutality was unlike anything the world had experienced; while barbarism has long been part of war, fighters often go to great lengths to keep it secret. ISIL trumpeted its own awfulness wherever it went, elaborately choreographing mass slaughter with multiple camera angles and working so hard to achieve the “perfect” shot that executioners sometimes read their lines off cue cards. The videos were meant to intimidate adversaries, giving the group an air of omnipotence and power often belied by conditions on the ground. According to the videos, every day of combat amounted to victory—and even when the videos showed ISIL casualties, they were carefully posed and celebrated as righteous martyrs. It was an honor to die for ISIL.


The celebration of ground-level warfare—of the actual act of jihad—built on the online videos of groups such as al-Shabaab. Whereas “core” al-Qaeda long celebrated Osama bin Laden, with most of its recruitment and propaganda efforts stemming from his personal messages, and Anwar al-Awlaki’s long lectures focusing tightly on a twisted ideological interpretation of Islam, these later incarnations of Islamic extremism celebrated the individual fighters, portraying the appeal of jihad less as a religious experience and more—as Junaid Hussain said in his tweet—as a chance to live out adventure, to move from playing Call of Duty to participating in the glories of combat. As Wired wrote, the videos “play[ed] like a satanic episode of Cops: Videographers with handheld equipment ride along with ISIS death squads as they pursue and assassinate Iraqi security personnel, some of whom are shown begging for their lives. These videos helped persuade police and soldiers in other cities to melt away rather than resist when they heard that ISIS forces were on the march.”14 In fact, one study of 1,300 ISIL videos, conducted by George Washington University’s Javier Lesaca, found that one of five of them appeared to be directly inspired by American entertainment like Call of Duty, Grand Theft Auto, or American Sniper.15


These graphic and horrific war videos received a tremendous amount of media coverage the world over. ISIL appeared to know precisely how to play the world’s media; in fact, the worst atrocities often seemed to coincide with the group’s worst battlefield losses—they used their own barbarism to distract the media from setbacks. It almost always worked. But those horrific videos that came to be their global brand for most of the public represented only a small fraction of ISIL’s total’s multimedia efforts—most videos they produced flew below the world radar, focused instead on providing would-be jihadists an equally distorted view of how lovely it was to join the jihad and live in ISIL-controlled territory. Initially, this other half proved most concerning for us in the counterterrorism world. Fully half of all of ISIL’s communications and social media focused on the “utopia” they were creating in the Middle East.16 Videos depicted a vibrant, socially active, Pleasantville-like atmosphere inside ISIL territory, with thriving economic activity and strict law and order, including religious police patrolling peaceful neighborhoods. The group’s very motto (“Baqiya wa Tatamaddad,” i.e., “Remaining and Expanding”) advanced the narrative that the group represented a stable, secure cause worthy of time and energy.


Fighters posted photos of themselves fishing on the Euphrates, holding up freshly caught fish while wearing masks or with assault rifles slung over their shoulders. Two ISIL fighters were even shown smiling and snorkeling in a bright blue body of water. Other images, shared in recruitment efforts on the messaging app Telegram, showed how the self-declared “caliphate” strived to depict the sheer ordinariness of daily life: rainbows over beaches, fruit hanging in trees, flowers blossoming.17 One video showed a masked terrorist playing with a kitten in one hand and holding an AK-47 in the other. Even terrorists know the internet’s one universal constant: cat videos sell.18


Both streams of videos were meant to help attract new recruits—offering both heartwarming stories for those unhappy in their regular lives back home and battlefield inspiration for those who wanted to belong to a larger cause and help shape history. The sheer breadth of ISIL’s online efforts was breathtaking, especially given the sophistication of its branding. Researchers noted, at one point, that all of ISIL’s materials switched to a new logo at the same time. Charlie Winter, a counterextremism analyst, documented 1,146 different pieces of ISIL propaganda in just a one-month period during the summer of 2015—that works out to be nearly 40 unique pieces of digital media a day from across ISIL’s various components—including “a mixture of photo essays, videos, audio statements, news bulletins, posters, theological essays, and so on.”19


ISIL used cutting-edge cinematography whenever they could: in one video, The Meaning of Stability #2, ISIL for the first time used a drone to record a suicide bombing, following a man driving a truck wired with explosives through a Libyan city until he detonated his deadly cargo. It was a camera angle right out of a Hollywood movie like Zero Dark Thirty, but this time, told from the terrorists’ point of view. As Wired wrote, “The Islamic State has long taken pride in its flair for developing content that is innovative and repugnant in equal measure.”20 Just like any global marketer, they developed sophisticated microtargeting efforts; in the United States, they literally distributed videos featuring terrorists and lollipops or cotton candy, while in Europe, they pushed videos with terrorists and Nutella. They knew what appealed in what market and which language.


The propaganda was meant to be just one part of a suite of digital tools ISIL deployed—they saw it as a way to begin a conversation with would-be recruits the world over. Those interested in joining the jihad could then contact ISIL recruiters and sympathizers on Twitter or other social media platforms or internet forums. From there, the conversations often moved to secure, encrypted messaging platforms, such as Signal, Telegram, or WhatsApp.21 At one point, ISIL even created its own messaging app, known as Amaq Agency.22


Our experience behind the scenes showed “lone wolves” didn’t really exist. Individuals who pursued radicalization online—I’m always careful to not say “people who were radicalized online,” because it’s rarely that simple—were deeply challenging for law enforcement and intelligence agencies to identify. Often, would-be jihadists were in touch with extremists online—sometimes even from their own community. Mohamed Abdullahi Hassan, a Somali-American from Minnesota who joined al-Shabaab in Africa, was a key contact and conduit in luring other Somali-American youths from the Twin Cities. That approach turned out to be common: there simply weren’t regular people who woke up one morning, read a Twitter thread, and decided then and there to kill Americans. There’s not one track to radicalization, and the web doesn’t provide some magical radicalization potion. Radicalization is a process, a journey, but online propaganda and dialogue drastically lower the barriers and complications of recruiting would-be terrorists from far away. Terrorists overseas can communicate directly, intimately, and in real time with kids in our basements, here.


The videos deeply concerned us in government, but at first we viewed them primarily as a recruitment effort for foreign fighters rather than as a domestic terror threat. As a recruitment drive, it certainly proved successful, as we began to see hundreds of Americans and Europeans make their way toward ISIL’s territory; originally, we feared that those fighters, just like the al-Qaeda recruits who traveled to Afghanistan and Pakistan in the 1990s and 2000s, would learn new skills and then return to their homelands to plot attacks, but ISIL’s evolving threat proved even more pernicious.


We became very good in the years after 9/11 at successfully interdicting plots and identifying would-be terrorists through spotting their “signatures”—the path they traveled to Pakistan, Afghanistan, Yemen, or other terror havens, the routes through which money was funneled to them from overseas, the way they made phone calls or sent emails to known terrorists overseas, the way they attempted to purchase the ingredients for explosives or procure rare, high-powered weaponry, and so forth. Yet as the world intelligence community got better at disrupting the physical movement of would-be fighters to Syria or places like Yemen, the threat morphed again and the groups began to push recruits to just “kill where you live.” It was amazing to see the speed of this shift; changes that took the better part of a decade in al-Qaeda happened in just months with ISIL.


The new tactics from al-Qaeda and ISIL eluded all of our well-placed trip wires; by switching to encouraging would-be recruits to remain at home, in the United States or Europe, and carry out attacks there, terror recruiters made it nearly impossible for us to spot typical behaviors that would indicate a looming attack. There was no way to know who might download a PDF of al-Qaeda’s magazine Inspire and use it as a roadmap for an attack; in one issue, the group published an 18-page guide for how to derail trains using cardboard, a plastic container, a rubber tire, cement, and other tools—none of which would have raised the slightest eyebrow as a would-be attacker acquired them. There was no “signature” for such would-be terrorists. They wouldn’t travel overseas; they didn’t get explosives training in the tribal areas of Pakistan; they didn’t meet bin Laden or al-Awlaki in person. The terror groups effectively had no investment, in time or money, in most of these guys, so they didn’t care if nine out of ten of them—or ninety-nine out of one hundred—weren’t successful. “Someone can do it in their pajamas in their basement,” FBI Director James Comey told Congress in the fall of 2014. “These are the homegrown violent extremists that we worry about, who can get all the poison they need and the training they need to kill Americans, and in a way that is very hard for us to spot.”23


In some ways, though, as I looked at the problem, the situation was even more grating than that. We were, as a country and a society, providing technology to our adversaries—technology developed with our creativity and through our national investments in education; technology that allowed them to communicate securely and instantly among themselves and potential recruits; technology that was specially designed to allow them to keep their conversations private and prohibit law enforcement from listening even with a valid court order; technology that allowed them to reach into our schools, our shopping malls, and our basements to spread poison to our children, tutor them, and provide them operational directions and supervision to kill fellow Americans. And we’d given it all to them for free—available for an easy download in the app store, just a few clicks away. It was as if we developed game-changing military command-and-control technology at the height of World War II and just handed it over to Tokyo Rose and Axis Sally.


In the midst of this already threatening environment, we began to hear the name Junaid Hussain.
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Working among a dozen cyber jihad recruiters, Hussain and his fellow terrorists declared themselves the head of the CyberCaliphate and applied some of his old TeaMp0isoN tactics to ISIL, defacing websites and seizing control of home pages and social media accounts.24 He played a constant cat-and-mouse game with Twitter, which suspended or deleted his accounts only to have him pop up with a new one. He promised online that the ISIL flag would fly over the White House and called for the murder of Israelis. In February, ISIL hackers accessed accounts belonging to Newsweek, among other sites, and tweeted out threats against First Lady Michelle Obama. They were trying hard to enable and inspire attacks far from the Middle East, posting in March 2015 a “kill list” of 100 airmen from two US Air Force bases.


Throughout, Hussain was in steady contact with dozens of would-be ISIL recruits and adherents the world over through his main Twitter account, @AbuHussain_16.25 According to the Los Angeles Times, Hussain “communicated with [at] least nine people who later were arrested or killed by U.S. law enforcement.”26 His online encouragement touched off a violent—and, to his recruits, deadly—spree in 2015, one that overwhelmed FBI agents as they chased ISIL recruits across the country. “The FBI was strapped,” Director James Comey said later. “We were following, attempting to follow, to cover electronically with court orders, or cover physically, dozens and dozens and dozens of people who we assessed were on the cusp of violence.” The need was so great that the FBI actually pulled agents from criminal squads to work counterterrorism surveillance.27 For those on the front lines of counterterrorism, it marked one of the darkest periods since the 9/11 attacks themselves.


We often talked about a terrorist’s “flash-to-bang,” the length of time a would-be attacker took to go from radicalization to attack, a metaphor drawn from lighting the detonation cord of a stick of dynamite, the “flash,” to when the stick exploded, the “bang.” With the new social media–driven push to “kill where you live,” ISIL transformed the problem we faced with al-Shabaab—where a relatively specific geographic population of the Somali diaspora had been targeted for recruitment—into a national one with dangerously unpredictable results. There was no geographic center and often the would-be ISIL recruits weren’t religious to begin with. Over the course of 2015, we found ourselves confronting dozens of seemingly half-crazed young men whose flash-to-bang was both short and erratic. There was no larger plot to unravel, no travel to monitor. The threat cut across geography or ethnicity; 35 different US attorney’s districts found themselves chasing cases. Half the suspects were under 25, and, a statistic that is burned into my memory, one-third were 21 years or younger. ISIL was targeting our kids.28 So many cases involved literal children that we issued special guidance to prosecutors about how to handle juvenile terrorism suspects in federal court—not an issue that commonly arose in such cases in the past.


In April, Hussain helped encourage a 30-year-old from Arizona, Elton Simpson, to embark on a homegrown jihad. As court documents later alleged, the two exchanged messages through an encrypted messaging program known as Surespot, and, in early May, Simpson and a friend, Nadir Soofi, drove to Garland, Texas, to attack an exhibit there put on by anti-Muslim agitator Pamela Geller that featured cartoons about the Prophet Muhammad, depictions commonly considered offensive in Islam.29 Hussain evidently knew the attack was coming—an hour before their attack began, he tweeted, “The knives have been sharpened, soon we will come to your streets with death and slaughter!”


The two men—one of whom used a photo of Anwar al-Awlaki as his Twitter avatar—opened fire on a police car at the event entrance and were killed by police who returned fire. Hussain celebrated the attack on Twitter, saying, “Allah Akbar!!!! Two of our brothers just opened fire.”


There was Munir Abdulkader, a 21-year-old from outside Cincinnati, who said online he hoped ISIL would “rule the world.” He and Hussain connected online, and Hussain encouraged him to kidnap and behead a US soldier right there in Ohio—even providing a soldier’s specific home address—and suggested that the Xavier University dropout should also try to attack a police station.30 The Los Angeles Times later reported, “The FBI initially tracked Abdulkader by secretly monitoring Hussain’s Twitter direct messages. But agents were stymied when the suspects switched to apps that encrypt messages so they can only be read by sender and receiver.”31 The FBI relied on an informant to help figure out their plan; Abdulkader conducted surveillance on a police station and, when he went on May 21, 2015, to purchase an AK-47, the FBI arrested him.32


The long reach of Hussain’s recruitment efforts encompassed the entire country. One of the shortest flash-to-bangs we saw unfolded in Boston: On June 2, 2015, an FBI agent and local police officer confronted 26-year-old Usaamah Abdullah Rahim in the parking lot of a convenience store. Hussain online had also encouraged Rahim to target Geller’s exhibit in Garland, Texas—preferring a larger, more spectacular attack—but Rahim grew impatient and decided to just improvise, launching his own attack at home. Hussain had urged him to carry knives in case he was cornered by the “feds,” and Rahim bragged about his new acquisition in a telephone call to a friend, saying, “I got myself a nice little tool. You know, it’s good for, like, carving wood and, you know, like, carving sculptures—and you know.”33 Indeed, Rahim pulled a knife when the officials approached, and he was killed. Later that month, the FBI arrested Justin Nojan Sullivan, a North Carolina man who promised Hussain online he would carry out a mass shooting attack on ISIL’s behalf. When Sullivan, who went online by the name TheMuhahid, texted Hussain, “Very soon carrying out 1st operation of Islamic State in North America,” Hussain responded quickly to make sure ISIL got the social media credit for the attack: “Can u make a video first?”


Inside the government, the tide seemed overwhelming. The period of al-Awlaki’s inspired plots seemed so bad at the time, and, in most ways, the country’s counterterrorism resources were far better organized and far more sophisticatedly structured by 2015, yet we were still barely keeping up. Earlier in my career at the FBI, we thought ten simultaneous terror cases represented a huge number; at this point we faced dozens. We struggled with the balance of not appearing to be alarmist but realizing that we didn’t have the resources to confront this social media–inspired wave. Since 2009, the FBI had greatly boosted its surveillance resources; back then, the FBI struggled to simultaneously watch two terror plots, one linked to Najibullah Zazi, who was plotting to attack the New York City subways, and one linked to David Coleman Headley, who helped plot the terrorist attack on hotels and key sites in Mumbai in 2008. Even with the increased resources, the terror threat seemed to overwhelm us. Thorough round-the-clock surveillance requires dozens of people, and we confronted tracking dozens of cases in every corner of the country.34


Everyone worked at maximum capacity in difficult circumstances. Beyond the field surveillance teams, prosecutors inside our division raced to arrange court orders to help identify and lawfully monitor developing plots. After our years at the FBI, Lisa Monaco and I had become accustomed to crisp analysis and detailed briefings, but when we moved over to the Justice Department, information seemed harder to come by. The division struggled with the new onslaught of cases because of its antiquated case management system. As the terror threat rose, we tried to wrap our minds around the problem and convince the rest of government that it represented a priority, but we were stymied in compiling the necessary information. Michael Mullaney, the head of our counterterrorism team, appeared to piece together briefings on crumpled-up papers, but he was never one to make excuses so it wasn’t until I finally asked him why the tracking seemed so disorganized that he showed me the software they were using—a tool known as CaseTrack that the rest of the department had moved away from years earlier. NSD’s software was never updated from what it had been using when it broke away from the Criminal Division nine years earlier. In effect, he hand-counted the nation’s terrorists each day.


It felt like we were just waiting for the next terrorist attack. Too often, it seemed like luck kept us safe—that we’d only discover a plot because a would-be terrorist spoke to the wrong person or because his device failed to work. All told, according to a George Washington University analysis, of the 117 people arrested in the United States for ties to the Islamic State between January 2014 and the beginning of 2017, more than half were caught over the course of 2015.


We struggled internally about how to talk about this flood of cases; we wanted to raise the alarm without playing into the terrorists’ hands. How do you talk about such an overwhelming—but low-level—threat without giving ISIL a strategic victory? We were genuinely worried about Junaid Hussain’s impact on the flood of recruits, but we didn’t want to elevate his importance publicly and lead even more would-be terrorists to his doorstep. They wanted our country to be afraid; trumpeting each case—even when we were successful in disrupting it—only helped them achieve their strategic goals.


Privately and publicly, President Obama and Vice President Biden tried to temper the pervasive fear that crept into society post-9/11. By the time we were confronting ISIL, the types of cases we were seeing—individuals launching small-scale attacks—were a far cry from bin Laden’s goal of spectacular attacks like 9/11. “Terrorism is a real threat,” Biden said at one point, “but it’s not an existential threat to the existence of the democratic country of the United States of America. Terrorism can cause real problems. It can undermine confidence. It can kill relatively large numbers of people. But terrorism is not an existential threat.”35 President Obama cautioned staff to put attacks in perspective: more Americans regularly died slipping in a bathtub than were killed by a terrorist.36 To the extent that we, as a country and a government, stopped reacting dramatically to each threat, we would rob ISIL and terrorists of achieving their goals. It was a delicate balance. I never shared the view that we’d convince Americans that their bathtub was a bigger threat than terrorism. The country simply wasn’t prepared to think that rationally about terrorism; the media was too alarmist, and Obama was criticized for being too publicly blasé—the lack of public government alarm actually seemed to make people feel less secure.


At the same time, agents in the field were living with the fallout from Edward Snowden’s leaks in 2013. The leaks all but destroyed any trust and relationship between the US government and Silicon Valley, the companies whose websites housed this new wave of social media–inspired terror. We lived with almost daily examples of what was known as the “going dark” debate; terrorists were adopting encrypted messaging apps such as Telegram, WhatsApp, and Signal so that law enforcement couldn’t intercept their conversations even with a valid court order. Sleepless, stressed FBI agents cried out in frustration as they saw would-be jihadists move their conversations with terrorists like Hussain into a digital realm they couldn’t read. What was being discussed? Where was the next target? The problem couldn’t have arisen at a worse time. For two years, the revelations from Edward Snowden salted the relationship between intelligence agencies and technologists, causing our requests and alarms to be met with instant skepticism and suspicion. These Silicon Valley companies built powerful, well-intentioned tools, and terrorists turned them against the American people. Yet those companies were so disillusioned with the government that initially they were barely willing to listen when we asked for help.
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Through 2015, we lived what amounted to tactical success but strategic failure—interdicting plots one by one, but failing to stem the tide of social media inspiration emanating from ISIL. Junaid Hussain and his fellow online recruiter terrorists constituted the key link in almost all of them. We debated in our daily briefings how public we should be about his role—we needed to focus government resources on him but didn’t want to make him 10,000 feet tall, a hero to his own cause. The battle against Anwar al-Awlaki’s work had elevated him to global prominence, increasing his power, and we didn’t want to repeat that with Hussain. We pressed the Pentagon to focus its attention “in theater” on hunting Hussain and the other online recruiters. Sure, they weren’t major operational figures on the ground for ISIL, but they were having an outsized impact far from the battlefield.37 Hussain was no longer “just” a recruiter; he was an operational figure, attempting to direct attacks against the homeland.*


The summer of 2015 brought perhaps the most troubling case of all. On August 11, 2015, Hussain posted a series of tweets that, at first, seemed just his normal bellicose rhetoric. He announced, “soldiers… will strike at your necks in your own lands!” Then he followed up with a surprise: “NEW: U.S. Military AND Government HACKED by the Islamic State Hacking Division!” He linked to a 30-page document that made instantly clear this was something different.


Hussain’s document began with a warning designed to chill: “we are in your emails and computer systems, watching and recording your every move, we have your names and addresses, we are in your emails and social media accounts, we are extracting confidential data and passing on your personal information to the soldiers of the [caliphate], who soon with the permission of Allah will strike at your necks in your own lands!” The subsequent pages of the document included the names and addresses of 1,351 members of the US military and other government employees, as well as three pages of names and addresses of federal employees and even Facebook exchanges between members of the US military.


The posting set off a scramble across the government to determine where the information came from—and to potentially protect the affected servicemen and -women. After all, given the cases we’d already seen in Boston, Texas, North Carolina, and elsewhere, it appeared Hussain possessed the capability to execute his threats. We’d been waiting for just this type of scenario, running table-top exercises to prepare for a threat we assumed would arrive. But, just like most cyberthreats over the last decade, this particular case arrived via an unlikely target.


One week after Hussain’s tweet, a US online retailer in Illinois received an angry email from someone using the email address khs-crew@live.com. On August 19, the writer, who identified himself as an “Albanian Hacker,” complained that the company deleted malware from its servers that he used to illegally access it. “Hi Administrator,” the email began. “Is third time that your deleting my files and losing my Hacking JOB on this server ! One time i alert you that if you do this again i will publish every client on this Server! I don’t wanna do this because i don’t win anything here ! So why your trying to lose my access on server haha ?” The system administrator wrote back the next day, “Please dont attack our servers,” at which point the hacker demanded a payment of two Bitcoins—then worth about $500—in exchange for leaving the server alone and explaining how he’d accessed it in the first place.


The FBI was able to trace the internet address of the sent email to Malaysia, where they began to piece together a picture of the prime suspect: Ardit Ferizi. An ethnic Albanian, Ferizi came from Gjakova, Kosovo, a region deeply affected by the war there in 1999. “On the second night of the NATO airstrikes, Ardit was in the fourth year of his life,” his mother wrote later. “The street was full of Serbian army and people wearing black uniforms and masks. They came screaming, shouting and shooting, burning houses and killing people.”


As a teen, Ferizi formed a group called the Kosova Hacker’s Security (KHS), a pro-Muslim, ethnic Albanian collective that—much like TeaMp0isoN—attacked Western websites, targeting computers in places like Greece and France, as well as companies like IBM and organizations like the National Weather Service. In 2011, they compromised Microsoft’s Hotmail servers, and in January 2012 the KHS posted online some 7,000 hacked Israeli credit cards. Ferizi taunted his targets online from his Twitter handle, @Th3Dir3ctorY.


In early 2015, just after he turned 20, Ferizi journeyed to Malaysia on a student visa, both to study computer science at Limkokwing University and, we later understood, because the country’s broadband offered better opportunities to carry out cyberattacks. We had seen would-be terrorists mix jihad and cybercrime before: the man who orchestrated the deadly bombing of a Bali nightclub in 2002, a blast that killed 202 people, financed part of his attack through online credit card fraud; his jailhouse autobiography, released in 2004, included a chapter entitled “Hacking, Why Not?”38


Ferizi, using his account @Th3Dir3ctorY, volunteered to assist ISIL in April, offering help with their servers and also communicating directly with another Twitter account, @Muslim_Sniper_D, which belonged to Tariq Hamayun, a 37-year-old car mechanic who was fighting with ISIL in Syria and went by the name Abu Muslim al-Britani. Ferizi sent @Muslim_Sniper_D screenshots of credit card information that belonged to 67 American, British, and French citizens—including not just names and addresses but birthdays and card security codes. Hamayun expressed his pleasure at the credit card details and told Ferizi that Hussain “told me a lot about u,” an indication the Malaysian hacker had already been in contact with the British ISIL recruiter. Hamayun encouraged Ferizi, “Pliz [sic] brother come and join us in the Islamic state.”


Then, on June 13, Ferizi hacked into that online retailer’s server in Phoenix, Arizona, stealing credit card information of more than 100,000 customers. He set up a user account, “KHS,” and used a hacking tool named DUBrute.exe—the malware that he later complained the system administrator deleted. He culled through the stolen information to identify people who used either a .gov or .mil email address, ultimately assembling a list of 1,351 military or government personnel, and passed their information to ISIL. That became the basis for the kill list Hussain tweeted in August with his warning “we are in your emails and computer systems.” What started out as an attempt for criminal extortion ended with a chilling terror threat and a plot to kill.


As investigators traced Ferizi’s actions and his ties to Hussain, I knew this was a case we could prosecute. It was, in some ways, the culmination of years of work to transform the way that we approached cybersecurity threats at the Justice Department and in the US government. We’d spent years pushing to raise the profile of these threats, to train prosecutors and agents to pursue them, and fought dozens of small battles behind the scenes to ease the secrecy that surrounded so many of America’s activities in cyberspace. We convinced the White House, the National Security Council, and other intelligence agencies that cybersecurity needed to move out of the shadows—that we needed to use the traditional tools of the legal system to prosecute and publicize cyberthreats in the same way that we tackled terrorism threats. Now we saw a case that constituted both.


In September, Malaysian police closed in on Ferizi, catching him with the Dell Latitude and MSI laptops he’d used to hack servers. In announcing the charges, I said, “This case represents the first time we have seen the very real and dangerous national security cyberthreat that results from the combination of terrorism and hacking. This was a wake-up call not only to those of us in law enforcement, but also to those in private industry.”


It was a message I’d echo to businesses and organizations many times in the years to come: you need to report when your networks have been attacked because you never know how your intrusion, however seemingly minor, might impact a larger investigation. This was an incident where a network administrator might very well have simply paid Ferizi to go away or not bothered to report the hack to authorities. For years, businesses viewed cybersecurity threats as regulatory problems—how did a hack impact privacy rules or Wall Street standards about “material controls”? The government long complicated this equation with conflicting messages and a poor organizational structure; some arms of government tried to hold companies to account for breaches, with sticks, while others tried to promise help, with carrots. It’s often hard—even today—to know who to call in the government for help. Today, though, businesses and institutions confront a broader risk; a sea change puts the private sector on the front lines of national security threats, from nation-state adversaries to terrorists. In this modern threat, you can’t know as a business what your real cyber risk ex ante is unless you’re broadly—and quickly—sharing information. What to you might be a minor inconvenience could, with broader intelligence, represent a terrorist, a global organized crime syndicate, or a foreign country’s sophisticated attack.


In court proceedings, Ferizi came off as a confused youth—like many of the would-be ISIL recruits we saw. He explained that in the spring of 2015 he had been angry that a Kosovar journalist falsely accused him of joining the Islamic State—and so he retaliated, confusingly, by stealing the personal information from Phoenix, Arizona, and actually giving it to the Islamic State. “I was doing a lot of drugs and spending all day online,” he explained later.


The judge in his case didn’t buy the argument. “I want to send a message,” US District Judge Leonie M. Brinkema said. “Playing around with computers is not a game.”39


Hussain, too, met his own kind of justice. In Syria, he was far beyond the reach of American law enforcement, living in an ungoverned space. As part of the new post-9/11 approach to counterterrorism, the government had moved to what we called an “all-tools” approach, bringing to bear on the threat everything from criminal prosecution to financial sanctions to kinetic military action. The goal was that no one across the world should be free from consequences if they sought to attack the United States. Hussain’s actions clearly made him an imminent threat to the American homeland, and since we couldn’t reach him with handcuffs, he was a top priority for the military.


Just weeks before we arrested Ferizi, on the night of August 24, 2015, Hussain was alone as he left an internet cafe. As US Central Command confirmed publicly the following day, US military forces operating far overhead fired a single Hellfire missile at his vehicle while it was at a gas station in Raqqa, Syria.40


The blast killed him instantly.





* Irhabi 007’s long reach online became clear as police examined his laptop, which included tips on constructing a car bomb and a folder labeled “Washington” with short video clips of key DC sites like the US Capitol and the World Bank building. The videos sent the FBI on a scramble; five months later, in an investigation code-named NORTHERN EXPOSURE, Atlanta’s Joint Terrorism Task Force arrested two Georgia teens who had been corresponding with Irhabi and had made the videos. The FBI later determined that the men had been in touch with other terrorism suspects in more than a dozen countries around the world.


* Technically, as Title 18 US Code § 2331 defines terrorism, it’s “violent acts… intended—(i) to intimidate or coerce a civilian population; (ii) to influence the policy of a government by intimidation or coercion; or (iii) to affect the conduct of a government by mass destruction, assassination, or kidnapping.”


* One of the key lessons we learned in the fight against al-Qaeda was that we needed to deny terrorists safe havens overseas where they could plot and plan the death of Americans. Hussain, even from far away, presented an imminent threat. The Pentagon agreed; they understood that the fight against ISIL was one that took place on many different battlefields.















INTRODUCTION



The Code War


MY FIRST INTERACTION with Barack Obama’s presidential campaign in 2008 was explaining to them that their computers had been hacked by the Chinese government. Eight years later, one of my final cases as assistant attorney general for national security was chasing Russia’s attempts to influence the presidential election through hacking the Democratic National Committee and Hillary Clinton’s campaign. In between, I was privileged to serve with those on the front lines of the international fight to secure the internet, helping to combat online not just China and Russia, but also Iran, North Korea, terrorists, organized crime groups, and even lone hackers. Yet even as I left office in 2016, it was clear that the nation’s efforts against hackers remained insufficient.


We thought the nation had awoken to the cyberthreat after North Korea’s attack on Sony; we thought it had happened after the hacking of 22 million of the federal government’s personnel records. But even in those final months of the administration in 2016, the national security apparatus debated what it should say publicly about the Russian hacks—and how soon it should speak. The answer—unfortunately—was too little, too late. And even now, after the damage and the effect are clear, there’s no sign that the hacks caused any policymakers in Washington to change course as radically as we need to ensure our security going forward. That practiced ignorance is hardly a new invention. Way back in 2012, one of my Justice Department colleagues, Christopher Painter, who had dedicated years of his life to fighting cyberthreats, grew frustrated with the number of “wake-up calls” he’d lived through. He said then that cybersecurity was infected by “a wake-up call with a snooze button.” As he explains it, “You would have, at least early on, a number of incidents which people would get very excited about. There would be a lot of publicity around them. They make an impact for a short period of time and then they would fade away.”1


That pattern continues. In the year following the attack on the 2016 election, we saw the hacking of Equifax—wherein the personal, intimate life details of effectively every adult American were stolen—and word came, too, of a new type of security vulnerability in the Intel chips that power today’s technology that affects nearly every device manufactured since 1995. The scale of these problems should make it clear that ignoring or wishing away cybersecurity concerns cannot be the answer. This game is being played under the table every day by governments, criminals, and other online adversaries—yet it’s one that increasingly is having an impact on our daily lives and our personal security.


Cybersecurity isn’t just a wonky IT issue. Poor security online represents a genuine threat to the American way of life—one that will only accelerate as more of our day-to-day lives move online, into the cloud, and into the digital world. Cybersecurity, it turns out, is key to modern life. It’s essential to the way we bank, shop, learn. Increasingly, it’s a necessity for the way we drive, heat our homes, and even vote. There is no longer such a thing as e-commerce, only commerce. Protecting our digital lives is no longer just about ensuring we don’t lose our family pictures—it’s about protecting our values, our health, our culture, and our democracy. The attacks of the last decade by nation-states, organized crime groups, and even individual hackers threaten to undermine trust not just in our institutions but also in the very information that powers our society, from financial and medical records to the news that informs our society.
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Cyberspace got its start on a street in Vancouver. In the early 1980s, writer William Gibson was walking down Vancouver’s Granville Street, the Canadian city’s neon-lit, undersized version of the Las Vegas Strip. Gibson had started writing science fiction just a few years earlier and had been trying to evolve his thinking and the genre past the outer space fascination of his youth.2 The spaceship didn’t capture his imagination. “I was painfully aware that I lacked an arena for my science fiction,” he recalled later. His early work to that point had focused on the interactions of humans and technology—so-called cybernetics, the science of how communications and automatic control systems work in both machines and living things.


As Gibson proceeded down the brightly lit but seedy Granville, past the fading theaters, the pizza stores, strip clubs, and pawnshops, he passed a video arcade—and inspiration arrived. Looking inside, he realized he was staring into another world; the kids were totally enveloped by the blinking lights and beeping of their primitive plywood arcade games. “I could see the physical intensity of their postures, how rapt the kids inside were,” he later recounted during an interview with Whole Earth Review. He felt he could see the “photons coming off the screens into the kids’ eyes, neurons moving through their bodies, and electrons moving through the video game.” Sure, it was only Pac-Man or Space Invaders, but these machines transported the players to another dimension. As Gibson said, “These kids clearly believed in the space games projected. Everyone I know who works with computers seems to develop a belief that there’s some kind of ‘actual space’ behind the screen, someplace you can’t see but you know is there.”


Yet the moment when computers would be a real part of daily life still seemed far away; the computers he knew at the time were the “size of the side of a barn.” Then, Gibson passed a bus stop with an advertisement for Apple Computers, the upstart technology firm led by wunderkind Steve Jobs. He stopped again and stared at the life-sized businessman in the ad. As Gibson recalled, the businessman’s neatly cuffed arm was holding an Apple II computer, which was vastly smaller than the side of a barn. “‘Everyone is going to have one of these,’ I thought, and ‘everyone is going to want to live inside them,’” he recalled. “Somehow I knew that the notional space behind all of the computer screens would be one single universe.”


But what to call this new thing, this new place where we would live our future lives? Gibson sat down with a Sharpie and a yellow legal pad to brainstorm. He hated his first two ideas: infospace and dataspace. Then on his third try, inspiration hit: cyberspace. It was perfect—it meant something and also nothing. “All I knew about the word ‘cyberspace’ when I coined it, was that it seemed like an effective buzzword. It seemed evocative and essentially meaningless. It was suggestive of something, but had no real semantic meaning, even for me, as I saw it emerge on the page,” he recalled. The term appeared in his short story “Burning Chrome” in 1982 and hit the mainstream when he used it in 1984 in his debut novel, Neuromancer, a book I devoured as a child.


In Neuromancer, Gibson introduced the term by writing, “Cyberspace. A consensual hallucination experienced daily by billions of legitimate operators, in every nation, by children being taught mathematical concepts…. A graphic representation of data abstracted from the banks of every computer in the human system. Unthinkable complexity. Lines of light ranged in the nonspace of the mind, clusters and constellations of data.”


Over the coming years that was almost exactly what cyberspace came to define—a world where the virtual and the physical met and, increasingly, reshaped the other. The collective hallucination that would drive so much of society by the turn of the century could be glimpsed in children of that era. Many of us who ended up on the leading edge of cybersecurity and cybercrime issues were first hooked by science fiction and video games as kids. I, for one, was almost literally one of the kids in Gibson’s Vancouver arcade. Taken on a family ski trip to Canada around the same time, I ended up with $10 worth of quarters and lost the afternoon immersed in video games at an arcade rather than on the slopes. For Shawn Henry, who later led the FBI’s Cyber Division, it was the magic of computers on display on Star Trek. For Steven Chabinsky, a lawyer who later worked alongside me at the FBI, it was when a cousin got a Radio Shack TRS-80 in 1979 and let him start playing a then cutting-edge text-based game, Adventure, a game all but forgotten today that figures prominently in the memories of many early computer pioneers. As Chabinsky recalls, “There was no graphics, of course, back in these days. You had to type out directions to turn right. And then it says: ‘A nasty elf has come at you: What do you do?’ And you say: ‘Fight elf.’ And it says: ‘Elf killed you.’ I just thought this was remarkable. It was, to me, artificial intelligence.”3 Later, in high school, Chabinsky worked every day after school to save money to buy an Apple II+.


Gibson’s definition of a new world also helped establish one of the consistent trends of this new world: it was the science fiction writers, the fantasists, who pointed the way toward the future we were building in the real world. From Neuromancer and The Shockwave Rider to the movie WarGames to TV series like Black Mirror to the novel and 2018 movie Ready Player One—about the coming world of artificial intelligence—we saw the threats and challenges that would someday end up on the government’s plate first played out in fiction.


As it turned out, I devoted much of my career to securing this amorphous, evolving space—trying to figure out how to impose the laws and rules of the physical world on the ever-shifting virtual one. The answer wasn’t always obvious; how, after all, do you police a place you can’t see but you know is there?
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Today, it’s impossible to truly capture the cost of cybercrime. It’s not like the early days of the FBI when you could just total up the cost of the nation’s stolen cars or add up the amount of money that walked out the front door with bank robbers like John Dillinger. Instead, there’s both a real cost—the actual dollars stolen from bank accounts, businesses, and individuals—and a more subtle cost—the value of the ideas, designs, and intellectual property compromised and stolen by hackers and used to their own advantage. There’s also an enormous amount of lost productivity as tens of millions of people are forced to cancel and change credit cards and deal with the hassles that arise from the theft of their personal information. Any way that you calculate it, almost any even conservative estimate ranks annual cybercrime losses in the hundreds of billions of dollars—particularly when you start to factor in the cost of destructive attacks that “brick” computers and force companies to replace sometimes thousands or even tens of thousands of machines.


In February 2018, the Center for Strategic and International Studies and the security firm McAfee said they calculated cybercrime’s annual cost at around $600 billion a year—a number larger than the GDP of all but about 20 of the world’s countries, larger even than economic powerhouses such as Sweden (about $500 billion), Thailand ($410 billion), or Poland (about $500 billion). Put another way, cybercriminals steal more than all of the work that all 95 million Egyptians create over the course of a year. Globally, economists believe that the internet generates between $2 trillion and $3 trillion a year of the world’s GDP. That means that perhaps as much as one-fifth of the internet’s total value is disappearing due to cybertheft each year.4 It’s a number that we would find unacceptable in any other sector of the economy—and we should find it just as unacceptable in the digital economy.5


My own experience in two particular cybercrime cases—the take-down of the GameOver Zeus botnet and the indictment of Chinese army officials for economic espionage—perfectly illustrated the challenges of understanding the impact and total losses from cybercrime.


We knew that the Russian and Eastern European hackers running the GameOver Zeus botnet had stolen tens of millions in actual money; the FBI had stopped counting when they calculated 100 million US dollars and 100 million euros; we could see where the money was missing—including a single theft of $6.9 million on November 6, 2012, and a single US bank that lost $8 million over just 13 months. We talked with the small businesses that had been crushed by their losses. FBI Special Agent Sara K. Stanley, who interviewed a dozen GameOver Zeus victims across Iowa and Nebraska, recalls that her conversations were heartbreaking. “It made it so much more human,” she says. “When you’re talking about a bank or a business in rural Iowa, that really affects you. For a lot of people, their trust in the banking system was really affected.” For those smaller businesses, the GameOver Zeus losses were crippling. While the government protects individuals from being responsible for losses stemming from bank fraud, no such provision exists for businesses. The thefts easily wiped out a year’s profits or more.


Most Americans have little understanding of the dramatic economic rise of China, nor how much of that growth was powered by the theft of American secrets—both in basic technologies, like computing and solar panels, and in the military’s adoption of cutting-edge fighter and naval technologies. In barely two generations, China has leapfrogged from effectively a 19th-century agrarian economy to a cutting-edge, 21st-century powerhouse that, depending on the measurement, is either the largest or second largest in the world. American technological research-and-development dollars have unintentionally given China a leg up on almost every facet of that transformative economic growth.


American workers are already competing against Chinese versions of the very same products they originally invented, and if someday the United States and China end up in a military conflict, America’s soldiers, sailors, airmen, and marines will find themselves fighting against their own technology. General Keith Alexander, who once headed the National Security Agency (NSA) and US Cyber Command, has explained for years that China’s electronic pillaging of US trade secrets represents the “greatest transfer of wealth in history,” totaling upward of $250 billion a year. It’s a staggering number, and one that has been playing out inside our corporate, university, and military computer networks for more than a decade. “It is clear that China not only is the global leader in using cyber methods to steal intellectual property, but also accounts for the majority of global intellectual property theft,” said Dr. Larry M. Wortzel, a former US Army intelligence officer and member of a commission that advises Congress on Chinese–US economic and security matters.6


But what were the long-term costs of the Chinese thefts? What about the costs for the companies that find themselves undercut in the Asian market—or even find lower-priced goods dumped back in the American market? What about the long-term price of China building up its own economy on the shoulders and backs of American innovation? What about the ultimate cost in lives of American servicemen and -women if we find ourselves in a military conflict and have our own stolen technologies used against us? Ever since the industrial revolution and Eli Whitney’s invention of the cotton gin, the US economy has thrived because we innovate faster—and better—than any country on earth. Over the last two decades, though, we’ve seen that lead, our nation’s core spirit, threatened and undermined by foreign powers stealing digitally that which they would never dare to steal in real life. It’s paramount to America’s economy that we ensure that countries around the world compete on an even playing field—that countries are competing based on their innovation, not benefiting by robbing others.


We do know that cumulatively cyberthefts come at a real cost to Americans, especially, because the United States is the most connected and most advanced economy in the world. Studies have calculated that we lose about 200,000 jobs a year due to cybertheft, roughly an entire average month’s worth of job creation in 2016.7 That’s the entire population of Des Moines, Iowa, or Birmingham, Alabama, going unemployed or losing their job each year because of digital theft, piracy, and espionage. Europe faces its own large losses, perhaps as many as 150,000 jobs a year, the entire population of Oxford, England. The security cost for companies in today’s environment is not minimal either; Greg Rattray, a former air force officer who helped pioneer the fight against nation-states online, today serves as the head of cybersecurity at JPMorgan Chase, where he oversees a sprawling effort that spends more than $2 million each day on digital security.
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The United States remains uniquely powerful—and uniquely vulnerable—in cyberspace. For now. Thanks to the government’s original investment during the Cold War in building a decentralized communications network that, it hoped, could help survive a nuclear war, much of the original internet and computer revolution happened in the United States.


What we think of today as the rise of the computer really was two separate evolutions: one focused on large-scale corporate and government computer use, centered on the East Coast among defense companies and early tech giants such as IBM, as well as a more organic personal computing revolution, centered on the West Coast around Stanford, Berkeley, and what would become Silicon Valley.


The two computing revolutions came with vastly different philosophies. The ethos of East Coast computers was solidly establishment, with deep ties to MIT, Harvard, and the Pentagon, whereas the West Coast was solidly 1960s counterculture.* It was a movement that was deeply distrustful of governmental power, a reaction of an era that saw the exposure of J. Edgar Hoover’s domestic spying, Watergate, the Church Committee, and the passage of the 1974 Privacy Act to restrict government information gathering. Another key West Coast voice, Stewart Brand, of the Whole Earth Catalog, gave his colleagues a rallying cry: “Information wants to be free.”


Those two revolutions blended together online in the 1980s and exploded in the 1990s as the World Wide Web began to transform the way Americans gathered information, shopped, traveled, and led their daily lives.


Even well into the 2000s, the United States continued to dominate online: in 2007, Director of National Intelligence Mike McConnell was shown a chart from the internet company VeriSign that traced how 80 percent of the world’s digital traffic passed through US wires and servers. That four out of every five bits and bytes came through America in 2007 actually represented a marked decline from the earlier days of the internet. In the 1990s, Richard Clarke, then the White House cyber coordinator, was told that 80 percent of the world’s internet traffic passed through just two buildings in the United States: known as Metropolitan Area Exchanges—MAE West and MAE East—the two little-known coastal buildings brought together internet connections from around the world. They had been created in the 1980s and 1990s as the US government transitioned the backbone of the internet to the private sector; little forethought had been put into where they went, and their creators little understood how critical they’d become. The eastern one had been planned by a group of engineers over lunch in 1992 at a Mexican restaurant and originally located in a walled-off corner of an underground parking garage in Vienna, Virginia.8 It outgrew the parking garage quickly—it soon handled fully half of the world’s entire internet traffic—but remained effectively hidden in plain sight, moving to the fifth floor of a nondescript office building in nearby Tysons Corner. The western exchange was located inside the 15-story Market Post Tower in downtown San Jose, California.


Few of the original creators of the internet understood just how integral it would become to modern life—that the decisions they made in setting up a primitive network among a small group of trusted and known colleagues would lead, down the road, to a technological transformation that would become ubiquitous in daily life, with first hundreds of millions and then billions of users. The rise of the “internet of things” will only accelerate these connections: by 2020, there may be as many as 20 billion devices connected to the internet.9


During the early era of the internet, security often remained an afterthought and authentication procedures were almost unheard of. The early internet connected a small community of like-minded engineers and scientists who intrinsically trusted each other. At every stage of the internet’s growth, we have systematically underestimated the future threat for these systems to be exploited by unethical players.


Partly that gap was intentional. Securing things correctly can be slow, expensive, time-consuming, and annoying to users. “The fundamental problem is that security is always difficult, and people always say, ‘Oh, we can tackle it later,’ or, ‘We can add it on later.’ But you can’t add it on later,” recalled Peter G. Neumann, who has tracked computer security problems since 1985. “You can’t add security to something that wasn’t designed to be secure.”10 Too often, programmers simply push a product quickly to market and then update holes and vulnerabilities as they’re pointed out. It’s so common that it has its own name: patch and pray.


David D. Clark, who was the internet’s chief protocol architect in the 1980s, recalled that when he recorded the seven key goals of the original internet inventors, they outlined that the system must support multiple types of communication services and networks, be easy to use, and be cost-effective. But “security” was nowhere on the list.11


Yet even as the wonders of the internet led to the frenzied dot-com bubble of the late 1990s, we began to see the cost of early shortcuts. The Y2K bug—a problem that arrived just as I came of age as a lawyer—was a conscious decision made early in the history of computer programming to save an extra two digits in date codes. It made sense back during an era when punch cards could only store a limited number of characters, and, even though it was identified as early as 1958 as a future problem, the practice continued through the 1970s because memory remained expensive, costing as much as $1 a byte. For each individual company at the time, the trade-off seemed worth it in the moment. “It was the fault of everybody, just everybody,” said computer pioneer Bob Bemer, who was one of the first to identify the looming glitch.12 Ultimately, fixing the Y2K bug cost US companies and the US government an estimated $100 billion.13 Twenty years after Clark’s original paper on the internet’s goals, he’d revised the list. When in 2008 he was asked by the National Science Foundation to imagine a new internet, he put at the top of his list of goals one thing: security.14
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America’s early lead online allowed us to remain at the forefront of technology; the world’s technology titans—and the largest companies of the last ten years—are, for now, still mostly US companies—Facebook, Google, Amazon, Apple, and others. Apple’s iPhone and Google’s Android operating systems dominate nearly all of the world’s cell phones. Yet, today, the internet is increasingly global—two out of every five users today are in Asia, with hundreds of millions more in China and India still waiting to be connected. By 2008, China could lay claim to being the internet’s largest online user base, with nearly a quarter million new Chinese users joining the digital age each day; in 2017, official estimates held that over 50 percent of the country, about 731 million people, had access to the internet.15 China’s online shopping powerhouse Alibaba did $25 billion in business in 2017 on the country’s Singles’ Day, its equivalent of Black Friday.16 China is leading aggressively on new just-around-the-corner technologies, such as artificial intelligence and quantum computers, each of which will herald both new economic opportunities and huge security risks.


We’ve experienced a huge transformation online over the last decade—a transformation reshaping the lives of every American—as the world shifts from analog to digital. We stand on the cusp of a societal transformation no less profound than the one at the turn of the last century, which saw the industrialization of an agrarian economy and the shift from the horse-driven buggy to the motorcar. It’s an era that has already begun reshaping the global economy in ways that we’re only just beginning to understand, yet it’s one that’s happening faster and more broadly in society than we realize.


The United States faces an inflection point when it comes to the internet’s effect on daily life. What has enriched our economy and quality of life for the past several decades may start to hurt us more than help us—unless we confront its cybersecurity challenges. In a speech I helped research and craft when I worked for him, FBI Director Robert Mueller said in 2007, “In the days of the Roman Empire, roads radiated out from the capital city, spanning more than 52,000 miles. The Romans built these roads to access the vast areas they had conquered. But, in the end, these same roads led to Rome’s downfall, for they allowed the invaders to march right up to the city gates.”


The technology revolution that powered the nation’s growth for the last forty years turned the United States into the envy of the world. Just like the Roman road network of two millennia ago, the internet connects us to the world. Empowered by advances in technology such as cheap storage, increased bandwidth, miniaturized processors, and cloud architecture, we’re rapidly extending internet connectivity throughout our lives.


This expansion carries risks we have not adequately addressed. Increased connectivity makes our critical infrastructure—water, electricity, communications, banking—and our most private information more vulnerable. We invested an enormous amount over the past few decades to digitize our lives, but we made these investments while systematically underestimating risks to our digital security. We can’t afford to make the same mistake with our nation’s infrastructure that we made when we moved our information from analog to digital. As I said in speeches during 2016, “You saw what one terrorist with one truck could do in Nice. What happens when you can have a fleet of driverless trucks?” Today, there is no internet-connected device that’s safe from a determined and advanced adversary, so thinking about security online needs to focus not just on building stronger defenses but also on creating methods of deterrence through policies and law enforcement, as well as emphasizing risk management and resilience techniques that will help a victim bounce back when the inevitable attacks occur. We must think creatively about how the internet of the future should be constructed and connected; there’s no reason, with automated cars, that the computer system that runs your car stereo should be connected to the one that runs your brakes.


I sometimes use the analogy that we’re living online in a house of straw, yet even as the wolf approaches the door, not only are we not seeking shelter in a stronger house, we’re continuing to cram ever more stuff into our straw house. We’ve spent the last 25 years moving almost every piece of valuable data in our society online, and now we’re rapidly accelerating the pace of moving our stuff online, too—our homes, our cars, our medical devices. We know the wolf is there, but we’re putting ever more of our life into the vulnerable house. A lot of the book that follows is about chasing that wolf, but catching the wolf will not fix the problem as long as we continue living in the straw house. Another wolf will always come along.
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What worries me most is that we can already see the flaws in the world ahead. Online attacks from our adversaries have underscored a decades-long failure of imagination, where the United States has systemically underestimated the risks of digitizing our economy, our information, and our daily lives. Attacks have almost always come in unexpected places—and in unexpected ways. None of us could have predicted that the first destructive online attack to affect US soil would come against a Las Vegas casino company; we wouldn’t have placed a Hollywood movie studio at the top of the list of North Korea’s targets; and we certainly didn’t expect Russia to first attack us by using Twitter and publishing John Podesta’s risotto recipe.


Understanding how we go forward from where we are—with cybercrime and bad actors threatening the future of the world’s greatest economic engine—requires understanding how crime developed online and the unique challenges that were presented by our adversaries online, as well as the lessons each of these incidents imparted on the government and the private sector.


Law has been a long time coming to cyberspace—some of which was by design. The internet was originally designed to be borderless, open to the world beyond, free of the tyranny of even the most democratic of governments. That proposition ultimately proved impossible—even in those early days of the internet, as you’ll see, people struggled with trust problems—but the original, open-minded ideology, designed specifically to ease the spread of information for research purposes, today ends up undergirding systems from banks and stock markets to nuclear facilities, dams, and electrical grids, and, in the years ahead, will increasingly guide all aspects of our personal communication, transportation, and medical care as well.


In reexamining the history of the internet, today’s mess of a world is utterly predictable. The flaws of the internet and today’s digital world were present at the creation—in fact, today’s flaws were originally seen as the strengths of the new world. As the former head of the Defense Intelligence Agency said decades ago, “We were not technically surprised about the capability in the past. We were surprised about the way in which or the circumstances in which this capability was put to use.”


A generation after the end of the Cold War, we find ourselves today in a Code War. And much like the Cold War, it’s not a war at all. It is a complicated, multidimensional, international period of tension that requires resources and attention across government and the private sector. In some ways, it’s far more complicated than the Cold War—whereas there we confronted a single, locatable adversary with a defined ideology, today we confront online a world beset by anonymity and vulnerabilities, evolving adversaries who on any given day could be nation-states, terrorists, criminals, hacktivists, or single individuals seeking fun, profit, or destruction.


To confront this problem, we must be creative and rely on multiple instruments of power, from criminal prosecutions to international sanctions to offensive cyberattacks. Just as we did in the Cold War, we must build relationships and alliances with like-minded countries and emphasize our shared belief in the rule of the law. We must establish an international regime of deterrence, to ensure that bad actors don’t feel like they can attack with impunity. We must bring these discussions and this intelligence out of the shadows. This Code War will never be as neat and easy as the Cold War—which, to be fair, was neither neat nor easy. We face an inherently asymmetric threat, a landscape where we are far and away the most vulnerable target.


We have struggled to define this threat, partly because the very term hacker has morphed over time to encompass a dizzyingly wide variety of behaviors; organizational gurus celebrate “life hacks” and large Silicon Valley companies continue to embrace the freewheeling ethos where their technologies began; the address of Facebook’s corporate headquarters is One Hacker Way, in Menlo Park. This multisided nomenclature has complicated efforts to police cyberspace. The law—and the media—prefers clear, easily definable terms. A terrorist is a terrorist no matter what tools he or she is using. A criminal can exist online or offline. But hacks and hackers can be good or bad, welcome or invasive, a noun or a verb, a person or a tool.


Although hacking is a skill that requires knowledge and experience, hackers don’t need (and often don’t have) formal training. Computer skills can be honed anywhere, using materials publicly available on the internet, and the equipment needed to engage in malicious activity and evade detection is inexpensive and widely available. As a result, we face cyberthreats driven by an array of groups—from Russian criminal syndicates, to al-Qaeda and ISIL, to foreign intelligence services and their proxies. As scholars Benjamin Wittes and Gabriella Blum have noted, cyberspace is a world of distributed threats, easily available weapons, and universal vulnerability.


Robert Mueller in 2012 said that “there are two kinds of companies out there: those that have been hacked, and those that don’t know it yet.” Recent years have seen a tidal wave of stolen user information from online databases—including one hack of Yahoo’s accounts that saw the theft of a billion users’ information—and these too often insecure corporate databases are steadily compiling ever more data on Americans.


That trend is equally true on the government side. During the near decade I worked on these issues in the government, almost every government agency faced a cyberattack. The FBI and CIA websites were both knocked offline by hacktivists. Both the House and the Senate on Capitol Hill suffered data breaches. The Department of Agriculture saw the information of 26,000 employees stolen in a 2006 theft; the Department of Commerce actually had to disconnect from the internet in 2012 after a malware attack; the Defense Department saw some of its most valuable weapons systems stolen; the Department of Education had a database of grant reviewers raided; the Department of Energy and the national laboratories faced regular attacks on their nuclear information; the Departments of Transportation and Treasury both had their websites knocked offline; and even the Veterans Affairs Department saw a major data breach.17 And so on. I was personally involved in the government’s crisis response to perhaps the biggest theft of all: the theft of records on every federal employee from the Office of Personnel Management.


Attackers stole dossiers of professional, financial, medical, and personal details of 21.5 million federal employees—including some employees working at the highest levels of our government. The information stolen was invaluable—helping both to target and identify current US intelligence officers, as well as to help target other US employees for future espionage recruitment. Rob Joyce, who served as President Trump’s first White House cybersecurity coordinator, said that he’s had his Social Security number stolen six times in different data breaches.


This was the landscape we confronted over the course of the Obama administration: a broad panoply of threats—China, Russia, Iran, North Korea, non-nation-states like ISIL and the Syrian Electronic Army—each of which represented different motivations, different abilities, and different threats to the national security and well-being of the United States. In each of the cases we wanted to prove we could figure out who did it, provide that proof openly to the American public, and then have a demonstrable consequence imposed by the government—whether it was international sanctions, diplomatic punishments, a military response, or an indictment (or, even better, an arrest and a guilty plea). We hoped this new approach would help transform cybersecurity from a world filled with secrets to a world where we could reckon publicly with threats.


This book tells the story of how we began to impose costs using every tool we could, from handcuffs to international sanctions. The story, though, is far from over—and, in many ways, it’s actually still getting worse. And what follows is not by any means my story alone; in fact, it’s quite the opposite.


When you work for the Justice Department as a prosecutor, the first thing you learn is that the job is bigger than you. Almost every prosecutor remembers the moment: the time you first introduce yourself to a court as appearing on behalf of the United States of America. I was in court within weeks of being sworn into the bar, prosecuting a misdemeanor domestic violence case. I practiced the line beforehand: Good morning your Honor, I am John Carlin appearing on behalf of the United States of America. Even the rehearsal resonated. The sense and the responsibility that what you say—and how you conduct yourself—represents a mission bigger than yourself inculcates itself over years, shifting the way you see yourself and bear the mission of the department and the government. Many years later, as chief of staff to then FBI Director Mueller, my job included reviewing all of his public speeches, internal and external. Mueller believed the mission of service to the United States at his core. He was almost fanatical about that ethos: the use of the pronoun “I” was banned; it was almost always replaced with “we.” If we missed one, his scrawled red X would catch it.


“I” lived much of this story—but “we” worked this threat together, a sprawling team of agents, analysts, lawyers, officials, and even numerous private sector partners worked together—beginning long before I joined the Justice Department and continuing now after I’ve left it. This account of how America learned to attack cyberthreats is based on my own experience and on dozens of interviews with other participants and thousands of pages of court documents, industry research reports, and news articles. (And, consistent with normal procedures, the Justice Department has reviewed this text to ensure that it doesn’t compromise classified material.) Together, it’s the story of a dedicated group of public servants—prosecutors, federal agents, and intelligence community officials—who, working alongside an equally dedicated set of private sector security researchers, talented network engineers, and internet pioneers, have sought to impose law and order on the space originally designed to be ungoverned that now undergirds our daily life.
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Any response to hacking includes two equally important halves: attribution and deterrence. It’s the equivalent of any criminal justice process: there are the investigators who solve the crime and then those responsible for the prosecution.


In cyber, the United States has long been better at the first than the second. Government reports known as “National Intelligence Estimates,” which represent the collected and agreed-upon thinking of the nation’s intelligence apparatus, had long identified and named the four major nation-state adversaries the United States faced online: China, Russia, North Korea, and Iran. Altogether, there are approximately 108 foreign intelligence services that target the United States, but the top four represent a threat greater than any other.18 Yet it was a long time before we took any public action against them.


I often find that people who aren’t steeped in cybersecurity still believe that solving cybercrimes is nearly impossible, that it’s all just anonymous bits and bytes moving invisibly across wires around the globe. But the truth is that, with persistence, resources, and work, we’re able to solve many—sometimes even most—cyberattacks. It’s certainly an uphill battle—especially because so many attacks and crimes are carried out by suspects overseas where governments refuse to cooperate or prosecute. There are key cases over the last decade, such as the cyberattack on the Sands Casino, that remain frustratingly uncharged—but the United States is much better about “attribution” than is publicly understood. Much of my goal inside the government was to help take that secret success and understanding out of the shadows, to make public what we knew in ways that would discourage future attacks and underscore vulnerabilities to the American public.


Years of experience investigating and prosecuting online threats have highlighted for me that hackers are far from superhuman—in fact, they’re ordinary people who lead lives online and offline. They exhibit online all the frailties and flaws we see offline: they can be arrogant, careless, and forgetful; they leave unnoticed traces of themselves behind—the digital equivalent of footprints or fingerprints; they reuse passwords, rely on old technology, or cut corners when they’re in a hurry or think no one is watching. Investigating cybercrimes can’t just rely on technical bits and bytes; cybercriminals make mistakes offline, too, and you need all available tools to bring someone to justice.


Hackers have social media accounts and cell phones just like the rest of us, which they use to connect with friends and family and to share professional news. As FBI Agent Elliott Peterson, who has put together some of the biggest cyber cases of the last decade, says, “They’re criminals all the time. They’re real people all the time. You can exploit their seams.” In one of Peterson’s cases, the FBI identified a Russian hacker because he used the same password both to run his online spam empire and to log in to sites like Apple iTunes.19 In another case, Peterson and his colleagues uncovered photos of another hacker in leopard-print pajamas—a hacker who had led an online financial fraud that netted hundreds of millions of dollars—because they were able to trace him back to social media sites where he used his own name.


Hackers’ own malware is often sloppy, containing its own clues or vulnerabilities. In 2011, a team from the Republic of Georgia laid a trap for a hacker rummaging through its network: they hid an intriguing document, titled “Georgian-NATO agreement,” that actually contained malware of its own that, once exfiltrated and downloaded, allowed the Georgian team to turn on the hacker’s camera and photograph him sitting, wearing a yellow shirt, hunched over his computer examining his stolen take.20 In 2018, researchers announced that they’d been able to trace a particular attack to North Korea in part because the hacker had infected his own computer with his own malware.


Similarly, most of the methods hackers use aren’t fancy so-called zero-day exploits, hidden and unknown flaws in software or hardware that can fetch top dollar in online marketplaces. In fact, little in the cyberworld relies on sophisticated black magic.


Most hacks—even the most damaging ones—have come through relatively unsophisticated means exploiting obvious vulnerabilities: software patches that haven’t been installed, weak or default passwords protecting sensitive data, or “phishing” techniques where a user has clicked a nefarious link in an email and allowed hackers access to an account. Defending against cyberattacks doesn’t require some advanced form of voodoo or witchcraft—in many ways, these threats prey on obvious human frailties, laziness, and predictable behaviors. As Rob Joyce said in one of our conversations, “It really comes down to doing the basics. So much of this—these intrusions—can be handled by addressing the basic blocking and tackling of security, whether it’s patching, having a good architecture, understanding in advance where the threats are, having logs, monitoring, watching, and dealing with it.”21


It’s important for us—as a society, as companies, and as individual web users—to understand that most of these attacks are preventable and avoidable. And that when they happen, we can often determine who the perpetrator is.


Once we do, the challenge becomes that second half of the equation: deterrence. It’s taken the United States the first quarter century of the digital age to begin to understand how to take judicial action in cyberspace. The delay was not for a shortage of tools—we possess powerful carrots and sticks, from leveling sanctions on nation-states, entities, and individuals to freezing bank accounts to filing criminal charges that make it nearly impossible to travel internationally. In the short time since we moved to using these strategies, we’ve had more success than many might think with actually returning hackers to United States courtrooms in handcuffs to answer for their crimes. Through cooperation with governments overseas, we’ve captured many of our most wanted hackers—arresting Chinese and Iranian spies, Russian criminals, Islamic terrorists, and hacktivists around the world.


Yet we’re still today in the early stages of sorting out a coherent policy for responding to bad actors online, just as we’re struggling to answer large questions about what the internet means for geopolitics. “Cyberspace challenges all historical experience,” Henry Kissinger argued. Whereas the original techtopian view of the spread of the internet was that it would break down national barriers and allow the free flow of information around the world—and, to a certain degree, it has, over the last decade—it’s also become all too clear that cyberspace does not exist independent of politics. In fact, we increasingly see that as the digital world becomes the prime driver of economic power and cultural influence, the internet is deeply and complexly intertwined in national ideologies and international geopolitics. To paraphrase Carl von Clausewitz, the internet is politics by other means.
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When fighting adversaries online I learned that there really is little difference between the virtual and physical worlds. When it comes to geopolitics, cyberspace is clearly an extension of the real world. Countries behave online the same way they do in the rest of their policies: They deploy similar tactics and pursue similar interests. They all spy, and they all have unique flavors.


If Vladimir Putin’s Russia viewed democracy as an existential threat and its battle against the West as a zero-sum game, that view carried forward to the digital world. Russia specialized in mischievous actions that attempted to exploit the online seams of Western democracy. At the beginning, Russia—our country’s oldest adversary—was quiet inside computer networks, the equivalent of a submarine searching quietly beneath the surface, and very carefully focused on achieving its political aims. At first, Russia acted as a more traditional intelligence collection effort, as you would see from a nation-state offline. It deployed highly sophisticated efforts online, largely focused on traditional nation-state interests. And it didn’t like to get caught. Then, quickly, as Russia’s real-world politics evolved and the state became increasingly tied to the organized crime empires that thrived under Vladimir Putin, we saw Russia begin to cross confusing lines, with criminals conducting espionage, and intelligence officers committing crime.


Iran, which has spent decades as one of America’s most lethal adversaries, with its state sponsorship of terrorist groups such as Hezbollah, was pointed and destructive, yet careful to ensure we were never sure how closely their activities were linked to the government. Just as, for years, it used small, fast torpedo boats to target large naval ships in the Persian Gulf, it relied on cyberassaults to provide an asymmetric advantage. Iran used different online proxies to advance geopolitical goals—just as in the real world it relied on and funded Hezbollah to target adversaries around the globe—and focused its cyber activities on intelligence collection and on helping the country evade international sanctions.


The bombastic North Korea, which spent decades locked in a heated war of rhetoric that occasionally flared up into fatal but low-level showdowns around the Korean peninsula, was both noisy and destructive online—pursuing targets with only the vaguest conceit of deniability and, seemingly, daring the United States to retaliate. Online, it cared about defending its leader’s reputation and about making—stealing—money. Unlike, say, the US budget process, where Congress carefully and specifically allocates money to various agencies, North Korea, starved for hard currency, has long let its military and intelligence agencies pursue an “eat what you kill” strategy. In North Korea, you can spend what you steal or earn overseas, which is why the country has traditionally been one of the world’s leading drivers of counterfeit currency.


China was noisy online—seemingly pillaging without concern for who might notice—but careful never to cross into a destructive attack and deeply embarrassed when their activities were made public by another government. China was almost solely focused on economic and military gains—trying to speed the country’s technological advancement and knowledge. If China wanted to accelerate and innovate in a given sector, you were sure to see that it targeted Western companies who excelled at the task. Deeply concerned about its domestic political stability, China also turned to the internet to surveil and target human rights activists and conduct state intelligence operations.


Those approaches evolved as the geopolitics evolved. For example, as Russia overseas became more aggressive offline—with real-world attacks in places like Georgia and Ukraine—it became more aggressive online, too, a pattern we saw come together in a sophisticated and multifaceted manner with its efforts to influence the 2016 presidential election. As we saw Vladimir Putin’s government solidify control, becoming effectively a mafia state where the political apparatus, the intelligence world, and organized crime all blended together into a single inextricable, multiheaded octopus, we saw the same behavior online—as sophisticated criminals and organized crime groups who had focused on financial theft and fraud suddenly redeployed those same tools to help Russia gather geopolitical intelligence. Inside the United States, they moved online from thefts to active intelligence operations, like that against the 2016 election.


Over time, these adversaries have grown—and even learned from one another. Over the last fifteen years, we’ve seen three distinct epochs of evolving cyberthreats, and we are clearly moving into a fourth.


At the start, we saw China engaging online in simple economic espionage—the direct theft of corporate and government secrets. The Chinese government—and its ruling and deeply intertwined Communist Party of China—is a big, complex bureaucracy with various competing interests and factions, just like the United States. Similarly, China is a rational actor on the world stage. Since their thefts were done with the express purpose of economic advantage, it was a carefully calculated cost-benefit analysis for them; for years, the gains and economic opportunity from the thefts clearly outweighed the costs imposed on them from afar. The challenge China presented to us was straightforward: How do we change that cost-benefit analysis? How do we manipulate the levers of government to impose costs on what had, until the late 2000s, been a consequence-free burglary spree?


Iran in the late 2000s began doing destructive attacks—beginning with an often overlooked plot to take action inside the United States, attempting to assassinate the Saudi ambassador at a restaurant in Washington. Then—after they themselves had suffered a digital assault—they moved into digital attacks against foreign countries, first against Saudi Arabia and then against the United States, targeting a Las Vegas casino owner and the Wall Street financial sector. Their actions raised a fresh question for us as policymakers: What do you do with an adversary who is using asymmetrical warfare deliberately—and they’re not yet doing the most damaging stuff that they could do?


The struggles with Iran played out against a much larger geopolitical backdrop, both in the Middle East and with the United States as Iran pushed for a deal on its nuclear program. Iran, too, traditionally has been more of a state actor—there’s usually geopolitical logic to their actions—but given the complexity of the power struggle inside the Iranian government, its military, and its intelligence agencies, we weren’t even sure as events unfolded how much of the attacks were being encouraged or directed by Iran’s leadership.


The attack by Iranian actors on the Sands Casino was arguably the first destructive nation-state cyberattack inside the United States—even though its distributed denial of service (DDoS) attacks against Wall Street caused monetary damages, I put it in a different category, as I’ll explain later—but the Sands Casino attack came and went with nary a blip on the national radar.


The third epoch was begun by North Korea, a notoriously unpredictable state actor. Its hackers had long been focused on robbing banks, relying on infrastructure outside of the country, in places like China. But then North Korea launched a destructive attack and used social media to amplify it—its attack on Sony was in part a communications attack.


In the years since, I’ve spoken to dozens of groups assessing cyberthreats, and almost everyone points not to the Sands Casino attack in early 2014 as the first destructive cyberattack in the United States; they point instead to the attack on Sony. Why do people remember Sony? Sony was as destructive as Sands, but we don’t remember it because of the malware that was used to wipe the company’s computer drives. Sony involved the theft of intellectual property—millions of dollars’ worth of intellectual property—but we don’t remember it because of the stolen intellectual property. We don’t even remember Sony as an attack on free speech and American democracy, which it was, just like Iran’s attacks on Sands and Russia’s attack on the 2016 election also were.


We remember Sony today because of how hackers hit the softest part of the system—emails—and weaponized that information through the use of social media. Then North Korea got the mainstream media to pick up on those leaks and do the hackers’ bidding for them, causing reputational and financial damage to the company by airing their innermost secrets.


Unfortunately, that part of Sony’s legacy—so obvious now in hindsight—didn’t sink in with the government and the private sector. We learned the wrong lesson; we focused on deterring destructive attackers and hardening our network systems. Russia, meanwhile, watched the Sony hack and learned the power of stolen information to influence public opinion and undermine confidence in an organization. And Russia saw how American society had been quick to blame and isolate the victim, Sony, rather than unite against the perpetrator.


The Sony attack, as it turned out, represented the Rubicon: coupled with the experience of media and global reaction to WikiLeaks and Edward Snowden, North Korea knew that media organizations—some reputable, some not—would rush to cover the leaks, amplifying the thefts with little self-reflection. If North Korea simply sent a stolen spreadsheet of a company’s executive salaries to reporters, they’d publish it quickly. Particularly in the sped-up news cycles of the digital age, the media had decided that the “newsworthiness” of purloined internal secrets outweighed any ethical dilemmas raised by how that material was obtained.


The tactics pioneered by the attack on Sony were exactly the same tactics that the Russians later used to influence our election in 2016. We saw these tactics build on one another. As Russia considered whether to weaponize the emails they’d stolen from the Democratic National Committee, they knew from the North Korea attack on Sony that the media would lap up—and publish without delay—purloined emails.


Today, we face the fourth epoch, one I fear will see adversaries—both nation-states and non-state actors such as ISIL—combine cyberattacks with real-world “kinetic” attacks. In places such as Georgia and the Ukraine, we’ve already seen Russia mix a physical military attack with online efforts to target critical cyber infrastructure, shutting off power grids, blocking access to government websites, and more, all in an attempt to paralyze and slow the reaction from the target of an invasion. We feared at the National Security Division a similar so-called blended terror attack, where a terror group might knock offline emergency communications or cause a power outage at a local hospital at the same time they carried out a bombing or attack. We’ve already seen in the United Kingdom hospitals paralyzed by ransomware attacks, with emergency rooms closed and operating procedures cancelled because malware has frozen out the computer systems. In the financial world, we’ve seen sophisticated hackers hit a one-two punch of their own: stealing millions in cash through fraud-focused malware and then hitting the bank’s servers with a DDoS attack that distracts bank officials until after the money is safely gone. We know, too, where the next threats will come: adversaries are already beginning to target so-called Internet of Things devices.


Moreover, as we’re beginning to see, cyberattacks target a particularly nefarious vulnerability in our society. While we’ve spent the last decade primarily thinking about cybersecurity as the theft or leaking of data, increasingly the threat comes from the alteration and destruction of data. Cybersecurity’s next great fear is about undermining confidence—banks unsure their records are correct, military commanders unsure their positions or radars are correct, citizens unsure their votes are correctly tallied. We’ve seen this in the real world with Stuxnet, a piece of malware targeting Iran’s nuclear system that made machines go haywire and led its scientists to think they made errors, and now with Twitter and Facebook, where the efforts of groups like the Russian Internet Research Agency have made us wonder: Is that voice online a real human and is that a real news story or headline?


Meeting, responding to, and countering these new threats requires new tools and new approaches—and new ways of thinking about the way that we traditionally use geopolitical tools.
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The rise of the internet has presented the world with a complex and unprecedented threat; it has blurred—and will, over the coming years, even further blur—our understanding of the world in six fundamental ways, ways that make the internet particularly challenging to governments and to the legal frameworks that we’ve carefully built up around our societies over centuries.


First, it has blurred the line between peace and war. War, over recent decades, has increasingly become the province of lawyers, especially as so many modern adversaries—from al-Qaeda to ISIL—are not clearly defined nation-states. Lawyers review proposed drone and air strikes, sit in the room as covert raids are approved, and provide detailed instructions to officers and soldiers in the field about when they can shoot and when they should hold fire; we have entire manuals, such as the 180-page US Army Laws of Land Warfare and the Pentagon’s 1,176-page Law of War Manual, that lay out America’s collected obligations under international law, treaties, and agreements to minimize war’s impact on civilians and control war’s utter brutality.22 As the Pentagon’s general counsel wrote in the introduction to the 2015 edition of the Pentagon guidebook, “The law of war is of fundamental importance to the Armed Forces of the United States. The law of war is part of who we are. George Washington, as commander in chief of the Continental Army, agreed with his British adversary that the Revolutionary War would be ‘carried on agreeable to the rules which humanity formed’ and ‘to prevent or punish every breach of the rules of war within the sphere of our respective commands.’”


In the years since, our government—and governments around the world—have developed a complex bureaucratic framework and clear set of policies that recognize a black-and-white distinction between peace and war. But the internet has delivered nations—and non-nation groups—the ability to engage in actions that appear to step well past the line of peace but fall short of actual war. Today, according to a count by cybersecurity expert Adam Segal, at least 41 countries have cyberwarfare doctrines and at least 17 have offensive capabilities in cyberspace.23 We don’t really understand how to define these tools. If Chinese military officers had invaded the headquarters of the SolarWorld manufacturer in Hillsboro, Oregon, we would know that was an act of war, just as if the North Korean Air Force had bombed and destroyed Sony’s offices in Los Angeles, we would recognize the act as one of war. If Soviet KGB agents had broken into the headquarters of the Democratic National Committee in Washington in the midst of the Cold War, there wouldn’t have been any doubt that the United States would have taken punishing, bipartisan retaliatory action. But what happens when all of these things happen virtually?


Second, the internet has blurred the line between public and private. Through the Cold War—and for centuries before then—national defense has been the sole province of the government itself. In fact, perhaps more than anything, defense has been the main responsibility of a government, ensuring its citizens are free from marauding invaders and able to live their lives coercion-free. Yet, online, most of the responsibility for protection falls to private companies, requiring a new partnership and a sharing of national intelligence to which our government has struggled to adapt. We didn’t ask major companies, such as Campbell Soup or Ford Motor Company, to build their own air forces or missile defense systems to respond to Soviet bombers during the Cold War, but today the private sector—both large companies such as Boeing and small ones such as boutiques in Iowa and SolarWorld in Oregon—represents the front line of cyberthreats. As President Obama said in Silicon Valley in 2015, cybersecurity “has to be a shared mission” because “so much of our computer networks and critical infrastructure are in the private sector, which means government cannot do this alone.”


Third, the internet has blurred the line between nation-state and individual. Geopolitical and military strategists have steadily marked the trickle-down effects of weaponry in the 20th century, as technological advances put tools of war and weapons of mass destruction that had long been deployed only by well-financed and technically capable nation-states into the hands of well-organized terrorist and rebel groups. Even more recently, we’ve seen that it’s possible for highly capable individuals to manufacture and deploy chemical and biological weapons. Online, the situation is even more fraught. Today, weapons of mass destruction can be deployed online by individuals even accidentally—the first “internet virus,” the Morris Worm, was unleashed by a graduate student who didn’t understand the destruction his program would cause. Terror groups, hacktivist groups such as Anonymous, and “patriotic hackers” can today unleash tools and disruptions online that a few decades ago would have been the sole capability of the world’s most powerful nations. It’s not always clear—certainly not immediately and sometimes not ever—why a particular online target was attacked and by whom, which challenges governments to know who they’re facing in a digital battle. As Henry Kissinger has argued, “When individuals of ambiguous affiliation are capable of undertaking actions of increasing ambitions and intrusiveness, the definition of state authority may turn ambiguous.”24


Fourth, the internet has blurred the line between physical and virtual. We used to be able to draw clear lines between the digital world and the real one; your car was a car, and your computer was a computer. A spreadsheet existed online, but your most valuable possessions were hidden in a safe deposit box locked inside a vault inside of a sturdy brick or stone bank downtown, protected by armed guards. Cyberspace today includes a complicated set of parts: physical hardware (the computers and infrastructure that run networks), software (the code that runs on computers), and information (the data created and saved inside that software and hardware). Each part impacts the others and would cease to be useful without the full constellation. With today’s technology—and even more so in the future—it’s difficult to tell clearly where the physical world ends and the virtual begins. Money today exists almost entirely virtually, with cash a rarity—and the rise of cryptocurrencies like Bitcoin presage an era when there is no physical money at all. As security expert Bruce Schneier says, “Your modern refrigerator is a computer that keeps things cold. Your oven, similarly, is a computer that makes things hot. An ATM is a computer with money inside. Your car is no longer a mechanical device with some computers inside; it’s a computer with four wheels and an engine. Actually, it’s a distributed system of over 100 computers with four wheels and an engine. And, of course, your phones became full-power general-purpose computers in 2007, when the iPhone was introduced.”25


Fifth, the internet has blurred the line between borders, between domestic and international. One of the greatest strengths of the internet and the digital age has been how they have opened up the world—in Thomas Friedman’s famous phrasing, “The world is flat.” The internet has allowed instant access to far corners of the globe, allowed people sitting at their desks in one country to chat via video with people a continent away, and given anyone with internet access the ability to reach as many readers or viewers as the New York Times or CNN. This trend has provided all-new challenges to governments and nation-states. Governments today are organized bureaucratically to make clear legal distinctions between foreign and domestic. The State Department is prohibited from publishing “propaganda” aimed inside the United States; the CIA operates overseas, while the FBI is responsible for security domestically. Yet these distinctions appear increasingly meaningless; terrorists from the Middle East can communicate directly with American citizens without ever setting foot inside our country, and robbers can pillage Wall Street banks from places most people couldn’t even find on a map. The person on the other end of a cyberattack could be a teenager down the street, a terrorist overseas, or a military officer in uniform at a desk in an adversary’s capital—and you often don’t know which it is until you’ve solved the case.


Sixth, and finally, the internet has blurred the line about what’s worth protecting—what’s a “secret” and what’s “critical infrastructure.” Our government used to have a very clear understanding of what secrets it was trying to keep—our original classification system arose to lock down the details of the nuclear age and atomic weapons. In the years since, it has primarily focused on military secrets, the work of the intelligence agencies, and diplomatic efforts around the globe. Yet we’ve seen in the last decade the weaponization of information in places we never considered a “national secret”: the internal communications of a political party, the seemingly boring old personnel records of government employees, the health insurance details of millions of Americans, and, even, the Amazon shopping list of a movie executive.


For individuals, whereas a decade ago we had a good understanding of what personal information we should try to protect—our checkbooks and our Social Security numbers—today we worry about “personally identifiable information” we’d never previously considered: the GPS records on our cell phones that could tell someone every place we’ve been for years, the intimate details and photographs of our lives that flow through our email accounts on a daily basis, and the details of our personal health collected by Fitbits and other health-focused devices.


At the same time, government and industry officials have spent years warning about a “cyber 9/11” or a “cyber Pearl Harbor,” a devastating attack on our nation’s critical infrastructure. We’ve fretted about attacks on our power grid, on our water supply, on hospitals, or on our air traffic control computers. Yet, in 2016, when Russia hit us with what was our first true cyber Pearl Harbor, they attacked a soft spot we’d never thought about.


Russia attacked America’s confidence in America. They sought to undermine our belief in our own government, our ability to participate in our own democracy, our own unique American mojo. America’s can-do attitude has long been central to America’s future, but Russia realized that our national confidence was more delicate than it had been in years—and they exploited this insecurity online. They amplified our own messages attacking each other, they stoked our own anger, they weaponized our own hyperpartisanship. It was easy for Russian trolls and bots to hide among the many Americans angry with their present—and worried about their future. America was, as one friend of mine said, “dry tinder for the Russians.”


And over the last year, those who have sought to exacerbate these divides have continued to advance the work of the Russian government. You only need to log on to Facebook or Twitter these days to see that our hatred for ourselves—our distrust of each other—is leading us to doubt proud historical traditions, to question bedrocks of our democracy and long-standing principles about America’s role in creating a better world. The very online tools that a decade ago we hoped would usher in a new era of openness and participatory democracy have instead been turned into tools of hate that spread disinformation and stoke anger with ease. As one columnist recently put it, “Companies that are indifferent to democracy have acquired an outsized role in it.”


Together, the combination of these six blurred lines has presented the United States—both its government and us as citizens and individuals—an unprecedented challenge. I’ve spent the last decade of my professional life helping the US government navigate these six sea changes—and I know we, as a government and as a society, are not close to where we need to be to tackle this future. The internet, a tool that was once created to help the US government survive a war, has now become a central point of global tension and a lurking threat to our daily lives. It doesn’t have to be that way—but we as a society and as a government need to commit to changing the trajectory.
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In a single week in March 2016, we demonstrated to our adversaries online that the tide was beginning to turn. The indictments and cases we announced were the result of a strategy years in the making—together, they represented a radical change in how the US government was approaching cybersecurity threats.
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