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It is clear that one thing which human beings find it almost impossible to do is to behave unpredictably in the simple matters of life.


—J. J. Coupling





[The] power of accurate observation… is commonly called cynicism by those who have not got it.


—George Bernard Shaw





A good magician never reveals what he does for a living.


—Dan Guterman















Prologue


The Outguessing Machine


The outguessing machine began with a messy laboratory accident. Dave Hagelbarger was a gangly kid from Ohio, by way of Caltech, who worked at Bell Telephone Laboratories in Murray Hill, New Jersey, in the 1950s. The lab had a strict rule requiring its engineers to wear neckties. Hagelbarger, who worked around drill presses, wore bowties—to prevent a messy accident.


He was trying to devise a new type of computer memory. A vacuum tube had to be heated at 400 ºC over a weekend. Hagelbarger returned Monday to find a gloppy mess. A careless assistant had left a pair of vinyl gloves in the oven with the precious vacuum tube. Months of work were ruined.


In frustration, Hagelbarger took off a few days to read and think. He decided that his next project would be a machine to read minds.


That idea came out of the pages of Astounding Science Fiction. The November 1950 issue had a towering mushroom cloud on the cover. Inside, author J.J. Coupling speculated that a computer might be able to create music by analyzing the statistical patterns of existing compositions and churning out similar though novel ones.


Coupling supplied some chance-derived music of his own, created with dice and a table of random numbers—a year before John Cage would initiate similar experiments with the I Ching. Coupling observed that randomness was not so easy to achieve. “One may, for instance, ask a man to produce a random sequence of digits,” he wrote. “Statistical studies of such sequences have shown that they are anything but random; it is beyond human power to write down a sequence of numbers which are not in some way weighted or connected.”
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Hagelbarger found these ideas intriguing. But unlike most science fiction fans, he did something about it. He built a machine to predict human choices. It played the old-time schoolyard game of “matching pennies.” Two players conceal coins in their fists, either heads up or tails up. They reveal the coins in a simultaneous showdown. It’s agreed beforehand that one player will win if the coins match, and the other will win if they’re different.


The outguessing machine, as Hagelbarger called it, was a clunky rectangular box about three feet high. Its front had two lights and two buttons labeled + and -. Those were the options, corresponding to heads and tails. The machine took the role of the matching player, meaning that its circuits had to predict what its human opponent would do. The human selected + or–and said his choice aloud. Then he pressed a button and the machine revealed its prediction by illuminating one of two lightbulbs.


The business about announcing the choice was merely good theater. The machine could not possibly understand human speech with 1950s technology. It had already made its prediction before the word left the player’s lips.


The optimal strategy was to play randomly, choosing heads or tails with a 50 percent chance of each. This much was known to any child who played the penny game. “The strategy of the machine is based on two assumptions,” Hagelbarger explained.




(a) The play of people will not be random. They will be influenced by training and emotions so as to produce patterns in their play. For example, some people after winning twice, say, will tend to “stick with their luck.” Others will feel they should not “push their luck” and change. In either case, if they are consistent, the machine should catch them.


(b) In order to make it hard to beat, the machine should [try to predict] only when it is winning and play randomly when it loses.




Part (a) is playing offense. The machine gradually learned an opponent’s unconscious patterns and used them to predict. Part (b) is defense. Should the machine encounter a player it couldn’t outguess, it would simply revert to random play and win 50 percent of the time.


Over the next weeks, Hagelbarger became an office pest, pleading with coworkers to play the machine. He needed a lot of data to prove that it worked. To boost the machine’s appeal, he added two rows of twenty-five lights across the top. Each time the machine won, a red light came on. When the human won, a green light came on. The challenge was to light up an entire row of lights before the machine did.


One scientist spent his lunch hours with it. Another had the system of asking himself a “random” yes-or-no question, such as “Did I put on a red tie this morning?” The yes-or-no answer would be translated into heads-or-tails and thereby make his play more random. After recording 9,795 plays, Hagelbarger was able to report that his machine had won 5,218 times—53.3 percent of the time. Though the machine’s advantage was small, its victory was statistically conclusive.


One of Hagelbarger’s supervisors demanded to play the machine. The boss beat it easily. As one colleague noted, “No scientist or engineer will fail to recognize the well-known syndrome of an experiment that refuses to work in the face of upper management.”


At a place like Bell Labs in the 1950s, brilliant people were always tossing off sparks of genius. John Pierce had a special job—catching the best ideas in a basket and pressing their originators to follow them up. A Caltech-educated engineer, Pierce juggled the roles of instigator, motivational speaker, and life coach. His hardest case may have been Claude Shannon. It was a running joke: “You should do something on that,” Pierce would say to Shannon.


“Should?” Shannon would reply. “What does ‘should’ mean?”


Shannon, in his late thirties, had wavy hair and handsome, rather angular features. At Bell Labs he came in when he pleased and left when he pleased. He was welcome to do that because he had published work of such phenomenal value to AT&T that it would have been petty for anyone to complain. Shannon was the godfather of our digital universe.


His MIT master’s thesis described how symbolic logic could be encoded in electrical circuits, and how those circuits might compute using binary 0s and 1s rather than decimal digits. This was one of the founding documents of the computer age.


Shannon spent a fellowship at the Institute for Advanced Study, Princeton. His first wife, Norma, poured tea for Albert Einstein, who “told me I was married to a brilliant, brilliant man.”


That was before Shannon published the work for which he’s most renowned, “A Mathematical Theory of Communication.” The 1948 paper established the science of information theory. In Shannon’s revolutionary vision, information is one of the world’s fundamentals, on a par with matter and energy, and subject to laws of its own. These laws became the foundation of the Internet and all digital media.


With information, Shannon had invented a new lens. When he turned that lens back onto human behavior, he found some surprises. One was that human actions are often highly predictable.


For instance, Shannon found that all natural languages have many redundant and predictable elements. As we listen to a speaker, we silently anticipate what comes next, and attend most carefully to whatever is unexpected. That’s roughly what today’s dictation apps do as well.


Shannon’s interest in language inspired Pierce. He wrote about it in a column for Astounding Science Fiction, under the pseudonym J.J. Coupling. There he also outlined his ideas on computer-generated music. Since then, theorists of music have proposed that the listener is constantly anticipating the next few notes based on the past few notes. The experience of music rests largely in how the music conforms to or departs from the listener’s expectations.


A garden-variety genius might have spent the remainder of his career tilling the fertile field he originated. Shannon all but dropped information theory after his magnum opus. His interests veered toward computing machines and, to some extent, the human mind. “We hope,” Shannon once wrote, “that research in the design of game-playing machines will lead to insights in the manner of operation of the human brain.”


Shannon spent much of his time building outlandish machines. In 1950, he created one of the first chess-playing machines, and years later a pair of robot arms that could solve a Rubik’s cube. Shannon’s THROBAC was a desktop calculator that worked in Roman numerals (“THrifty ROman numeral BAckward-looking Computer”). His best-known contraption was Theseus, a mechanical mouse that could thread its way through an aluminum maze. Theseus became a media celebrity of sorts, and Shannon himself starred in a short film demonstrating it.


Then there was the Ultimate Machine, created around 1952. The curious observer was invited to push a toggle switch to turn it on. A mechanical hand popped out of the machine to turn the switch off and slink back into its trapdoor. This exercise in surrealism was destined for memehood. Try Googling ultimate machine or leave me alone machine. Scores of homages and rip-offs are marketed or displayed in science museums. There’s a YouTube video of an ultimate machine made of Lego blocks.


Like many shy persons, Shannon had an exhibitionist streak. He was known for riding a unicycle down Bell Labs’ corridors, sometimes while juggling. For a period he explored pogo sticks as an alternative means of interoffice transport. To the uninformed eye, Shannon was segueing from scientific genius to prop comic. But in his way he was exploring profound issues. One of them was: How complicated does a machine have to be to outwit a human? As colleague David Slepian said of Shannon, “My characterization of his smartness is that he would have been the world’s best con man.”


Dave Hagelbarger was one of the few Bell Labs people Shannon sought out. They often had lunch in Hagelbarger’s lab, full of interesting contraptions to play with. Hagelbarger once hooked Shannon up to an electroencephalograph to determine whether his brilliant mind would be evident in its traces. Hagelbarger didn’t see anything unusual. Then they hooked the outguessing machine to the EEG. Its waves looked like Shannon’s! It turned out that an internal motor was spinning at a rate approximating the alpha waves of a human brain.


Shannon was of course delighted by the outguessing machine and resolved to build one of his own. His outguessing machine was not a mere copy but an improvement. In long sequences of plays against the same person, Shannon’s machine was correct about 65 percent of the time. Its superiority was quickly evident, and it became the water-cooler sensation of Bell Labs. A stream of brilliant and egotistical scientists, engineers, and mathematicians passed through Bell Labs in the 1950s. Shannon’s outguessing machine was the sword in the stone. Anyone with pretensions to being smart could hardly leave without matching his genius against it. Few could resist the challenge, and few left without sacrificing a bit of ego. To add to the mystique, Shannon alone was able to beat his outguessing machine.


Shannon described his device in a March 18, 1953, Bell Laboratories memorandum with the title “A Mind-Reading (?) Machine.” There he noted that the matching game had a distinguished and somewhat literary history. It was “discussed from the game theoretic angle by [John] von Neumann and [Oskar] Morgenstern and from the psychological point of view by Edgar Allan Poe in ‘The Purloined Letter.’ Oddly enough, the machine is aimed more nearly at Poe’s method than von Neumann’s.” The hero of Poe’s psychological detective tale solves crimes on the premise that people are predictable when they try not to be.


In this day of chess- and Jeopardy!-playing supercomputers, it’s no big deal for a human to be outwitted by a machine. In the early 1950s, the machine’s success was almost magical, and Shannon’s use of the phrase mind-reading machine captured a common reaction. The longer one played Shannon’s machine, the better it got at predicting one’s thoughts.


Bell Labs’ Manfred Schroeder wanted to show off the machine to visiting mathematician Fritz Hirzebruch. Hirzebruch won the first thirteen times in a row. Had Shannon’s machine met its match?


No. The machine won its fourteenth match. It won all but one of the next seventeen matches, by which point the machine was ahead of the famous mathematician. Hirzebruch kept playing, to no avail. He never managed to pull ahead of the machine thereafter.


Having come across scattered mentions of Shannon’s outguessing machine over the years, I wondered whether it still existed. I knew that Shannon had been a packrat, filling his homes with toys, machines, and memorabilia. After his death, Shannon’s family donated a trove of material to the MIT Museum. I checked on the museum’s website and found it there, cataloged as a “penny-matching machine.”


Despite the machine’s considerable status in the history of artificial intelligence, it is not normally on display. To see it, I had to trek to the museum’s storage site, a Costco-size windowless brick box in Somerville, Massachusetts. Inside, the building is a curiosity cabinet of inexplicable inventions and relics of collegiate practical jokes. An outsize can of Jolt Cola hangs from the ceiling beams, like a stuffed crocodile in the wunderkammers of old.


Shannon’s outguessing machine is a Lucite box, about a foot on each side, with an opaque black top angled toward the player for visibility. With nerdish humor, the square top forms an abstracted face. There are two lights for eyes, a button for a nose, and a red toggle switch in a black slot for the mouth. Though much heavier than any laptop, it qualifies as luggable. A sturdy handle on the left side allowed it to be transported.


The Lucite case permits a glimpse of the workings from all sides. I was also able to turn it over to see the open bottom. A thicket of wire is neatly braided, as in an old-fashioned AT&T switchboard.


Shannon bettered Hagelbarger’s rows of lights with an amusingly steampunk scorekeeper. It employed the same physics as a “Newton’s cradle,” the desktop toy consisting of a row of suspended steel balls. Each time the machine or player won, a steel ball shot into one of two glass tubes. The ball transferred its momentum to a row of identical balls, sending the ball at the far end of the row into the win column. Every victory must have been punctuated with a satisfying click.
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“To give an idea of how much intellectual activity to expect from the out-guesser, consider that a man has 1010 neurons, the very dumbest army ant has 200 neurons, and this machine has less than 100 relays.” That was Hagelbarger describing his machine. Shannon cut the number of relays in half. His machine had only 16 bits of storage. That’s 2 bytes, or 0.0000000018 gigabytes. It was nonetheless enough to beat a human, as much as that player schemed and pondered, second-guessed, and double-crossed.


On Shannon’s machine the two choices were labeled left and right. On its first play, the machine guessed randomly, using a rapidly spinning commutator—think of it as an electrical roulette wheel. Thereafter the machine gradually learned its opponent’s inadvertent patterns. It was a triumph of record keeping over code. Imagine a chess master who tabulated how Garry Kasparov responded to the Blumenfeld gambit each time he encountered it. That would enable predictions about what Kasparov would do the next time the gambit occurred.


Both Bell Labs outguessing machines broke the penny-matching game down into eight basic situations. I’ll give one. Suppose you win twice in a row with the same choice. What would you pick next? You could stick with the choice that’s been winning—or you could switch, perhaps on the grounds that three times in a row wouldn’t be “random.”


Each time a particular situation occurred, the machine archived what the player had decided. Every decision was encoded as a 1 or 0 and slotted into one of the machine’s 16 precious bits of memory. For each of the eight given situations, Shannon’s machine cataloged the last two decisions only. That filled the machine’s 16 bits.


When the machine needed to predict, it looked at what the player had done the last two times that same situation had occurred. Whenever the player’s response had been identical both times, the machine predicted that the player would do the same thing once again. Otherwise, it guessed randomly from its ever-spinning roulette wheel.


The main difference between Shannon’s machine and Hagelbarger’s was that Shannon’s was simpler. Hagelbarger’s machine kept track of a percentage of outcomes for each of the eight situations. The higher the percentage, the more likely Hagelbarger’s machine was to predict a repeat of the past. This may sound more reasonable and nuanced than Shannon’s all-or-nothing approach, but in practice, Shannon’s device was the better predictor.


When confronting a new opponent, both machines took a while to hit their stride. They had to build a digital dossier on the opponent. Fritz Hirzebruch must have been lucky on the early trials, for Shannon’s machine would have been guessing randomly on most or all of them.


Like kids fighting a war with toys, Shannon and Hagelbarger decided to pit their machines against each other. They built an “umpire machine” to supply an identical sequence of random choices to both machines. “The three machines were plugged together,” Shannon said, “and allowed to run for a few hours to the accompaniment of small side bets and large cheering.” Shannon’s machine won 55 to 45 percent, to its creator’s delight.


When Hagelbarger came to publish an article on this work, AT&T objected that the name outguessing machine didn’t sound serious enough. Acronyms were big at the time, so Hagelbarger rechristened it SEER, the SEquence Extrapolating Robot. I’ll leave it to you to decide whether that sounds more serious. That, at any rate, supplied the title for a 1956 article in the IRE Transactions on Electronic Computers. There Hagelbarger posed an obvious question.



Why build such a machine? The game it plays is really not a very exciting one and probably has little or no commercial value. By relabeling the panel of the machine we can change it from an adversary to a servant which is trying to please the operator.





A digital servant that could anticipate the user’s needs or desires would be useful! He gave this example:



It is possible, if not probable, that it would be economical to design a telephone central office to measure traffic and adjust itself accordingly. It might observe that most calls from the business district occur during the day and more calls from the residential section during the evening, and connect its apparatus accordingly, yet it would be able to readjust itself if a large fire occurred in the business section during the night.


Perhaps in an extremely complicated situation it might be easier to design a machine which learns to be efficient than to design an efficient machine as such.





This was a prescient description of just what did happen with the telephone business and every business. Designing machines that learn to be efficient is a twenty-first-century credo.


The outguessing machine is a commentary on the human soul no less than on the powers of technology. All of us are constantly trying to predict the actions of others, while reserving some unpredictability for ourselves. The outguessing machine presents a caricature of our scheming, one in which humans are oddly “mechanical,” having short memories and little subtlety. Strategic decisions are based on what worked or failed the last time, and the time before that. The machine’s success was proof that this précis wasn’t too far off the mark.


Hagelbarger and Shannon’s key realization was that humans have a hard time being spontaneous. A right-brain counterpart to the outguessing machines was Andy Warhol’s “screen tests.” Warhol pointed a silent black-and-white movie camera at icons of 1960s coolness—Bob Dylan, Susan Sontag, Allen Ginsberg, Yoko Ono, and Dennis Hopper, among many others—and instructed them to do nothing at all. It was the actor’s nightmare, with no lines and nothing to do. Watch the results and you’ll see that almost everyone resorted to the same threadbare bag of tricks. Warhol’s subjects swallow, blink, purse lips, and brush already perfect hair. Most struggle to look unself-conscious. A few take the opposite approach and mug for the camera or gesture emphatically. That eats up a few seconds… then what? They default to the standard nongestures of unease. In trying to be cool, they were uncool in much the same ways.


Bell Labs’ scientific superstars had equally few tricks for counterfeiting randomness. Once they used them up, they had no deeper well of spontaneity to draw on. They were powerless to prevent the machine from anticipating their choices.


Except for Shannon, that is, the one man able to outguess the machine. He revealed his secret in his 1953 memo. Like a Zen archer, Shannon became the machine.


He had to mentally emulate the machine’s operation, figuring out the machine’s prediction. Then he did the opposite. “It is extremely difficult to carry out this program mentally,” Shannon coyly admitted.


Given the machine’s design, a perfect emulator could win 75 percent of the time. (It’s not 100 percent because sometimes the machine plays randomly.) Shannon managed to beat the machine about 60 percent of the time.


It’s said that some Bell Labs visitors were given a quick description of the machine’s operation before they played, and even this did not help much. Odometers giving cumulative scores appear on the Lucite front of Shannon’s machine. They are labeled in humble pencil on paper tape: “Player” and “Machine.” A final score, frozen for posterity, is Player 3507—Machine 5010.


When I looked again at the machine’s face, I realized a gag I’d missed before. The red toggle switch is a tongue. Shannon’s machine is sticking its tongue out at humankind.


Today outguessing machines are all around us. You may have one in your smartphone. Talking apps like Apple’s Siri seem more human than they are because humans are more mechanical than we think. Siri is able to anticipate many user requests by drawing on constantly updated statistics about what people are asking their phones and in what situations. This enhances the illusion that Siri understands the user. (Siri takes its name from SRI International, the former Stanford Research Institute, once notorious for its CIA-funded psychic research.)


The most important outguessing machine is the one known as Big Data—the all-embracing algorithms that track our every digital move in order to predict what we can be persuaded to buy next. Shannon’s and Hagelbarger’s devices were arguably the first to use “cookies”—archives of past human choices that are employed to predict future choices. Shannon’s little machine with a face offered a game you could play or not; faceless Big Data’s predictions are hard to opt out of.


One Minnesota man learned that a few years ago. He stormed into a suburban Minneapolis Target department store, demanding to speak to the manager. “My daughter got this in the mail,” the man explained. The manager took a look at what the customer had brought. It was a Target mailer, like millions sent out every year, addressed to the man’s daughter. This one looked harmless enough, with pictures of adorable infants, baby furniture, and maternity wear.


“Are you trying to encourage her to get pregnant?” the man sputtered. His high school–age daughter was unmarried.


The manager apologized and said he’d look into it. When he did, he learned that Target was using predictive analytics. It aggregated the information it had on its customers—from visits to the website, purchases in bricks-and-mortar stores, calls to customer support, and use of coupons or rebates. Software parsed this haystack of data in order to find needles of pure gold. This enabled the retailer to make specific, actionable forecasts of individual customers’ future behavior.


One secret initiative was to predict which customers were pregnant. Expectant mothers have to buy a lot of products that they may never have purchased before. With novelty comes indecision. This makes mothers-to-be receptive to advertising, discounts, and anything else that might nudge them in the direction of buying at Target. A customer who comes to depend on Target while expecting a baby may decide to do her grocery shopping there—for decades to come.


Target’s pregnancy predictions were much more accurate than random guessing, though of course not 100 percent certain. A few wrong guesses were acceptable. The awkward exception is when a customer gets really, really upset by a wrong prediction.


A few days later, the manager called back the irate customer to apologize a second time.


“I had a talk with my daughter,” the customer said. “It turns out there’s been some activities in my house I haven’t been completely aware of. She’s due in August. I owe you an apology.”


Witness the new human condition. A department store’s software can guess that a woman is having a child; her own father can’t. Should we marvel at how clever our algorithms are, or at how bad we are at listening to and understanding our fellow beings?


The pitch for predictive analytics says that software can find correlations in large datasets that no mere human would ever notice. These correlations may have no obvious rhyme or reason. Target’s pregnancy-prediction algorithm was based on purchases of twenty-five products, among them scent-free lotion and soap; calcium, magnesium, and zinc supplements; cotton balls; and hand sanitizers. None of these items means much by itself. A fifty-year-old bachelor might buy a zinc supplement. But a female customer making several purchases out of the twenty-five is highly predictive. Target is able not only to guess which customers are pregnant but also to pin down the delivery date to within a week or two.


Predictive analytics is indeed a kind of mind reading, though the goal is not to leave you mystified. The organizations using it would just as soon you never knew you’d been outguessed and manipulated. It’s said that Visa is able to predict which of its married credit card holders are most likely to divorce and factors that into its projections of default. Needless to say, it wouldn’t be tactful to inform the ill-fated couples of that.


“With the pregnancy products,” as one Target executive explained, “we learned that some women react badly. Then we started mixing in all these ads for things we knew pregnant women would never buy, so the baby ads looked random. We’d put an ad for a lawn mower next to diapers. We’d put a coupon for wineglasses next to infant clothes. That way, it looked like all the products were chosen by chance. And we found out that as long as a pregnant woman thinks she hasn’t been spied on, she’ll use the coupons. She just assumes that everyone else on her block got the same mailer for diapers and cribs. As long as we don’t spook her, it works.”


Consumer behavior is a sequence of impulse buys fitting an envelope of economic necessity. We don’t always know what we’re going to buy much before we do so, and we’re bewildered by the notion that someone can predict our purchases. No one complained back when shopkeepers knew their customers and offered recommendations. One difference is that today’s digital recommending comes from an algorithm that we know is relatively simple. It serves as an uncomfortable reminder of how mechanical our desires and decisions can be. The new predictors challenge notions not just of privacy but also of freedom. In a consumer society, shopping is the supreme expression of free will. Am I less free because a website can guess what shoes or movies I’ll like? At the end of the day you can have your tastes or you can have total, existential freedom. You can’t have both.


At thirty-five, Mark was boy-band handsome and worth about $5 million. He’d married his college sweetheart from the University of Michigan and had two kids in a trophy home in Greenwich, Connecticut. With all that going for him, he might have been arrogant. He wasn’t. Mark was smart, outgoing, and instantly likeable. Maybe his only demon was a touch of father issues. But Mark felt especially lucky today, and he was about to do something to get the old man’s attention.


It was November 10, 1999. United Parcel Service was having an initial public offering of 109.4 million shares. Traders across the globe were frantically trying to outguess one another. No one really knew what UPS shares should sell for. In the coming hours the market would have to invent a price. There were fortunes to be made in that confusion.


Mark was seated at a terminal at his office, staring intently at the passing numbers. His job was being a highly paid mind reader, predicting what the crowd was going to do before it knew it itself. Prior to the offering, shares of UPS had been valued at $25.50. The first trade, at 10:03, was for $65. An hour and a half later it topped $70.


Mark believed that the stock would continue to shoot upward. This counted for a lot because—as yet another token of his invincible luck—he happened to be the son of his firm’s owner. Mark entered a trade for a large block of UPS stock, for the company’s account.


He was not buying stock to hold it. Mark was in the firm’s proprietary trading division, where the goal was to sell quickly for a little more than was paid. The market was not cooperating. No sooner had Mark bought UPS than its price began to sag. Mark soon had a staggering loss.


His reaction was it was a great buy before, and it’s a better buy now. He doubled down by buying more UPS stock.


The price kept falling. A crowd gathered—bonuses and summer homes were riding on this gamble. Mark had become the star of a little drama, and the spotlight is bad for decision making. He vowed to keep buying, if necessary, to prevent the stock from plunging further. He would move the market all by himself.


Word got around to Mark’s dad. There was a hush as Bernie shut down his son’s computer.


It’s alleged that Mark’s trading had lost Bernard L. Madoff Investment Securities over $4 million. Bernie, white-haired and focused, began asking questions. It was Bernie Madoff’s good name that was at stake, not Mark’s. “Maybe we could use this on the seventeenth floor,” he thought out loud. The seventeenth floor was where Bernie ran the secret project that he didn’t talk about. “Yes, this is actually okay,” Bernie announced. “This could be good—for the seventeenth floor.”


Somehow, through Bernie’s wizardry, the $4-million disaster was wished away into that cornfield. It never haunted Mark again. Mark’s lucky streak resumed, lasting until the awful day nine years later when he and his brother turned in their father for running the largest Ponzi scheme in history. Two years after that, the unrelenting scandal drove Mark to end his once-perfect life.


It seems such a simple thing to predict the random walks that determine our fates. It’s not, and one reason is that our intuitions about close-to-random sequences often fail us. Misprediction can be the stuff of tragedy.


In recent decades psychologists have explored a subject that, on first encounter, sounds incredibly abstract: human perceptions of randomness. They’ve studied how we generate random or arbitrary choices, and how we predict events that defy prediction (such as the stock market, basketball tournaments, and “the future”). This subject turns out to be of great practical importance. One way or another, we are all in the business of predicting. It can be as simple as playing rock, paper, scissors to pay a bar tab. Rock breaks scissors. The better predictor wins. Anticipation of other people’s thoughts and actions is crucial to winning an argument or a game; getting a date, a promotion, or a fortune. Personal and business success is often a matter of guessing a little more accurately than the next person.


This book will show you how to use psychology to improve the quality of your own predictions. Specifically, it will focus on predictions of other people’s choices when they are trying to be unpredictable. It will take a hands-on approach, describing how a few simple principles can apply to many everyday situations. You’ll learn that outguessing is easy, fun, and often profitable. Here are a few examples:



• Multiple-choice tests. Test makers try to put the correct answers in random order. Most don’t succeed, and that makes it possible to get an edge when you have to guess.


• Office pools. When your coworkers bet on football, NCAA brackets, or the Academy Awards, their picks are moderately predictable. You can often win the pool by forecasting how others will bet and strategizing from that.


• Games and strategy. From tennis to poker to rock, paper, scissors, almost every game has elements of second-guessing. The player who anticipates an opponent’s strategic decisions can win points and games.


• Detecting financial fraud. White-collar crime is all about made-up numbers: padded expense accounts, phony profit and loss statements, crooked tax returns. When people make up numbers, the numbers fall into predictable patterns. Those who recognize these patterns can get a quick check on the credibility of financial figures.


• Investments. The investor or homebuyer who recognizes that market valuations are predictable over very long periods can beat the crowd and the market averages.




All of this book’s applications are founded on one simple idea. When people make arbitrary, random, or strategic choices, they fall into unconscious patterns that you can predict.













Part One


The Randomness Experiment













One



The Zenith Broadcast


Commander” Eugene Francis McDonald Jr. favored checked suits and a cocktail made of gin and pistachio ice cream. He resided on his 185-foot yacht, the Mizpah, docked in Chicago’s Lincoln Park Yacht Harbor. As the chief executive of the Zenith Radio Company, McDonald lived as swashbuckling a life as any titan of industry could hope for. His interests ranged from Arctic exploration to searching for pirate gold.


McDonald’s primary contribution to American business was the publicity stunt. In 1934 he sent a telegram to every US tire and oil company: WATCH ABSENCE OF PEOPLE ON STREET BETWEEN ELEVEN AND ELEVEN THIRTY DURING PRESIDENTIAL TALK. The streets were indeed deserted during Franklin Delano Roosevelt’s fireside chat. A follow-up mailing touted the power of radio. The B.F. Goodrich Company agreed to sell Zenith’s radios through its chain of 1,200 tire dealers. Many radio shops had gone bust after the stock market crash, making this a lifeline for Zenith.


McDonald supplied Zenith radios to Hollywood movie sets, inventing product placement. From 1929 into the television era, Zenith radios appeared in films ranging from Busby Berkeley musicals to Night of the Living Dead. They’re in war pictures, screwball comedies, film noir, and Three Stooges shorts. In one, Curly gets hit over the head with a Zenith radio—which must have been how regular moviegoers felt. McDonald didn’t pay for the plugs. Zenith sent along two radios to each production, one for the property manager to take home as swag and the other to appear on-screen, preferably in a close-up.


McDonald’s biggest publicity stunt of all involved network radio at the peak of its influence, in 1937. In May of that year, a few words from NBC announcer Herb Morrison were sufficient to destroy an industry. “It’s burst into flames,” gasped Morrison as he watched the Hindenburg disaster unfold. “Oh, the humanity!” Thereafter no one wanted to fly a dirigible. In 1937 Arturo Toscanini picked up the baton of the NBC Radio Orchestra, and the young Orson Welles took over as the voice of The Shadow. But nothing on the 1937 radio dial was as peculiar as the show that “Commander” McDonald cooked up.


Across the nation, Zenith dealers began handing out complimentary decks of cards. A free pack of cards was hard to pass up in those Depression years, but these were not cards that anyone could play a normal game with. The backs shimmered with a hypnotic design containing the Zenith logo and the words DEVELOPED IN PARAPSYCHOLOGY LABORATORY AT DUKE UNIVERSITY.


The cards were promoting a new Sunday-night radio series. It was McDonald’s plan to capitalize on the nation’s craze for ESP (extrasensory perception). During the mid-1930s, Joseph Banks Rhine commanded the nation’s attention with his psychic experiments at Duke University. He claimed success in demonstrating telepathy, clairvoyance, and telekinesis. With piercing eyes and a dramatic sweep of steely hair, Rhine—a botanist by training—was a compelling advocate. He received mostly favorable attention in publications ranging from the New Yorker to Scientific American. As one journalist condescended, Rhine made ESP “the brief rage of women’s clubs all over the U.S.”


On a balmy June night, Rhine and his wife had dinner aboard McDonald’s yacht. McDonald sketched his idea for a nationwide test of ESP by radio. Listeners could test their own psychic powers. It would be the biggest experiment ever, providing the best possible proof that telepathy was real.


Rhine was not sure that his newborn science was ready for prime time. Skeptics suspected that Rhine was reporting successes and ignoring failures—that some of his telepaths were cheating.


[image: image]


The skeptics didn’t worry McDonald. As one of his associates put it, “nothing stops a crowd on a street like a fight.” McDonald played Mephistopheles, tempting Rhine with plans to monetize telepathy. He said he’d have his attorneys look into copyright and trademark protection for the cards that Rhine used to test ESP. This was the so-called Zener deck, named for a colleague, marked with five symbols (circle, cross, wavy lines, square, and star). Rhine would get a royalty on every pack sold, McDonald promised, and they’d put them in five-and-dime stores.


Rhine was ambivalent about the show. He agreed to let his name be used as a “consultant,” on the understanding that other psychologists would supervise the experiments. McDonald agreed.


The half-hour series debuted as The Zenith Foundation on NBC’s Blue Network on September 5, 1937, at 10 p.m. Eastern time. By design, the show’s name didn’t give the slightest clue to its subject matter. It was teased as “a program so DIFFERENT—so STARTLING—so INTERESTING—that it will become a regular habit with people all over the country.” The word Foundation evoked grand philanthropy on the scale of Rockefeller’s, but McDonald saw no reason why public service couldn’t coexist with profit. A flyer sent to dealers spelled it out: “The broadcasts of The Zenith Foundation have been planned to help you sell more Zenith Radios.… Make the best of this opportunity. Get behind it and push.”


McDonald was concerned that the word telepathy might deter the more hardheaded listeners, so the first broadcasts said little or nothing about it. Early episodes took up the theme of great thinkers whose ideas had been unjustly ridiculed. Over a period of weeks, the program eased into a template that remains familiar in today’s cable TV universe—dramatizations of allegedly real psychic phenomena with commentary by a motley group of “experts.”


The novel element, McDonald’s telepathy experiment, was introduced on the fourth broadcast. A panel of ten “senders” in a locked Chicago studio attempted to broadcast their thoughts to the nationwide audience. Listeners were encouraged to write down their psychic impressions and mail them in.


In the first test on September 26, the senders transmitted a random sequence of the colors black and white. To forestall any trickery, the choices were decided during the broadcast by the spin of a roulette wheel.




Narrator: It is best to write down your impression as soon as you receive it. Do not think about it or try to reason it out. Write down your impressions in consecutive order—as rapidly as you get them. The machine is now ready to select number one.


SPIN… STOP… BELL… INTERVAL… BELL


Narrator: That was number one. The machine will now select number two.…





Almost as soon as the audience responses started pouring in, it was apparent that something remarkable was going on. There were five black-or-white choices to be guessed. The majority of the radio audience was correct on all but one. Rhine must have felt pleased, and relieved, at this favorable result.


After that first test, Woolworth’s department store sold out of ESP cards and had to reorder. The card symbols were used in several of the later tests. It’s said that 150,000 packs were printed during the show’s run. They still turn up on eBay.


The next week the choices were drawn from five vegetables: carrots, beans, peas, corn, and beets. This made it harder, as there were five possibilities for each of five places in the sequence. Two times out of five, the choice that got the most listener guesses was correct. That was twice what might be expected from chance.


On the following two broadcasts, the testers again used black and white as the choices. On October 10, the majority’s guess was correct four out of five times; on October 17, five out of seven times.


For the October 24 broadcast, the choices were circle and cross. The transmitted signals were OXXOX, and the majority’s guess was right on every single one.


That’s not to say that every individual listener guessed so well. But somehow the majority choices were amazingly accurate—a telepathy of crowds? In many ways the aggregate results were more impressive than any individual’s could have been. Given that parapsychology was a game of statistical significance, the Zenith experiment was like a more powerful microscope or supercollider, able to discern smaller effects with precision. During its fifteen-week run, the series collected over a million individual guesses, making it the most ambitious test of ESP ever conducted. On many of the broadcasts, the statistical significance of the audience’s correct guesses was fantastically high. The Zenith Foundation later put out a report claiming that the odds against the results being just a coincidence were 10,000,000,000,000,000,000 to one. The radio audience didn’t need that suspiciously round number to feel that it had participated in something uncanny.


Zenith retained several distinguished psychologists to design and carry out the experiment. Behind the scenes, they were fighting tooth and nail.


As Rhine preferred to keep the show at arm’s length—easy to do from his Durham, North Carolina, lab—the hands-on role went to two Northwestern University psychologists, Robert Harvey Gault and Louis D. Goodfellow. Gault, a few years from retirement, had a longstanding interest in telepathy experiments. Goodfellow was a young psychologist in Gault’s department. He wore donnish spectacles and parted his hair down the middle. Both shared McDonald’s conviction that the radio show was a unique opportunity to test whether telepathy was real.


It was easy to replicate Rhine’s experiments, requiring only a deck of cards and a grad student with an hour to kill. Those psychologists who did so were generally disappointed. The inability of colleagues to confirm a finding is supposed to be fatal in science. In reality, it’s never that simple. Rhine’s thesis was, or came to be, that telepathy is a delicate thing. It is not 100 percent accurate, nor can it necessarily be summoned by anyone at any time. A failure to repeat Rhine’s results might simply mean that the subject(s) lacked the “gift.”


Goodfellow and Rhine bickered at long distance over details large and small. Gault was exasperated with both of them. After the first few broadcasts, Goodfellow realized something that infuriated Rhine. Goodfellow could predict the radio audience’s guesses!


It wasn’t telepathy. In a way, it was better than telepathy. Goodfellow had a simple way to predict what the American public was going to think before they knew it themselves.


Interesting as this was, it was not what Rhine or McDonald wanted to hear. Goodfellow’s opinions were a threat to their increasingly profitable ESP industry (oh, the humanity!). Goodfellow was branded an enemy of the paranormal and dismissed from the show. Meanwhile, the ESP program’s novelty wore thin, and the ratings trailed off. In early 1938 McDonald canceled the show.


Goodfellow independently published an analysis of the Zenith results in the Journal of Experimental Psychology. He offered a convincing explanation that did not involve ESP. Time magazine wrote that Goodfellow “pricked Telepath McDonald’s iridescent bubble.” For good measure, Goodfellow debunked some of the tales discussed on the program. In one, a psychic detective was said to have led police to the body of a murdered woman, buried in a woodshed. Goodfellow found court records showing that the body had been located on a tip from a boy who peeked through a knothole.


After that, the parapsychologists’ feud got really childish. Goodfellow, who did not entirely live up to his name, penned an attack on Rhine under a fake name.


Cadaco-Ellis, a Chicago-based publisher of popular board games, introduced a new game called Telepathy. It was created by a certain “Dr. Ogden Reed,” and the instructions slighted Rhine’s science as “full of loopholes.” One criticism was that the ink used to print Rhine’s ESP cards caused the paper to shrink.


Those royalty-bearing cards had brought Rhine no end of grief. In the interests of cost cutting, the cards had been printed on such thin paper that amateur psychics could see through them. Psychologist B. F. Skinner “guessed” twenty-three out of twenty-five cards, to the hilarity of his students. This made Rhine a laughingstock even though he had nothing to do with the cheap cards and they weren’t the ones used in his lab.


It did not take telepathy for Rhine to guess that “Dr. Ogden Reed” was Dr. Louis Goodfellow. “Is it proper,” Rhine wrote to Goodfellow, “for an academic man to use a surreptitious approach (in this case, an assumed name) to avoid having to meet the responsibility for the things he is expressing?”


McDonald was furious. He told Rhine that he should sue the toy company over the game and promised to foot the legal bill himself.


“Rhine and Goodfellow keep me supplied with carbon copies of their love letters,” wrote Gault, the show’s senior psychologist, to McDonald. “I’m not surprised that R. is up on his ear. Between you and me and the gatepost, I don’t care what kind of spanking he administers to G. The latter is an excellent technical man in the laboratory and in that capacity he is useful to me. But in some other respects he is a damn fool.”


As that indicates, Goodfellow did not have an inside track on tenure at Northwestern. He left during the war to become director of the air force’s Technical Training Command. Afterward he joined the psychology faculty of his hometown school, Penn State Altoona. He spent the remainder of his career in that comfortable backwater, teaching and doing good works in the community, though achieving little of note to the outside world. Today Goodfellow is remembered almost entirely for the Zenith experiment. He is a hero to the skeptic movement, almost on a par with Harry Houdini or James Randi. But Goodfellow did more than debunk. In demonstrating that the radio show’s mindreading was fake, he discovered an authentic form of mind reading.


Goodfellow was not even trying to do what the show’s listeners were trying to do—predict the senders’ transmitted thoughts. Those thoughts, determined moments before by roulette wheel, were truly random, as Goodfellow himself had made sure. Instead, Goodfellow was predicting the audience’s guesses about the random sequences.


On the first broadcast, the psychologists had played a trick on the listeners. The audience had been led to believe that seven choices were transmitted. Actually, there were only five. For the third and seventh transmissions, the panelists were instructed merely to count rapidly to themselves and not to think of black or white, the two allowed choices.


That was good science. And no one in the radio audience realized the deception. Had there been any authentic telepaths out there, they could have written in to say, “Hey! I didn’t get any color for #3 and #7, just someone counting.” No one did.


This foreshadowed Goodfellow’s key finding. The transmitted sequences were random; the audience’s guesses were not. In aggregate the guesses were similar for every broadcast. They followed some simple patterns.


For instance, when the choices were heads and tails, most people chose heads as their first guess. This was not a trivial effect. Nearly four-fifths picked heads. Goodfellow was able to confirm this by doing his own survey experiment with Northwestern University students, supermarket shoppers, and town businesspeople. Each volunteer was asked to invent a five-item sequence of heads or tails. (Telepathy was never mentioned.) Seventy-eight percent picked heads as their first choice of the sequence.


Goodfellow found that 66 percent chose “light” rather than “dark” as the first choice when those were the options; “white” was favored over “black” by a slim 52 percent majority. This meant that someone schooled in these preferences could guess someone else’s first “random” choice with greater-than-chance accuracy.


Goodfellow discovered that 35 percent picked the circle as their first choice when devising a sequence of the five Zener card symbols. Someone who knew this and predicted “circle” would be correct much more often than the expected 20 percent. Six of the Zenith experiments used these Zener symbols.


Goodfellow also found that some sequences of responses were greatly preferred over others. For most broadcasts there were five two-way choices. I’ll use H and T as shorthand, with H representing the first-picked choice, whatever it was. The least popularly guessed pattern was HHHHH. No mystery there! The audience had been told to expect a random sequence. Five of the same thing is the least random-looking possibility.


This brings up the distinction between “random” and “random-looking.” HHHHH (and TTTTT) is just as likely to show up in five fair coin tosses as any other sequence. You can’t say it’s any less random—though it sure looks less random. Perceptions of randomness are based on how mixed-up a sequence is. The Zenith show’s most frequent guesses fit the pattern HHTHT. This is H and T back and forth, with one extra H thrown in to mix it up. That syncopated rhythm was characteristic of all the popular responses.


The public liked the split between heads and tails to be as even as possible. With five choices, the closest you can come to fifty-fifty is to have three of one and two of the other. All the most popular answer patterns were three/two splits.


Well-shuffled patterns (like HHTTH or HTTHT) were preferred to oil-and-water patterns like HHHTT or HHTTT. But shuffling could be taken too far. The least popular three/two split was the perfectly alternating sequence HTHTH.


The radio audience guessed HHTHT almost thirty times as often as TTTTT. This was true throughout the show’s run, regardless of the sequence being transmitted. Though individuals might have sent in different answers for each broadcast, the overall popularity of patterns remained fairly consistent. The guessers were picking the same sequences, again and again, without realizing it.


This analysis accounted for the results without any need to assume telepathy. Whenever the correct sequence happened to start with a favored symbol and thereafter follow a favored pattern, there were lots of direct hits. When the patterns didn’t look so random, America’s amateur telepaths went off their game.


On November 21, using circles and crosses, the correct sequence was OOOOOX. The majority of the audience guesses were wrong on four of the six choices. It seemed evidence of “negative ESP.”


On December 12, the choices were heads and tails, and the correct answer was TTHHH. Because a lopsided majority picked heads for the first pick, there were few perfect scores.


Goodfellow showed that ten of the fifteen transmitted sequences happened to be popular ones, and five were unpopular ones. That accounted for the high rate of successful guesses. It could have just as easily gone the opposite way, with more unpopular responses.


What no one, not even entrepreneur McDonald, appreciated was that there might be value in what Goodfellow had discovered: a way to predict what the public will think and do.


The random, the arbitrary, and the made-up are all around us and sometimes take on great importance. We are all currently engaged in a Zenith experiment, and the stakes are our privacy, our wealth, and our very identities. I’m talking about the passwords that lock and unlock our digital lives. The computer user believes that she has utter freedom to choose a password. For practical purposes, she doesn’t. She is limited by the way her mind works, and by the fact that her mind is not so different from anyone else’s.


It’s not just that many use those common passwords we’ve all been scolded not to use. The deeper issue is that even prudent users favor the same patterns of obfuscation (such as adding “123” onto the end, alternating capitals and lowercase letters, and other schemes only a bit more clever). This cuts the exponentially vast range of potential options down to manageable size. Password-cracking software does what Goodfellow did, only billions of times faster.


For a time, AT&T’s vision of a wireless future did not rule out telepathy. Thornton Fry, head of Bell Labs’ mathematics division and the man who hired Claude Shannon, was in that diehard minority of scientists who believed that J. B. Rhine might be onto something. About 1948, Bell Labs built an ESP machine. It was a device for generating random sequences that a would-be psychic would attempt to guess. By taking the place of Zener cards, the machine could exclude the possibility of cheating or unconscious signaling that had dogged Rhine’s research. Rhine himself saw the machine on a visit to Bell Labs and fell in love with it. He immediately wrote to the president of Duke University, hoping to get Bell Labs to build him one, too. It never happened. Today, random generators are free on the Web, but back then this was expensive hardware.


In 1953, the year of Shannon’s mind-reading machine, Bell Labs focused on a more modest goal: designing a push-button keypad for the telephones of the future. It assigned the task to the famous industrial designer Alphonse Chapanis, who happens to be of some importance to our story.
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