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A Horse-Sized Syringe


The Surprising, Baffling, Mysterious Case of Influence


You and I share a role. Maybe you never stopped to consider this role, or perhaps you think about it all the time. If you’re someone’s spouse, parent, or friend, you fulfill this role. If you’re a doctor, teacher, financial adviser, journalist, manager, or human being—you fulfill it.


This duty we all share is to affect others. We teach our children, guide our patients, advise our clients, help our friends, and inform our online followers. We do this because we each have unique experiences, knowledge, and skills that others may not. But how good are we at this role?


It seems to me that the people with the most important message, those who have the most useful advice, are not necessarily the ones who have the largest impact. Recent history is full of such puzzles, from the entrepreneur who convinced investors to pour billions into a shaky biotech endeavor to the politician who failed to convince citizens to fight for the future of their planet. What, then, determines whether you affect the way others think or whether you are ignored? And what determines whether others change what you believe in and how you behave?


The underlying assumption of this book is that your brain makes you who you are. Every thought that ever crossed your mind, every feeling you ever experienced, every decision you ever made—was all generated by neurons firing within it. Yet your very own brain, on the top of your neck, is not fully yours. It is the product of a code that has been written, rewritten, and edited for millions of years. By understanding that code, and why it is written the way it is, we will be better able to predict people’s reactions and understand why some common approaches to persuasion often fail while others succeed.


For the past two decades, I have been studying human behavior in the lab. My colleagues and I have conducted dozens of experiments in an attempt to figure out what causes people to change their decisions, update their beliefs, and rewrite their memories. We systematically manipulated incentives, emotions, context, and social environments and then peered into people’s brains, recorded their bodily responses, and documented their behavior. It turns out that what most of us believe will cause others to alter their thoughts and actions is wrong. My aim with this book is to reveal the systematic mistakes we make when we attempt to change minds, as well as to illuminate what occurs during those instances in which we succeed.


I am going to begin in my own backyard, with the story of how I was almost persuaded to ignore years of scientific training by a man whose unexpected influence on millions has baffled many.


* * *


On the evening of September 16, 2015, at around eight p.m., I was sitting on the sofa in my living room watching the second Republican primary debate on CNN. The 2016 presidential race was one of the most interesting in history, full of unexpected plot twists and surprises. It also turned out to be a mesmerizing study of human nature.


Center stage at the Ronald Reagan Presidential Library, in Simi Valley, California, were two of the leading candidates: pediatric neurosurgeon Ben Carson and real estate mogul Donald Trump. In between discussions about immigration and taxes, the debate turned to autism.


“Dr. Carson,” began the moderator, “Donald Trump has publicly and repeatedly linked vaccines, childhood vaccines, to autism, which, as you know, the medical community adamantly disputes. You’re a pediatric neurosurgeon. Should Mr. Trump stop saying this?”


“Well, let me put it this way,” replied Dr. Carson. “There have been numerous studies, and they have not demonstrated that there is any correlation between vaccinations and autism.”


“Should he stop saying that vaccines cause autism?” asked the moderator.


“I’ve just explained it to him. He can read about it if he wants to. I think he’s an intelligent man and will make the correct decision after getting the real facts,” said Dr. Carson.


While I did not always agree with Dr. Carson, I did concur with him on this issue. I happened to be familiar with the literature, not only because of my profession as a neuroscientist but also because I’m the parent of two young children, who at the time were two and a half years old and seven weeks old. So I was utterly surprised by my reaction to what Trump said next.


“I’d like to respond,” said Trump. “Autism has become an epidemic. . . . It has gotten totally out of control. . . . You take this little beautiful baby, and you pump—I mean, it looks just like it’s meant for a horse, not for a child. And we’ve had so many instances, people that work for me. Just the other day, two years old, two and a half years old, a child, a beautiful child, went to have the vaccine, and came back, and a week later got a tremendous fever, got very, very sick, now is autistic.”1


My response was immediate and visceral. An image of a nurse inserting a horse-sized syringe into my tiny baby emerged inside my head and would not fade away. It did not matter that I knew perfectly well that the syringe used for immunization was a normal size—I panicked.


“Oh, no,” I thought. “What if my child gets ill?” The fact that these thoughts were running through my mind shocked me. Nevertheless, anxiety, a feeling all too familiar to parents of all beliefs and backgrounds, abruptly took over.


“But, you know,” said Dr. Carson, “the fact of the matter is, we have extremely well-documented proof that there’s no autism associated with vaccinations.”


No matter. Proof, shmoof. Dr. Carson could have cited a hundred studies, and it would have had no effect on the storm that erupted inside my head. I was absorbed by that stallion of a needle that was about to cause my child to get very, very ill.


It made no sense. At one podium was a pediatric neurosurgeon whose ammunition included peer-reviewed medical studies and years of clinical practice; at the other was a businessman whose arguments boiled down to a single observation and intuition. Yet despite my years of scientific training, I was convinced by the latter. Why?


I knew exactly why. And it was that understanding that brought me back to reality.


While Carson was targeting the “cerebral” part of me, Trump was aiming at the rest of me. And he was doing it by the book—this book.


Trump tapped into my very human need for control and my fear of losing it. He gave me an example of someone else’s mistake and induced emotion, which helped align the pattern of activity in my brain with his, making it more likely that I would take on his point of view. Finally, he warned of the dire consequences of not following his advice. As I’ll explain in this book, inducing fear is often a weak approach to persuasion; in fact, in most cases, inducing hope is more powerful. However, under two conditions, fear works well: (a) when what you are trying to induce is inaction and (b) when the person in front of you is already anxious. These two criteria were satisfied in this case, as Trump was lobbying against the act of immunization, and his target audience—new parents—are the poster children for stress.


The fact that I understood how Trump was affecting my thoughts subsequently enabled me to pause and reevaluate the situation; I would not change my mind on this issue—my young son will receive immunizations, just as my daughter did before him. But I wondered how many other new parents out there were persuaded by his arguments. I also pondered what would have happened if Dr. Carson had done a better job of addressing people’s needs, desires, motivations, and emotions, rather than assuming that they would make the correct decision after receiving the facts.* Dr. Carson was speaking to millions, and he missed an extraordinary opportunity to make a difference. We all encounter such opportunities. You may not routinely address millions, but you address people every day: at home, at work, online, offline.


The fact of the matter is that people love propagating information and sharing opinions. You can see this clearly online: every single day, four million new blogs are written, eighty million new Instagram photos are uploaded, and 616 million new tweets are released into cyberspace. That is 7,130 tweets per second. Behind every tweet, blog, and uploaded photo is a human being like you and me. Why do millions of humans spend millions of precious moments every day sharing information?


It appears that the opportunity to impart your knowledge to others is internally rewarding. A study conducted at Harvard University found that people were willing to forgo money so that their opinions would be broadcast to others.2 Now, we are not talking about well-crafted insights here. These were people’s opinions regarding mundane issues, like whether Barack Obama enjoys winter sports and if coffee is better than tea. A brain-imaging scan showed that when people received the opportunity to communicate their pearls of wisdom to others, their brain’s reward center was strongly activated. We experience a burst of pleasure when we share our thoughts, and this drives us to communicate. It is a nifty feature of our brain, because it ensures that knowledge, experience, and ideas do not get buried with the person who first had them, and that as a society we benefit from the products of many minds.


Of course, in order for that to happen, merely sharing is not enough. We need to cause a reaction—what Steve Jobs aptly referred to as making a “dent in the universe.” Each time we share our opinions and knowledge, it is with the intention of impacting others. The intended change can be large or small. Perhaps our aim is to raise awareness for a social cause, increase sales, alter the way people view the arts or politics, improve the way our child eats, sway people’s perception of ourselves, improve people’s understanding of how the world works, increase our team’s productivity, or maybe just convince our spouse to work less and join us on a tropical vacation.


Here is the problem, though: we approach this task from inside our own heads. When attempting to create impact, we first and foremost consider ourselves. We reflect on what is persuasive to us, our state of mind, our desires, and our goals. But, of course, if we want to affect the behaviors and beliefs of the person in front of us, we need to first understand what goes on inside their head and go along with how their brain works.


Take Dr. Carson, for example. As a trained physician and scientist, he was convinced by data showing that vaccines do not cause autism. He therefore assumed that said data would persuade everyone else. Humans, however, are not wired to react dispassionately to information. Numbers and statistics are necessary and wonderful for uncovering the truth, but they’re not enough to change beliefs, and they are practically useless for motivating action. This is true whether you are trying to change one mind or many—a whole room of potential investors or just your spouse. Consider climate change: there are mountains of data indicating that humans play a role in warming the globe, yet 50 percent of the population does not believe it.3 Consider politics: no number will convince a hard-core Republican that a Democratic president has advanced the nation, and vice versa. What about health? Hundreds of studies demonstrate that exercise is good for you and people believe this to be so, yet this knowledge fails miserably at getting many to step on a treadmill.


In fact, the tsunami of information we are receiving today can make us even less sensitive to data because we’ve become accustomed to finding support for absolutely anything we want to believe, with a simple click of the mouse. Instead, our desires are what shape our beliefs. It is those motivations and feelings we need to tap into to make a change, whether within ourselves or in others.


In this book, I will describe our instincts regarding influence—those habits we fall back on when trying to change others’ beliefs and behaviors. Many of these instincts—from trying to scare people into action to insisting that the other is wrong or attempting to exert control—are incompatible with how the mind operates. The principal idea of this book is that an attempt to change someone’s mind will be successful if it aligns with the core elements that govern how we think. Each chapter will focus on one of seven critical factors—priors (as in prior beliefs), emotion, incentives, agency, curiosity, state of mind, and other people—and will explain how that factor can hinder or help an attempt to influence.


The difference between familiarizing ourselves with these factors and remaining ignorant is that familiarity will enable you to critically evaluate your behavior, whether you are influencing or being influenced. The majority of the time, I will take on the point of view of the person aiming to influence, but every so often I will flip the relationship and look at things from the perspective of the person being influenced. What goes on in your brain when you listen to another person’s opinion? Of course, if you understand one side of the coin, you will better understand the other, too.


We still have a lot of research to conduct to fully understand the factors that influence our minds, but the partial knowledge we already have is tremendously valuable. For example, understanding how the brain’s reward system is connected to the motor system reveals when people are more likely to be influenced by carrots and when by sticks. Knowing how stress affects the brain explains why people hugely overreact to negative news following terrorist attacks.


Throughout the book we will shift back and forth from the corridors of your brain, where neurons are constantly communicating with one another, to the corridors of my lab, where I record people’s behavioral and physiological reactions. We’ll also tour the world outside: a hospital on the East Coast of the United States that went from failing terribly at getting its medical staff to sanitize their hands to reaching nearly 90 percent compliance in one day, a nursing home in Connecticut where the residents’ health was improved by increasing their sense of control, a teenage girl who unknowingly induced psychosomatic symptoms in thousands, and more. My question will always be why? Why did this strategy cause a reaction but another did not? Why do we respond to John but ignore Jake? If you know what causes people to react the way they do, you will have the tools to solve the specific challenges you encounter in your own life every day.





____________________


* A study I describe in chapter 1 reveals why Dr. Carson’s approach was likely to fail and what he could have done instead.
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Does Evidence Change Beliefs?
(Priors)


The Power of Confirmation and the Weakness of Data


Thelma and Jeremiah are happily married. They see eye to eye on most issues; they agree on how to raise their kids and how to handle their finances; they have the same beliefs with regard to politics and religion, similar humor and cultural preferences, and even share the same occupation—both are attorneys. This is not surprising. Research has shown again and again that the best predictor for a long-lasting marriage is not passion or friendship; it is similarity. Opposites, contrary to popular belief, neither attract nor remain an item when they do.1


There is, however, one topic Thelma and Jeremiah disagree on. This is not startling, either. Most couples, as compatible as they may be, will argue for years over one issue or another. Maybe it is whether they should have kids, how many to have, how to achieve a work-life balance, or whether to adopt a pet lizard or a guinea pig. For Thelma and Jeremiah, the conflict is over where to settle down. Thelma was born and raised in France, Jeremiah in the United States. Both believe their native country is the best place to raise a family.


Thelma and Jeremiah are not alone. Surveys show that when asked for the ideal place to live, work, raise children, and retire, most people say it is their home country. Only 13 percent of the world’s adults would like to leave their country permanently.2 The grass, it appears, is greenest exactly where you are. If people must immigrate, they prefer to move next door: the French to the United Kingdom, Austrians to Switzerland.


Unfortunately, the solution to Thelma and Jeremiah’s problem cannot lie in meeting the other person halfway. Just as having half a kid is not an answer for couples who disagree on whether to expand their unit, Thelma and Jeremiah are unable to build a home in the Atlantic Ocean, midway between Europe and North America. The only solution, then, is for one to convince the other that their view is correct.


You would think that Thelma and Jeremiah are perfectly suited for the task. As I mentioned, they are both attorneys. Their life’s work is to persuade a jury to take their side. They have set out to solve their marital problem as they would a professional legal problem—each presents the other side with facts and figures to support their argument in an attempt to smash the opposition. Jeremiah shows Thelma data suggesting that the cost of living is lower in the United States, while Thelma provides Jeremiah with numbers proving that attorneys make more money in France. Jeremiah e-mails Thelma an article arguing that the education system is superior in the States, while Thelma finds a different piece claiming that kids are happier in France. Both regard the “evidence” provided by the other as unreliable and refuse to budge. Over the years, they each become more and more grounded in their belief.


The approach taken by Thelma and Jeremiah is one that many of us adopt. Our instinct, when arguing or debating, is to burst in with ammunition that reveals why we are right and the other side is wrong. We articulately present our logical arguments and support them with facts, because these sound very convincing to us. Yet think about the last time you argued with your spouse or participated in a dinner party that transformed into a late-night political debate. Did you manage to nudge people’s beliefs? Did they take note of your well-thought-out arguments and carefully researched data? If your recollections are genuine, you probably recognize that, alas, facts and logic are not the most powerful tools for altering opinions. When it comes to arguing, our instincts are wrong.


The Weakness of Data


Your brain, like most people’s, is programmed to get a kick out of information. This makes our current digital era an explosive celebration for your mind. While the agricultural age gave us easier access to nutrition, and the industrial age dramatically increased our quality of life, no other era provided as much stimulation for our brains as the information age. It is as if, finally, the human brain has succeeded in building its own amusement park, complete with thrill rides, which are perfectly customized . . . for itself.


Consider the numbers: there are 3 billion Internet users worldwide; every day we produce approximately 2.5 billion gigabytes of data, perform 4 billion Google searches, and watch 10 billion YouTube videos. In the short time it took you to read the last sentence, approximately 530,243 new Google searches were executed and 1,184,390 YouTube videos played around the globe.3


It would seem that the digital revolution should come in handy when we are trying to alter people’s beliefs. If people love information, what better way to influence their beliefs and actions than to offer data? With big data at our fingertips and powerful computers at our disposal, we can run analyses to expand our knowledge and then share the resulting facts and figures. Seems straightforward, right?


That is, until you attempt to present your carefully collected data and thoughtfully constructed conclusions to the person you are hoping to influence. At that moment, you quickly realize that data is often not the answer when it comes to changing minds.


This epiphany came as a terrible blow to the scientist in me. As a cognitive neuroscientist, I work at the intersection between psychology and neuroscience. Like most scientists, I love data. Some people collect precious rocks; others collect first-edition books, stamps, shoes, vintage cars, or china dolls. I collect data. My computers hold hundreds of folders with thousands of files, each containing rows and rows of numbers. Every number represents an observation: a person’s response to a decision problem or their reaction to another human; other numbers indicate the activity in a person’s brain or the density of their neuronal fibers. Numbers on their own are useless. The reason I love data is that those rows and rows of numbers can be transformed into something beautiful: meaningful graphs, which, every so often, reveal an exciting new insight into what makes you and me, Homo sapiens, tick.


So you can imagine my dismay when I learned that all those numbers, from numerous experiments and observations, pointed to the fact that people are not in fact driven by facts, or figures, or data. It is not that people are stupid; nor are we ridiculously stubborn. It is that the accessibility to lots of data, analytic tools, and powerful computers is the product of the last few decades, while the brains we are attempting to influence are the product of millions of decades. As it turns out, while we adore data, the currency by which our brains assess said data and make decisions is very different from the currency many of us believe our brains should use. The problem with an approach that prioritizes information and logic is that it ignores the core of what makes you and me human: our motives, our fears, our hopes and desires. As we will see, this presents a serious problem; it means that data has only a limited capacity to alter the strong opinions of others. Established beliefs can be extremely resistant to change, even when scientific evidence is provided to undermine those beliefs.


The Power of Confirmation


Three scientists, Charles Lord, Lee Ross, and Mark Lepper, recruited forty-eight American undergraduates who either strongly supported the death penalty or strongly opposed it.4 They presented them with two scientific studies; one offered evidence regarding the effectiveness of capital punishment, and the other data showed its ineffectiveness. In reality, the studies had been fabricated. Lord, Ross, and Lepper had made them up, but the students did not know that. Did the students find the studies convincing? Did they believe that the data provided good evidence that should alter their minds? They did!


But only when the study reinforced their original view. Those students who strongly supported capital punishment thought the study that demonstrated its effectiveness was well conducted. At the same time, they argued that the other study was poorly executed and not compelling. Those who were originally against capital punishment assessed the studies the other way around. As a result, believers in the death penalty left the lab supporting capital punishment with more passion than ever, while those in opposition to it ended up opposing capital punishment with more zest than before. Rather than enabling people to see both sides of the coin, the exercise polarized everyone involved.


Information can lead to polarization of opinions in domains ranging from abortion and homosexuality to the assassination of John F. Kennedy.5 My colleague Cass Sunstein (the administrator of the White House Office of Information and Regulatory Affairs during the Obama administration and a current Harvard Law professor) and I wanted to know whether the same was true for beliefs about climate change.6 We first asked a group of volunteers about their opinions regarding climate change. (For example: Did they believe that man-made climate change was occurring? Did they support the Paris agreement to reduce greenhouse gas emissions?) Based on their answers, we divided them into weak believers in man-made climate change and strong believers. We then informed everyone that climate scientists estimated that the average global temperature would rise by approximately six degrees Fahrenheit by 2100, and asked them for their own estimates of the likely temperature rise by 2100.


Then came the real test. Half of the volunteers were told that in recent weeks prominent scientists had reassessed the data and concluded that the situation was far better than previously thought, suggesting a likely temperature increase of only one to five degrees. Half were told that in recent weeks, prominent scientists had reassessed the data and concluded that the situation was far worse than previously thought, suggesting a likely temperature increase of seven to eleven degrees. All the participants were then asked to provide a new personal estimate.


Did people change their estimates in light of the experts’ assessments? Once again, we observed that people altered their opinions only if they’d received information that fit their original worldview. The weak believers in man-made climate change were influenced by the comforting news that the situation was better than previously thought (their estimate dropped by about one degree), but the alarming news had no impact whatsoever on their new estimates. Strong believers showed the exact opposite pattern—they were moved by learning that scientists now thought the situation was even worse than previously believed, but were less influenced by the news that scientists now thought the problem was not as dire.


When you provide someone with new data, they quickly accept evidence that confirms their preconceived notions (what are known as prior beliefs) and assess counterevidence with a critical eye. Because we are often exposed to contradicting information and opinions, this tendency will generate polarization, which will expand with time as people receive more and more information.7


In fact, presenting people with information that contradicts their opinion can cause them to come up with altogether new counterarguments that further strengthen their original view; this is known as the “boomerang effect.” Thelma, for example, found many faults in the article Jeremiah sent her that argued that the education system was better in the United States. “The article was written by an American,” she thought to herself, “what do they know about education, anyway? Americans teach ‘modern’ literature and ‘new’ history while ignoring ancient writings and Old World narratives.”


Did you notice what Thelma did? Not only did she discard any unwelcome evidence, but she came up with new reasons for why the education system was better in France—arguments she had never considered before. As a result, she grew more confident in her initial conviction. Being confronted with evidence that seemed to oppose her strong views made Thelma feel uncomfortable, and so she resolved this negative feeling by rationalizing away the contradicting opinion and reinforcing her own. This is why by marrying Jeremiah, Thelma became a stronger advocate for France. If she had married her old high school sweetheart François, I suspect she would have had a less idealistic view of her home country.


Google Is (Always) on My Side


There is no single truth we all agree on. In a letter to Jean-Baptiste LeRoy in 1789, Benjamin Franklin famously wrote, “In this world nothing can be said to be certain, except death and taxes.” Franklin borrowed this phrase from the English writer Daniel Defoe, who in his 1726 book The Political History of the Devil said, “Things as certain as death and taxes, can be more firmly believ’d.”8 While the “death and taxes” expression is commonly used, neither of these things are in fact truths we all conform to. Some believe death can be overcome, perhaps by cryonics or engineering. Even if we acknowledge the end is certain, there are many diverse views on what lies on the other side. And there are certainly a number of tax evaders and “tax protestors,” people who dismiss the idea that taxes are a necessity. If we do not all agree on the certainty of death and taxes, you can imagine we are bound to disagree on a large number of other “truths.”


Whether living in France is better than living in the United States is a matter of opinion. Whether capital punishment is morally right is also a subjective question. What happens when a disagreement involves hard facts? For example, consider the question of where Barack Obama was born. The controversy over Obama’s birthplace started in 2008 when anonymous e-mails were released that questioned whether he was in fact a natural-born citizen.9 If Obama had not been born in the United States, he would not have been eligible to run for president. “Evidence” supporting these allegations soon appeared on the Internet. The issue created such a media firestorm that Obama decided to address the question directly and supply his birth certificate. Yet a validated certificate from a U.S. president was not enough to change people’s opinions. Surveys showed that a non-negligible percentage of Americans were still not sure that Barack Obama was eligible to serve as president.10


“There is a mechanism, a network of misinformation that in a new media era can get churned out there constantly,” Obama noted in 2010. This was his response to the revelation that two years after the presidential election, 20 percent of Americans (fully one-fifth!) still did not believe he had been born in the United States.11 By “mechanism” and “network,” Obama was most likely referring to the technology boosting the spread of misinformation.


In today’s world, the ease by which we can find “data” and “evidence” to discredit any opinion—and, at the same time, uncover new information to support our own—is unprecedented. It takes less than a second to turn up articles suggesting that strawberries are bad for you (it seems their thin skin allows unwanted chemicals in) and butter in your coffee is good for you. The latter trend is known as “Bulletproof Coffee.” Apparently, Bulletproof Coffee “has a massive impact on cognitive function” and “will keep you satisfied with level energy for six hours if you need it . . . programming your body to burn fat for energy all day long.”12 It takes another second to find just as many articles suggesting that strawberries are in fact good for you, because of their great nutrients, and butter in coffee is a very bad idea. It seems that saturated fat is good, but humans did not evolve eating such massive amounts of it. As a result, there have been reports of dramatically elevated cholesterol levels due to Bulletproof Coffee.13


Paradoxically then, the wealth of available information makes us more resistant to change, because it is so easy to find data that support our own vision. This is true even for extreme views, such as believing that your own race is genetically superior to others. We carefully read blogs and articles that support our opinions, and we may avoid clicking on links that offer a different take.


This is only half the problem, though. What we are not aware of is that cherry-picking information is done for us under the radar. We are oblivious to the fact that often we are presented with filtered information to suit our preestablished beliefs. This is how it works: when you enter a search term into Google or another search engine, you get results that have been customized for you, according to your past searches and Web activity.14 In other words, if you are a Democrat searching for the latest stats on the presidential debate, your search will most likely spit back news articles and blogs from Democrats who think the Democratic candidate did superbly. The links will include news websites and opinion blogs you have visited previously and others associated with them. Given that the first twenty results you get all praise the performance of the Democratic candidate, you are left with the impression that, indeed, she or he delivered an outstanding performance. Everyone thinks so. In fact, your Twitter and Facebook feeds provide further evidence of the superiority of your candidate, making you more and more confident of the upcoming election result.


Here is the thing, though: if you are a Republican, your feed will be quite different. This is because your Twitter and Facebook accounts will likely be associated with the accounts of other Republicans. Your Google search will also provide you with different results. This is not only because Google uses sophisticated algorithms to learn about your specific interests and preferences but also because searches take into account your geographical location.15 Google wants to give you exactly what you are looking for. It assumes that what you are looking for is similar to what your neighbor Riana is interested in and different from what Pinto is searching for across the globe in Uganda. That is a reasonable assumption. So you end up with links to websites frequently viewed by users in your area. Now, because Republicans are more likely to live in certain states and Democrats in other states, your search for “presidential debate” spits back links to websites supporting your candidate (assuming you are living in a state where the majority resides with your preferred political party). Since this happens under the radar, you become more and more confident in your political views, as well as your cultural preferences and scientific beliefs.


This process can make us weaker. How can we reasonably decide what is true and what is right if we are not even exposed to other streams of thought? There are actions you can take to minimize this technology-induced confirmation bias. Here is a tip: if you want to minimize Internet searches that are customized to your beliefs, use “anonymous browsing” or delete the information your search browser holds on you (such as location) and disable history tracking. You may also decide to update the accounts you follow on social media to include unusual suspects—people whom you respect but who advocate for positions you disagree with. Perhaps those people will follow you in return.


There is another artificial way by which our views can be confirmed without us realizing it. It is the “social-feedback loop.” Imagine that you’ve found a wonderful new product and you want to share your exciting discovery with all your friends, so they, too, can benefit. Let’s say the product is a new wireless router known as the “super router.” It enables very fast connections over large distances. You tell your friends and relatives about it and post it on Pinterest, Instagram, and other social networks. Over the next couple of months, something intriguing happens. You keep hearing about the “super router” from acquaintances, both in person and online. “Have you heard about this super-powerful new wireless router?” they ask. “Supposedly it can change the way you surf the Web.” These are not even people in your immediate circle—it seems that everyone now knows about the “super router.” What you may be underestimating, though, is how much of this buzz was triggered by you. When we share an idea, recommendation, or opinion with a large number of people, some of them will share the information with others, who may share it with still others. Because social networks tend to be heavily intertwined, eventually those opinions will loop back to you, only you may not realize that you were the source. Instead, you may conclude that many other people have independently formed the exact same opinion, further strengthening your view.


Using Your Intelligence to Twist Information


Seeking out and interpreting data in a way that strengthens our preestablished opinions is known as the “confirmation bias.”16 It is one of the strongest biases humans hold. Now that you are acutely aware of it, you will probably observe people engaging in this type of thinking every day; you may catch them disregarding arguments that do not suit them and embracing those that do. You will also notice, however, that individuals differ in this tendency; some are more resistant than others. What makes some people take in information in a balanced manner while others discount evidence that does not fit their existing opinions?


If you perceive yourself as highly analytic—someone who has a strong ability to make use of quantitative data and a good reasoning capacity—embrace yourself. People with stronger analytic abilities are more likely to twist data at will than people with low reasoning ability.17 In one study 1,111 Americans from across the country participated in an online task. First they were given a battery of standard tests to measure their quantitative abilities and use of systematic logic. Then they were given one of two data sets. They were led to believe that the first was from a study examining a new skin-rash treatment. The participants were asked to figure out from the data if the skin-rash treatment was helping the patients’ condition or making it worse. To solve this problem, they needed to use their quantitative skills. It comes as no surprise that people who had earlier scored higher on the mathematical tests also did better at analyzing the skin-rash-treatment data.


The second set of data showed crime statistics in different cities. The volunteers were told that “a city government was trying to decide whether to pass a law banning private citizens from carrying concealed handguns in public. Government officials were unsure whether the law will be more likely to decrease crime by reducing the number of people carrying weapons or increase crime by making it harder for law-abiding citizens to defend themselves from violent criminals. To address this question, researchers had divided cities into two groups: one consisting of cities that had recently enacted bans on concealed weapons and another that had no such bans.”


The volunteers had to examine the data and conclude whether the new law was causing crime to increase or decrease.


In reality, the skin-rash-treatment data set and the gun-control data set were exactly the same. The same set of numbers was used. Yet the participants did better at solving the problem when the numbers were presented as data from a new skin-rash-treatment study than a gun-control-“treatment” study. Why?


The participants did not care if the new skin treatment was working or not, so they addressed the task rationally, using their math abilities in the service of carefully analyzing the data. However, most participants had passionate opinions on gun control, and this passion interfered with their ability to analyze the data objectively. So far, nothing new—we know that motivation taints our ability to reason. Here is the fascinating part, though: those people who were good with numbers—the “analytic” ones—were the worst at accurately assessing whether a gun-control ban reduced crime.


These findings debunk the idea that motivated reasoning is somewhat a trait of less intelligent people. To the contrary, the greater your cognitive capacity, the greater your ability to rationalize and interpret information at will, and to creatively twist data to fit your opinions. Ironically, then, people may use their intelligence not to draw more accurate conclusions but to find fault in data they are unhappy with. This is why, when arguing with others, our instinct for offering facts and figures that support our view and contradict theirs may not be the optimal approach. Even if the person in front of you is highly intelligent, you may find it difficult to change their mind with counterevidence.
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