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Prologue



One day while walking home from elementary school, two apparently contradictory facts came together in my head at the same time, and I was both confused and mad.


“So, if fire needs air to burn, and there is no air in space, how do stars burn?”


Either I was too stupid to understand how these “facts” could make sense together, or one of these things had to be wrong, which meant the universe didn’t make sense. I asked my mom this question later that night, and she responded, “I don’t know, I’m not smart enough. I wish your dad were around, I bet he could answer it.” (My mom was smart, but she didn’t have an education past high school.) That night I knew there were things about the universe that were a mystery to me. I also knew that I had to try to understand them. At the time, I also believed that everything must ultimately be understandable, even if I didn’t understand it.


In middle school my science teacher (thanks, Mr. Sackett!) took our class to visit the local state university. We sat in on several classes, which included an astronomy lecture on asteroids causing the extinction of dinosaurs. I’d never really thought about why the dinosaurs went extinct. I just took it at face value as “a thing that had happened that maybe someone understood.” I was shocked that no one had ever told me about asteroids killing dinosaurs. We also sat in on a physics class that day, during which the professor did amazing demonstrations of angular momentum and magnetism, and I realized there were real things in the physical world that I could not see that were extremely powerful and tantalizingly mysterious to me. I didn’t fully know what it meant, but I came home from school that day and declared to my mom that I was going to be an astrophysicist.


In high school, one of my teachers took us to the library at the nearby state university, which made my local library seem quaint and provincial by comparison. I literally had no idea that so much was known about so many things. Maybe here I could find answers to the mysteries of the universe. I checked out books from the university library on black holes, time travel, and other dimensions. I couldn’t understand them and the strange symbols and math they used, but that just made the mysteries seem even more enticing.


When I got to college, I was primed to learn everything I could possibly learn about the universe. Sheer momentum kept me on my quest for understanding for a long time, but after several semesters of learning the detailed math and physics necessary to understand the universe, it became clear to me that the smallest details took center stage. Shockingly few professors engaged with the deep mysteries of the universe that I thought the course material was supposed to be preparing me for. While it may be hard to “see the forest for the trees,” it is at least equally hard to see the cosmos for the stars.


At the time, I assumed that all my professors knew the answers to the big questions I had, but I just didn’t have enough background knowledge yet to understand if they tried to share the answers with me. In hindsight, I think they avoided talking about the big questions because they didn’t know the answers either, instead keeping their focus on the details and challenges of their particular studies: How massive is that black hole? Will those galaxies collide? When will the next supernova explode? These are all good and valuable questions in our quest to understand the universe, but they are a step removed from the beautiful existential questions that impel so many of us to study astrophysics to begin with.


The more I learned, the more I realized just how limited our understanding of the cosmos is. So many fundamental questions remained: What caused the Big Bang? What is the nature of time? What is dark matter? And not least of all, what is knowledge? I packed up my quest for real understanding and tucked it away for later—perhaps after I got my PhD, I could unpack it again with some hope of making progress.


After ten years of college and graduate school, and now many years of teaching at one of the top public universities in the world, I have honed my understanding of what is known and what may be unknowable. Through transdisciplinary work, particularly with colleagues in religious studies, I have also gained valuable experience and insight into diverse epistemological perspectives.


Over these years, I’ve developed a passion for trying to help people understand the foundations of the great mysteries of the cosmos—without needing years of math and science. Yes, of course, knowing advanced math and science will help your intuition, but I believe there is a lot you can understand without a PhD in astrophysics. I just have this crazy belief that it would do humanity good if we all had a better understanding of the universe we are part of.


If you are hoping for a good read on “solved mysteries,” you may wish to look elsewhere. There is no shortage of mysteries in the universe, which is great job security for scientists like me, but presents a bit of a challenge when deciding what makes the cut for a book. I did what any normal human might do and picked my absolute favorites to think about; these are the topics that keep me ruminating well past normal sleeping hours.


The quandaries we will encounter in this book reside at the boundary of human knowledge and understanding. The unknown—and potentially unknowable—nature of each topic sits at the convergence of science, philosophy, and theology. We will encounter question after question to which the answer could be “God.” To be clear at the outset, I don’t dismiss the possibility of a higher power of some sort. In fact, my exposure to astrophysics and the unsolved mysteries of the universe has led me to conclude through purely logical means that there must be things about the universe and its origin that we don’t understand, and possibly never will. Is there room for a higher power? Sure. However, I am also highly sensitized to the brainwashing that takes place in our society, and the extent to which people are taught not to think for themselves. Any belief system too fragile to permit people to reach their own conclusions is inherently flawed and unstable. When we hit the limits of our understanding in each chapter of this book, I will do my level best to offer a buffet of possible solutions, many of which are not mutually exclusive. A higher power will often be among these solutions, as will “something we haven’t thought of yet.” But I’m not going to tell you the “right” answers, because we humans do not yet have these at our disposal.


The topics of this book are entwined in complex ways—it turns out the universe didn’t evolve to have nice, tidy, and separate categories for humans to write nice, tidy books with clear-cut chapters. As you go on this journey with me through these baffling topics, the deeper we get into the landscape of the mysteries, the more actively connections between topics will multiply. If you are so inclined, you might even consider reading this book twice—building your knowledge of the landscape on the first pass and making deeper connections between chapters on the next go round. Then again, finding time to read at all can be a luxury, and I’m grateful for your curiosity about the universe, whether you just read a single chapter, or the whole book. Twice.


I hope your journey through this book will inspire you to think—for yourself—about the great mysteries of the universe, and by the last page you are even more perplexed and curious about the cosmos we are lucky enough to find ourselves in.
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A Little Perspective


Often when we astronomers mention that we are astronomers (or “astrophysicists” if we are feeling antisocial), we get a response along the lines of,


“Cool! I loved learning constellations. But don’t we already pretty much know everything?”


The answer is absolutely, conclusively, no.


We’ve barely scratched the tip of a single ice crystal on the tip of the iceberg. In fact, the iceberg itself may even be an illusion. One of the (many) reasons I have trouble at parties is that small talk and the actual nature of reality don’t play well together.


You may go about your normal life and feel things just work. The microwave heats your frozen meal (if not uniformly). Cars drive (and are even starting to drive themselves). Computers calculate all kinds of things—some of which are even useful. We’ve sent spacecraft all over the solar system, and we’re on the verge of sending actual living people on similar escapades to places like Mars. To be sure, we humans have learned a lot, and we seem to have more-or-less understood the world of our everyday lives. So, you can be forgiven if you think we already know pretty much everything. But I’m writing this book with the hope of dislodging that comfy notion from your brain. Considering how limited and provincial our experiences are, I find it astounding that we’ve even figured out as much as we have about the universe.


One of the reasons our world seems to make sense is simply that we are used to it. It is easy to go about normal daily life and take basic things for granted. They just are. For example, right now you may be sitting on a chair, or standing on the floor (or sitting on the floor—but hopefully not standing on a chair). That’s just about the most everyday kind of experience you might have. Take a generous moment and think about gravity holding you down, literally pulling your mass toward the mass of the Earth. Why does gravity do that? “Just because it does” is not a very satisfying answer, and if you’ve had the pleasure of interacting with kids, they might let you know just how unsatisfying “Just because” is, as far as answers go. While we’re on the topic, what even is mass? To be fair, we do know a bit about what is under the hood as far as mass and gravity go, but just because I know there is an engine under the hood of a car, that doesn’t mean I know how it works (which is factually true in my case).


Coming to terms with our unfathomable insignificance in the cosmos may be impossible—the scale of the universe in space and time extends so far beyond our ability to comprehend that sometimes I feel the best we can do is try to comprehend that we don’t comprehend. Even for astronomers who think about these concepts daily, the full scales of time and space are largely abstractions many of us have become desensitized to—perhaps out of necessity to keep our sanity. Staring into the abyss every single day can take a toll if one doesn’t get a touch habituated to it.


Yet here we are on this tiny little speck of a planet trying to understand not just this tiny speck we call home, but the whole universe. It is a monumental task to try to understand the cosmos, and there is no doubt that we have barely scratched the surface. The fact that we have sent relatively infinitesimally tiny little tin cans of spacecrafts successfully to all the other specks we call planets in the solar system and gotten data back from them is an astounding testament to human ingenuity. So, despite our mind-blowing insignificance in the cosmos, you can take a beat and be a little proud of humanity (but not too proud—we’ve screwed up a lot of stuff, too).


To be clear, we only have a limited set of tools at our disposal. Astronomers are effectively scavengers: aside from a few crumbs of information we gather from within the solar system, pretty much the only information we receive from the universe comes from light. So, we’ve gotten really good at scavenging light and squeezing out every last bit of information it can give us. If you were to decide to become an astronomer, you would spend a lot of time learning how to analyze light. Other than light,1 we are largely limited to what we can do with our own brains and logic.


Still, I think it is essential to try to convey at least an impression of the universe we live in. The catch is that this is hard to do on the scale of a book—presumably the book you are reading is smallish on the scale of the universe. Just by seeing things in this smallish book, your brain does a neat trick when you see, for example, a picture of a galaxy. Yup, the galaxy fits on the page, which is totally in the realm of “normal.” This is a very different experience than, say, standing (or more likely floating) on the edge of a galaxy and trying to comprehend its vastness extending in every direction as far as you can see.


Humanity has now taken some astounding images of the universe. We even have images recording light that left its source almost 13 billion years ago and traveled across the entire visible universe before hitting one of our telescopes.2 In other words, we can look back in time almost 13 billion years. How does that make you feel? Like you’re standing on the edge of a dark and unfathomably deep abyss? Good. Because you are.


To provide even an inkling of a sense of scale, let’s start with something closer to home. If you could take a road trip to the Moon on an imaginary superhighway that still had normal Earthly speed limits, how long do you think it would take? Answer: about half a year (without stopping, so maybe stock up on diapers). But you can at least fathom half of a year—that is a timescale you have experienced many times unless you are an exceptionally young and precocious reader. As a reality check, the Moon is the farthest we have ever sent people. To be clear, this is not necessarily a bad thing. I am not a fan of unfettered human colonization. Our ethical understanding of the implications is alarmingly far behind current corporate aspirations. Still, to date we have only managed to get to the moon a couple times in the middle of last century. That’s it.


The farthest that we routinely have people living today is the International Space Station, which might understandably give you the idea that we humans are actually going to space. If you could drive to the space station when it is overhead it would take something like a mere four hours. Leave after breakfast and get there for lunch (hypothetically).


We are not going to zoom out to the entire scale of the universe, but I want to take one tiny step out to the scale of the solar system to make a point. If the Sun were the size of a grapefruit, the Earth would be roughly the size of one of those little round sprinkles you might put on cupcakes. Imagine holding them up next to each other for comparison (or if you have grapefruit and sprinkles on hand, you could actually hold them up for comparison and invite inquisitive looks from your family, roommates, or cat). As a fun fact, you could fit about a million Earths inside the Sun (if you were so inclined, had superpowers, and didn’t care about getting toasted). My experience is that the true relative scale of the Earth and the Sun is radically underappreciated, and for understandable reasons; to illustrate the solar system, many books don’t show things to scale—in part because they can’t show things to scale if you want to see anything. The standard presentation of not-to-scale images can leave an unwary reader with the misimpression that the Earth is a heck of a lot bigger and closer to the Sun than it is. If this is the visualization we grow up with engrained in our minds as reality, our opinion of ourselves and our place in the universe is surely distorted.


On this grapefruit scale, we can now think about the true distances to things like other stars. If the Sun-grapefruit were in Washington, DC, the nearest star-grapefruit would be roughly somewhere on the West Coast of the US, say Seattle or Los Angeles. That is a lot of space between grapefruits. The metapoint is, of course, the universe is really big. This is an obvious statement that I think has lost its bite, at least in part because it is virtually impossible for us mere humans to comprehend the scales involved. As a result, instead of confronting the magnitude of these scales (and our apparent relative insignificance), we are inclined to put this idea in a box and tuck it under the bed where we don’t need to think about it. This may be a well-honed defense mechanism to avoid a state of continual existential crisis, and I get that. But I am of the opinion that at least a little existential crisis is good for the soul.


Existential experiences that induce us to reflect on the nature of being and the limits of our knowledge are rich sources of awe. A body of research from recent decades has shown us the importance of experiencing awe in human flourishing. Among many other benefits, experiencing awe enhances creativity, curiosity, and critical thinking.3 Psychological work has distilled the experience of awe as a confluence of “vastness and accommodation”; “vastness” refers to anything that is “experienced as being much larger than the self, or the self’s ordinary level of experience or frame of reference.”4 “Accommodation” refers to the need to modify existing mental structures to assimilate this new information or experience.5


Surely, it is hard to rival exposure to the universe in either category of “vastness” or “need for accommodation.” The sheer fact of the existence of the cosmos and that we have “something” instead of “nothing” may be a reality and a concept beyond human comprehension. When we add in the existence of things like an invisible force so powerful that it is causing the universe to accelerate, the fact that time is malleable, that the dimensions we perceive may only be a shadow of reality, or even the humble truth of Euler’s equation, you may be able to almost feel your brain stretching to accommodate these concepts that extend so far beyond human experience.


Don’t worry, we’re not going to immediately just pull out the box of existential issues and rip the lid off—we have a little preparation work to do first. Before we can meaningfully talk about what we don’t know, we need to spend some quality time thinking about how (or if) we know things at all, and what the role of science, theology, and philosophy are in this endeavor.


Forget What You Think You Know About Science


For many people, their exposure to science is limited to classes in high school and maybe a couple huge introductory science courses if they went to college. Students often leave these experiences with the impression that science is all about memorizing facts, knowing how to solve equations, and doing “experiments” that literally millions of other people have done before and to which there is a “right” answer. The essential nature of science is completely lost in experiences like this, which—to be clear—have virtually nothing in common with doing actual science. At its core, science is about playing with stuff to uncover new things about the universe (which, by the way, includes our planet and everything on it) that are brand-new to you—and maybe brand-new to anyone.


By analogy—think about spelling and grammar. There are people who enjoy learning how to spell and use correct grammar. I hypothesize that people who love learning how to spell are somewhat rare, and most people just put up with learning these things because they are told they have to. Still, many students learn the fundamentals of spelling and grammar before high school and then go on to do actually interesting things (from my perspective), like reading great novels or writing poetry (and I think tend to forget how annoying it was to learn the building blocks to begin with). But you would be hard-pressed to read a great novel or write a poem without the fundamental skills of spelling and grammar in your tool kit.


When it comes to science, memorizing facts, knowing how to solve equations, and doing so-called “experiments” that are in no danger of uncovering anything new are the equivalent of learning spelling and grammar. When it comes to science, many people (through no fault of their own) never get to the point where they can do the science equivalent of reading a great novel or writing a poem. An enormous challenge in the education system is to find ways to expose students to the joy (yes, actual bona fide joy) that can accompany doing real science—by which I mean an experiment you have designed to answer a question you actually want to know the answer to, and to which no one might actually know the answer. Sometimes scientists just do this for fun.


Many people also have sentiments about science and scientists that lean deeply into stereotypes—after all, how many professional scientists does a typical person know and interact with regularly? For example, there is an irony in people thinking so uncreatively about creativity to think that science doesn’t require it. If you want to solve big outstanding mysteries (or even small ones), you must be able to come up with new ideas, some of which will seem crazy. Following the rules in science is basically the equivalent of learning the rules for spelling and grammar. Do you need to follow rules when writing a novel? Well, sort of. There are elements of writing that are best practice, and if you don’t use them, your work may be unintelligible to the outside world (thank goodness I have an editor). But if all you did was follow formulaic rules, your novel would probably not be a big hit. The same is true for science; there are elements of doing science that are important to making sure your results are robust and usable to the broader community. But if you want to make a breakthrough, creativity is essential.


There is also a pervasive opinion that there is little room for interpretation in science. Friedrich Nietzsche is often quoted as saying, “All things are subject to interpretation. Whichever interpretation prevails at a given time is a function of power and not truth” (although I note with some irony that this is not actually what he said).6 In science, we collect data, and then try to assess what theory best fits those data. That sounds straightforward enough, but deciding which theory fits best depends on what elements you think are most important to fit, whether you agree with assumptions that have been made, and whether you believe the data are sufficiently representative, and so on. Then the question you must ask (as a scientist) is “How can I test whether my interpretation is correct?” If you can’t test it, you may want to dial back your confidence that you’re right.


That is, we also need to be skeptical. The word “skeptical” has been hijacked by colloquial language. For scientists, “skeptical” does not mean that you don’t believe anything. “Skeptical” does mean that you look at the strengths and weaknesses of any given claim and prefer to have evidence. In the latter sense of the word “skeptical,” scientists are (or should be) skeptical. In my opinion, so should everyone else. If you believe everything anyone tells you with no need for evidence, then I’d like to sell you some stars in the night sky (which, just FYI, is a total scam—sorry). Do you believe every news source you read without question? How about politicians? Also, to be clear, it isn’t actually possible to believe everything you are told because inevitably you will be told things that conflict. How do you know which to believe? Skepticism to the rescue.


Finally, I am all about using science as a tool to help us understand the universe, but if you want to use a tool most effectively, it is helpful to also understand its limitations. To be sure, there are occasions in which I have used the handle of a screwdriver as a hammer, or a table knife as a screwdriver, but the result would have been better if I’d had a more suitable tool at hand. As far as science goes, it is really good at testing things that are testable, but outside of the realm of the testable, science has no purchase. And this is the very realm where many of the most profound questions about the cosmos dwell.


The Boundaries of Science


We can do, and have done, an impressive amount with our brains and logic. But there are limits. Sometimes these limits go away if we keep at it for long enough—we just need better facilities and experiments to get the answer. Often, we are pretty confident that if we could actually perform such-and-such experiment, we could resolve this-or-that mystery. Breaking new ground in modern science in this way often (but not always) comes with a big associated price tag. Next-generation supercolliders or overwhelmingly large telescopes are not cheap, but these may be required to come up with answers to some of the unsolved mysteries of the cosmos.


Sometimes our limits reflect the (relatively) extremely short time we’ve been doing modern science. After all, the Scientific Revolution was less than four hundred years ago, which is only 0.00000003 × the age of the universe or 0.0000001 × the age of Earth. Heck, we’ve only had the two pillars of modern science, general relativity and quantum mechanics, for about a century. Not only does that mean we haven’t had a lot of time to figure things out, but the universe isn’t set up to do a dog and pony show whenever we need data on something. The universe will take its own sweet time. Need to study a supernova in detail for your PhD thesis? Well, sit tight, odds are we will have one in our galaxy sometime in the next fifty years or so.


Sometimes the limits we encounter in trying to unlock the nature of the cosmos are cognitive. As in our own brains. Think about this: human DNA is only about 1.2 percent different from that of chimps. Chimps are smart, no question. But could you teach one calculus (not to mention general relativity and quantum mechanics)? What if our DNA were another 1.2 percent further evolved than it is? What might our brains be capable of then? The level of abstract thinking (and other types of thinking we don’t even have words for) might be astounding. To be clear, I am not advocating for transhumanism. Rather, I want to flag the pure unbridled hubris involved in thinking that our brains are even capable of totally understanding the cosmos in its entirety. But that sure as heck isn’t going to stop us from trying to understand what we can.


Sometimes the limits we hit are fundamental (or appear to be). There are laws of nature that we may never be able to understand, no matter how advanced our brains might become. Which means there are experiments we might never be able to perform (though I use the word “never” lightly and the word “might” with optimism). We may never be able to test what actually happens inside a black hole. We may never be able to probe (let alone interact with) other dimensions (if they exist). We may never be able to break the infinite regression of what caused the universe to be created, and what caused the cause of the universe being created, and what caused the cause of the cause of the universe being created. Turtles all the way down (we will come to the famous story of the infinite stack of turtles shortly). This is where we run smack into the boundaries of science.


For something to be considered scientific, it must, by definition, be testable. There is a tiny little loophole here: it may not need to be testable right now, but it must, at least in principle, be testable at some point in the future by some experiment that could realistically happen. If an idea or hypothesis isn’t testable, that doesn’t mean that it is wrong. It means it isn’t testable. If it isn’t testable, how do we know if it is correct? These (potentially) untestable ideas also happen to be (in my opinion) some of the most interesting ones, probably because they’ve been vexing humanity for millennia.


The late author and futurist Arthur C. Clarke had three adages that informed his thinking, now known as “Clarke’s three laws.”7 These “laws” often come to mind when I consider the current limits of human ingenuity and experiments:




1. When a distinguished but elderly scientist states that something is possible, [they are] almost certainly right. When [they state] that something is impossible, [they are] very probably wrong.


2. The only way of discovering the limits of the possible is to venture a little way past them into the impossible.


3. Any sufficiently advanced technology is indistinguishable from magic.





Because of the unknown, and potentially unknowable, nature of the topics in this book, we will often find ourselves at the convergence of empirical inquiry (aka science), philosophy, and theology. This can be an uncomfortable space to be in, but this is also where some of the most interesting questions dwell, so let’s not shy away and avoid talking about complex and loaded topics just because they are complex and loaded. The fact that they are complicated and have significance in myriad belief systems means that they really deserve to be talked about, but with a hefty dose of care and respect.


One final request before we get going: be curious. You did, after all, choose to pick up this book, so you must be at least a little curious. Remember all those “Why” questions you used to pepper adults with when you were a little kid? Now is a great time to rekindle that mentality and pretend that no one ever told you, “Because I said so,” which is just about the most curiosity-squelching response an adult can give. The world is a lot more interesting if you are curious. Being curious is also how we make progress in science. And please tolerate “We don’t know” as an answer. And by “we,” I mean like all of humanity. When you get these “We don’t know” answers, part of the challenge is to ask, “How could we find out?” If you crack that puzzle, you may have a Nobel Prize waiting for you down the road.
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Interstition



This is a book about what we don’t know and why we don’t know it. But before we can talk about what we don’t know, we need to think about what it means to “know” anything at all. Without taking an honest assessment of the current landscape of knowledge and understanding, we have very little hope of revealing the territory of our ignorance.


Understanding the fidelity of knowledge takes us straight to the limits of human perception and our implicit reliance on logic. But even logic may not be the arbiter of “truth” that we would like to think it is.


Thus, our journey begins by asking the humble question “What do we know?”
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What Is Knowledge?


Consider three things you know.


Now ask yourself, how do you actually know any of these three things?


Perhaps one of the three things on your list is your name. One could argue that your name is a good thing to know, but how do you know it? In many cases, the answer will be along the lines of your parents told you, or it is on your birth certificate. Great! Those both count as pieces of evidence. But here is the thing—either of those pieces of evidence could be faulty. For example, I’m pretty sure that in the history of humankind every child has been lied to by their parents or guardians. Mostly white lies (I hope), but lies, nonetheless. Can you be 100 percent sure that your parents told you the truth about your name? Maybe 99.99 percent sure, but that is different from 100 percent. What about your birth certificate? Are you willing to argue that no birth certificates are ever forged?


We could proceed in a similar way with most of the things you might think that you know. This is a fun and infuriating game I play with students in class. Eventually you might come up with something along the lines of “1 + 1 = 2.” That must be true, right? How could it possibly not be true? Well…


In Principia Mathematica (written by Alfred Whitehead and Bertrand Russell),1 it took over three hundred pages to “prove” 1 + 1 = 2, after rigorously laying out the assumptions and logic necessary to get to this crucial (and many a novice math student would argue obvious) conclusion. Even this “obvious” conclusion is based on axioms (or assumptions) that are taken to be true but cannot be proven themselves.






[image: image]

The excerpt from Principia Mathematica in which Whitehead and Russell use their axioms to prove 1 + 1 = 2 on page 360 (in the second edition).








When I ask my students to tell me three things that they know (as I asked you at the beginning of this chapter), often a student will glibly volunteer that they know that they exist (often quoting Descartes, with self-satisfied certainty that “Cogito, ergo sum”—I think therefore I am—is definitive proof of their existence).2 I sometimes wonder if overexposure to our own (presumed) existence has desensitized us to how profoundly nontrivial our very existence is.


If we adopt an axiom that we exist, which I admit seems about as self-evident as 1 + 1 = 2, we come to perhaps the greatest mystery of all: Why is there something instead of nothing to begin with? Not only does there appear to be something, but out of this something, life has emerged. And not just any life, but life that is capable of trying to understand the universe, why there is not nothing, and how it is that we exist at all. Back we go into the quagmire of self-reference. There is a lot to unpack here.


Now think of three things you believe.


Was that a little easier than three things you “know”?


Why do you believe these things? This why is important; it is the justification for your belief. Some justifications are better than others; some sources of evidence are more robust, and large amounts of evidence from different sources can build a reasonably solid case. You could, in principle, start to evaluate your sources of evidence according to how robust you think they are. This is pretty much what scientists do every day. For example, you might believe the Earth is round, which actually flies in the face of normal daily human experience. What evidence supports this belief?


The reality is, in general, we greatly overestimate the number of things that we Know (with a capital K). Among actual epistemologists (real people who devote their lives to thinking about and understanding what “knowledge” is), there is a lively debate about what it means to “know” something. One way to start boiling “knowledge” down is to admit that there are things that are true that we don’t believe, and conversely, there are surely things that we believe that aren’t true. My sense is that normal people like to think the overlap is large between what we believe and what is true, or at least that is what we often aspire to (if your aspiration is to believe things that are not true, this book may not be for you). In this belief-knowledge-truth framework, we might call knowledge “things that we believe that also happen to be true.”
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One problem that you may have picked up on is that we don’t generally know which things we believe are true. If we knew they were not true, we probably wouldn’t believe them (I hope). So, there is an added layer of complexity that is meant to help—this is the justification piece.
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How well is your belief justified? How well does it need to be justified to be considered knowledge? Epistemologists even debate whether we truly “know” anything—being the mere mortals that we are, we can never really know that our axioms are actually true, or our justifications are sufficient.


The etymology of the word “know” is, at least in part, to blame for the muddied waters around the meaning of the word, which is traced back to Proto-Indo-European to a meaning more akin to “recognize” or “perceive,” which are substantively different from the modern philosophical meaning. Today, we throw the words “know” and “knowledge” around with such casual imprecision, it is easy to understand how one can lose track of what we mean by the word. Some days I feel like the English language needs another word—less strong than “know” (in the modern philosophical sense), but easier in conversation than “I really strongly suspect based on justifications to date.”


Imagine there’s a clock tower on a route you frequently take. One afternoon you are headed to a meeting that is scheduled for 2:00 p.m. You think it is about 1:55 p.m., but you want to make sure you’re on time, so you check your watch but—oh no—the battery is dead! Thank goodness, there’s the trusty clock tower. Phew, you have four minutes to spare. However, unbeknownst to you, last night the clock on the tower stopped at 1:56 a.m. Fortunately for you, it is actually 1:56 p.m. Your belief is both apparently justified and true. But, as it happened, your justification was misguided—so did you know it was 1:56 p.m.? This type of scenario is at the root of an epistemological quandary known as the “Gettier problem.” The takeaway message is to be aware that your justifications may not be as watertight as you might think they are. Even if your belief happens to be true, you’ll be hard pressed to argue that you know it (at least to an epistemologist).


I will admit to being entirely inconsistent in how I think of “knowledge”; intellectually, I lean toward believing we can never truly Know (with a capital K) anything—in terms of epistemological positions, this is firmly in the realm of what is known as “global skepticism.” Global skepticism gets a fair amount of flack, and for good reasons—one of which is that it is deeply impractical (although being “impractical” hardly makes something incorrect). Many people have a visceral and understandable aversion to this level of skepticism. I sympathize with these arguments. All the same, I have yet to find an argument against global skepticism that I believe is truly intellectually honest and robust against the myriad ways in which we might fool ourselves.


On the other hand, I clearly go through my daily life as though there are things that I “know” (with a lowercase k), because after all there is a need to be practical and proceed with our best understanding of reality. The level of cognitive dissonance this engenders ebbs and flows, and I’m OK with that—I’m human, and that comes with sometimes being inconsistent and irrational despite our best efforts.


Your Limited Senses


Before we leave the topic of what you think you might know, we should pause and consider how any information at all gets into your brain to begin with. We commonly think of most people as having five senses (smell, taste, sight, hearing, touch)—at least that’s what was drilled into my head in elementary school.


Certainly, there are lots of people who don’t have one or more of these senses for a variety of reasons, and the ways in which their brains can literally rewire to perceive the world in new ways is amazing. On a modest scale, if you happen to wear glasses and you’ve ever had a new optics prescription, you may have experienced the world being oddly distorted, even causing headaches or issues with depth perception. Eventually, your brain adapts and everything is “normal” again. The point is that your brain is doing the work of constructing your perceived reality, which may or may not be an accurate reconstruction of actual reality.


We know of other animals that have evolved with the ability to detect all sorts of cool things we humans cannot. Take for example the mantis shrimp; the mantis shrimp not only detects polarization of light, but while we simple humans typically have what is called “trichromatic vision” (three types of color receptors in our eyes, roughly red, green, and blue), some species of mantis shrimp have sixteen!3 Curiously, some people are born with a fourth type of color receptor, making them “tetrachromats,” which seems like a superpower.4


Are there other things that our five senses have not evolved to detect? How might we perceive the world differently if we could? The fact is, we simply do not have direct access to reality with our senses. This is acutely important to keep in mind when contemplating how much of the universe we understand.


My goal here is to entice you to start questioning your own knowledge, and why you believe the things that you do. As the late physicist and famed Nobel laureate Richard Feynman is quoted as saying, “The first principle is that you must not fool yourself, and you are the easiest person to fool.”5 Here is a question to ask yourself: What evidence would cause you to change one of your beliefs? For example, what would be required to convince you that your birthday is not when you think it is? Or that the Earth is flat? Or that you are a computer simulation? If you could, in principle, change your belief based on new evidence, then your belief is said to be “defeasible.” This is a great word, and at the core of science. I challenge you to try to work this word into a conversation at some point today, just for fun. To make progress in science, we must be willing to change what we believe to be true about the universe based on new evidence. And we are always getting new evidence. The general goal is to get those three circles in the Venn diagram of “believed,” “true,” and “justified” to overlap to the greatest extent possible.


The problem is that changing what you believe is hard. In fact, our brains are wired with a tendency to both seek out and interpret information in ways that support what we already think (I mean, just look at social media). This is stunningly shortsighted of our brains and can leave us deeply misled. We also tend to shy away from experiencing cognitive dissonance, which is that stressful feeling when you are trying to hold inconsistent ideas in your head at the same time. To solve some of the greatest mysteries in the universe, we must be willing to push ourselves out of our comfort zone and try to make sense of things that don’t appear to make sense.


What We Take for Granted (Axioms and Cats)


As much as we might sometimes hate to admit it, we must make a host of assumptions in daily life. Yes, it is much better to have actual facts that we know, but we must also acknowledge that things we truly know with certainty are rare. When it comes to formal logic, we call these assumptions “axioms.” An assumption doesn’t have to actually be true to be an axiom, it just has to be something you take as given for the sake of an argument (or logical structure). For example, you could take 1 + 1 = 2 as an axiom, which for most normal people seems self-evident (although as you read earlier, Russell and Whitehead might beg to differ). You could also take 1 + 1 = 0.5 as an axiom. That seems less self-evident. But given the assumption that 1 + 1 = 0.5, you could hypothetically try to start building a logical structure based on that and see what happens.


When it comes to trying to understand the universe, we tend to think of axioms in two ways:




1. The standard axiom: things/ideas/concepts that we generally believe are true. If we assume these things/ideas/concepts are true, there are implications for how we understand theories and interpret data.


2. The “What if?” axiom: things/ideas/concepts that we don’t necessarily think are true, but what if they were? This type of thinking, of questioning fundamental assumptions, is often what leads to the biggest breakthroughs in science. It also requires creative thinking and gaming out scenarios.





We rely on axioms in our daily life just to make sense of the world. When my children were infants, I was fascinated watching them interact with the world around them and slowly start building up the expansive set of things we just take for granted as the way things are. I suspect that you might also take it as given that gravity pulls things down, that you are alive, or that time always flows at the same rate. Really, any fundamental things you might take as self-evident get built into your worldview. How would your worldview have to be different if a particular axiom you held were untrue? Whatever the alter-axiom is could be a fun premise for a speculative fiction novel.


Some of the most famous axioms are often referred to as “Aristotle’s laws of thought” (although to give appropriate credit, similar ideas are found in Indian Logic back to the sixth century BCE). I think you will agree that these axioms seem pretty self-evident, especially when it comes to cats:6

















	Name


	Axiom


	Example


	Cats






	Identity


	A thing is equal to itself.


	A = A


	A cat is a cat.






	
Excluded

Middle



	
A thing must

have some characteristic

or

not have that characteristic.



	
A = B

or

A ≠ B



	
The cat is alive

or

the cat is not alive.







	
Non-

contradiction



	
A thing cannot both have a characteristic and

not have that characteristic.



	
A cannot both = B

and ≠ B.



	
The cat cannot

be both

alive and dead.








These “laws of thought” seem solid, right? Because these axioms seem so exceedingly self-evident, it is hard to imagine how they could possibly be untrue. But then this physics theory called “quantum mechanics” makes a spectacular entrance.


If you haven’t encountered quantum mechanics until this point in your life, you stand a better chance of being a nice, normal, well-adjusted person. As the late Richard Feynman is often credited with saying, “If you think you understand quantum mechanics, you don’t understand quantum mechanics.”7


Why does quantum mechanics cause Nobel Prize–winning physicists to question reality? Well, the math is complex, sure, but that is not out of the ordinary in high-level physics. The real issue with quantum mechanics is that it calls into question those extremely obvious and self-evident laws of thought. For example, in the most well-known example of a cat making a cameo in physics, Erwin Schrödinger proposed a thought experiment (no actual cats were harmed, only hypothetical cats) in which, according to one interpretation of quantum mechanics, a cat is both alive and dead at the same time. The poor cat is suspended in this state of superposition until the box it’s in is opened and the quantum mechanical description of the cat is forced into alignment with Aristotle’s laws of thought.


There are plenty of other cat-free examples of axioms that might seem obvious in one frame of reference but get cruelly smashed when we change how we think about things. Take Euclidean geometry for example. Remember the axiom that parallel lines never intersect? Draw two parallel lines on a piece of scrap paper and test it. Despite the fact that your lines are probably not exactly parallel because you are human, your test probably supported this axiom. So, this axiom works great. As long as you are drawing on a flat surface. If you happen to have something spherical at hand, go try the experiment. How’d that turn out for you? There are a whole set of axioms that work perfectly well in flat space (also known as “Euclidean space”) but fail if we try them in other situations. The lesson embedded here: just because an axiom seems to hold true on your kitchen table, doesn’t mean it holds true beyond our experience or ability to test it.


The point is that even axioms that seem so blatantly self-evident as the laws of thought are not sacrosanct. And that should make you question your grip on reality. Axioms that may appear to hold up in your tiny little corner of existence may well not be universal truths. The sooner you internalize that, the better.


Still, here we are trying to do our best to understand reality. Instead of just throwing up our hands and giving up, we’ve leaned into empirical inquiry to test our assumptions and ideas when we can.


Empirical Inquiry on a Deserted Island


At this point, you may well be thinking, “Then how do we know anything at all?” Good question. Maybe we don’t. But trying to figure things out is more fun than giving up. Also, it helps us stay alive (we think, but that is an unprovable axiom).


Imagine a scene out of a bad movie in which you’re on a plane that has crashed into a remote jungle and you are trying to survive. How do you figure out what you can eat without poisoning yourself?


Here is one option: figure out what other animals are eating and what they are avoiding. That bright yellow berry no animal has touched? Maybe not the best idea to eat. Those lovely, sumptuous fig-like things the unidentifiable reptile is eating? Could work.


Are you sure if you pop it in your mouth you won’t die? Better test it first. There is actually a whole long process called the “universal edibility test.” It goes roughly like this:




a. Smell it. If it smells really bad, don’t eat. If not, continue.


b. Put some on your skin.


c. Did you get a rash, go numb, or start burning? Don’t eat. If not, continue.


d. Prepare a small portion and touch it to your lips and wait. See (c).


e. Put a small amount in your mouth and wait. See (c).


f. Swallow a teeny tiny bite and wait (like hours). Are you still alive? Continue with cautiously eating.*


* If you plan to get lost in the jungle, please find actual survival advice from experts and not an astrophysicist.


What if one of those tests failed, but you’re still alive, and now even more hungry than you were? Guess you better reassess whether that unidentified reptile had the best choice of culinary habits to mimic. Oh, look over there—that thing looks like a deer! At least it is a mammal. Let’s go watch what it eats (and what it avoids). But even that isn’t foolproof—for example, the aptly named “deadly nightshade” (or belladonna) can be fatal to humans, but other mammals, like cows and rabbits, don’t seem bothered by it. Or poison ivy, which goats can munch on unharmed with wild abandon. On the other hand, there is chocolate. If you find a chocolate bar on the island, that is a real treasure and may have you questioning your “deserted island” situation. But many animals (including dogs, cats, and bears) can’t metabolize a chemical in chocolate called “theobromine,” which is toxic to them.


The morals of the deserted island lesson are (1) be very careful about the assumptions you make in the process of empirical inquiry, and (2) also maybe don’t get stuck on a deserted island.


The universal edibility test is a great example of the scientific method. The thing about the scientific method that can get annoying is that you never actually Prove anything (with a capital P). All you can do is keep throwing harder tests at any given explanation to see if it passes, which brings us to “the loop.” Test the theory. If the theory passes the test, come up with an independent or more challenging test. Repeat. The more times you go around the loop, the more confident you are in your explanation. Been around the loop a single time with an easy test to pass? Maybe don’t eat the fruit-like thing you found just yet.


We’re getting knee deep in some science vocab here, and it’s important that you understand what scientists mean when they use certain words (it may not surprise you to know that what scientists mean is sometimes different than what you might encounter in the normal world of people who don’t care why gravity works).


A hypothesis, a theory, and a law walk into a club looking for the perfect explanation:


Hypothesis says, “I think you’re really smart.”


Theory says, “Let’s go on a few dates.”


Law says, “I’m ready to commit for life.”


“Hypothesis” is a fancy word for “guess.” Even better if it is an educated guess or based on some insight or intuition. If all your hypotheses turn out to be correct, you are probably not thinking creatively enough. If solutions to unsolved mysteries were obvious, we would have figured out the answers by now. So, don’t shy away from crazy ideas. Crazy ideas sometimes turn out to be correct. But your crazy idea does need to be, in principle, testable. Is your idea testable? Congratulations, you may proceed with doing science.


“Theory” does not mean the same thing to scientists as it usually does in a crime show on TV. If you’re chatting with your nonscientist friend and they say they “have a theory” about something, probably what they mean is they have an educated guess. We have a ten-letter word for “guess” that starts with H. When a scientist uses the word “theory” in a scientific context (and not at a party, where we sometimes try to blend in and speak like normal people), what they mean is an “explanation” that appears to fit the facts and data so far. A good theory needs to be able to make predictions that can be tested, and you never know—the next big test of the theory might break it. The harder the test is to pass, the better.


Once we’ve tested a theory over and over and over (going around and around the loop), and the tests have gotten harder and harder, we might finally call it a “law,” which is code for “This theory has passed every test with flying colors, and we are pretty much running out of ideas to test it.” In this context, a law is as close to something being proven as science gets. However, be warned, even in science, there are a lot of things and concepts that are mislabeled, because what fun would it be if there weren’t exceptions to the rule? For example, the theory of general relativity is pretty much as close to a law as anything we have, but it has “theory” right there in the name, just to confuse unwary students. Likewise, Newton’s law of gravity is not only not a law, it isn’t actually correct—the law of gravity does a passable job here on Earth, but ultimately it is just an approximation that only works under limited conditions (not to throw shade at Newton or cause you to distrust your high school science teacher). But don’t feel too bad for Newton—he did get a “law” named after him, and that is a big accolade in science.8


Can We at Least Disprove Things?


If we can never actually Prove anything (with a capital P), can we at least disprove things? Then we could effectively prove things by disproving all the other options. As Arthur Conan Doyle famously wrote, “Once you eliminate the impossible, whatever remains, no matter how improbable, must be the truth.” One clear problem with this approach is that it relies on you knowing every other possibility. It also depends on your ability to disprove these other options.


Disproving things gets complicated, and how we address this depends on whether we are talking about being practical or being sticklers for strict logic. Let’s go back to the deserted island scenario for an example. You have your hypothesis that because some mammal-like creature appeared to be eating that fruit-like thing, it might be safe for you to eat. So, you rub some on your skin and break out in a nasty rash. Does that disprove your theory that you can eat it? For practical purposes, probably yes. But we can also hypothesize other explanations for what might have caused the rash besides the fruit-like thing being poisonous to you. For example, (maybe) earlier in the day, unbeknownst to you, another animal with poisonous saliva spit on the fruit-like thing, in which case, all you need to do is wash the fruit-like thing off before eating it. We can come up with increasingly far-fetched explanations, but if you are trying not to die in the jungle, maybe don’t venture too far away from the practical.


From a purely philosophical standpoint, if you cannot prove anything to be true, that means you cannot prove any of your premises to be true, or any of your experimental steps to be unflawed (because these things also fall under the very large umbrella category of “anything”). Ultimately, this line of logic means that you cannot 100 percent prove anything to be false.


Here we run smack into a principle known as “Occam’s razor,” which is often turned to as an arbiter of the “best” explanation. But be wary, valiant reader: just because something is the “best” explanation, does not mean it is correct. If you haven’t encountered Occam’s razor, it goes like this: for any given set of data or observations, there are countless possible explanations. But the explanation that requires the smallest number of ad hoc assumptions is most likely to be correct. Note: I did not say that the particular explanation at hand is correct, only that in a statistical sense, the greater number of crazy assumptions we have to make, the less likely that explanation is to be correct.


Let’s try an actual scenario:


Say a professor came to class from their office. The simplest path they might have taken could be to have walked directly on the shortest possible route between their office and class. On most days this might be what they do. But perhaps today, they needed to stop by a colleague’s office first to drop something off. Or maybe they desperately needed coffee before trying to teach the class something (does the professor have coffee with them?). Or maybe, they went by their colleague’s office, they both went to get coffee, then decided they had time for a nice stroll around the campus pond before the professor came to class. None of these paths are totally outlandish. But if you had to place a bet, without any additional data, which one would you pick? If your professor is carrying a coffee cup with a store logo, that observation could count as “data” that needs to be accounted for in your explanation. Or if the professor walks in with their shoes soaking wet on an otherwise dry day, you might try to build that into your explanation, making the pond route ever more likely.


We could add in some much crazier paths. For example, the professor left their office very early this morning, flew to a different city, gave a talk, and flew back just in time for class. Is it possible? Sure. Likely? Probably not. Unless the professor walks into class with a suitcase and exclaims, “I just got back from DC where I gave a talk!,” for example. But the simplest explanation that fits the data you have in hand is generally the most likely to be correct according to Occam and his razor.


Ultimately, when it comes to proving or disproving things in science, you will find researchers saying a lot of things like:


“The results are consistent with the theory of…”


This phrasing is code for “The data might support the theory, but we are not willing to go so far as to use the word ‘prove.’”


Or, if you are not averse to double negatives, a time-worn favorite:


“The results are not inconsistent with the theory of…”


This phrasing is code for “The data don’t rule out or support that theory, but we want to sound more scientific than just saying it that way.”


However, sometimes crazy things turn out to be true, and we have to be open to the next experiment throwing a wrench in our theory. Have you ever heard of the Mpemba effect? Probably not. Under very special circumstances, hot water can freeze faster than cold water. Does that defy your intuition and lived experience? Good. Let that be a lesson.


Positivism Run Amok


If you haven’t encountered positivism before, let’s start by just nipping an understandable misconception in the bud; positivism has nothing to do with being a happy and optimistic person (although I suppose one can be both positive and a positivist, but I know a lot of cranky positivists). The term “positivism” is derived from the French positif (which, in turn, comes from the Latin positivus), roughly meaning “to put or place,” as in “position.” In this case, being “positive” takes the valence of being “certain.” In terms of philosophy, positivism refers to the conviction that the only meaningful measure of reality is obtained from logic, reason, and experiment. Given this definition of positivism, I hope you can see that it has an important role in science and the scientific method.


I’m pretty much on board with much of positivism (which has many variants, not unlike the range of Protestant denominations, which agree on some overarching things and differ on a host of more nuanced issues). My own belief in the importance of empirical inquiry is not surprising, given that I’m a scientist. However, I have my limit. There is an extreme version of positivism that contends that no meaningful reality exists outside of logic, reason, and experiment. To my ear, this version of positivism is dripping with unjustified confidence in the narrow range of things we humans have evolved to do, sense, and think about. Denying any reality other than that which we can perceive and test strikes me as myopic and a path to dead ends. If we aren’t at least a tiny bit open to things outside our currently empirically testable reality being true, we are cutting ourselves off from all sorts of possibilities—possibilities that may one day even be testable. Cue the second of the late Arthur C. Clarke’s three laws, “The only way of discovering the limits of the possible is to venture a little way past them into the impossible.”


Because of my own philosophical position, I am willing to entertain ideas that are not currently testable (and may never be testable) as part of reality. But considering something and believing something are not one and the same.


Logic, Fallacies, and Ice Cream


Trying to understand the universe also depends on our ability to apply logic, which is one of the most important assets among the meager tools humans have. The problem is that our human brains also fall prey to tricks and shortcuts that can lead us astray. I won’t go into an exhaustive list of logical fallacies here (you’re welcome), but just highlight a few that seem to be common when discussing science and the universe.


Correlation and causation. As the saying goes, everyone who confuses correlation and causation dies. This fallacy also goes by the much fancier Latin term Cum hoc, ergo propter hoc, if you want to impress people at parties (make sure you say it with a pretentious accent). The Latin translates into “with this, therefore because of this.” We get tricked by this fallacy because lots of things appear to be related (we call this “correlated”) because they are causally connected. For example, there is a causal relationship between how much cayenne pepper I accidentally spill in a recipe and how spicy the resulting meal is. We could make a plot of these variables, and there would be a nice tidy correlation that is, in fact, causal. However, the inverse is not true: a nice tidy correlation does not require causation.


For example, there is a correlation between ice cream sales and violent crime rates; the hot summer months see the most action in each.9 Because ice cream sales and violent crime rates are both causally connected to the season, they are also correlated with each other, and this is where our brains can get tricked if we are not careful. Because sometimes correlations do, in fact, imply causation, it is tempting to take a shortcut and assume they always do. In the ice cream and crime example, you might (wrongly) infer that violent crimes cause people to want to eat ice cream, or alternately, that eating ice cream causes people to commit violent crimes, and that would just plain suck.


After this. Now that you’re getting your Latin down, here is a related fallacy: Post hoc, ergo propter hoc, or “After this, therefore because of this.” The difference between this fallacy and Cum hoc, ergo propter hoc is that here we aren’t talking about correlations but rather discrete causal events. For example, there used to be a cupcake bakery where I live that made special lemon cupcakes that were said to induce labor in women in the late stages of pregnancy. The bakery advertised great numbers of women who had given birth within forty-eight hours of eating one of these magical lemon cupcakes—and I am one of them. What else could have possibly caused all of us to go into labor? Shockingly, pregnant women who are past their due date tend to give birth pretty soon. In my case, I was already almost two weeks overdue with this baby when I was gifted the lemon cupcakes. Still, lemon-drop cupcakes are a thing for pregnant women (go ahead, search the internet, it won’t disappoint). Maybe it is just a thinly veiled excuse to eat delicious cupcakes, and if you are pregnant and two weeks past your due date, as far as I’m concerned, you’ve earned those cupcakes.


We are exceedingly easy to dupe with this fallacy because we really like tidy causal relationships, especially when things might seem outside of our control. The bottom line is that just because X happened after Y doesn’t mean that X caused Y.


False dichotomy. You’re with us or you’re against us. Sound familiar? Parsing the world into separate little buckets of opposites sure does help to simplify things. Too bad it doesn’t always work.


There are two different ways you might visualize the options besides “with us” and “against us.” It could be that “with” and “against” are clearly defined categories, but there are positions that don’t fall in either. It could also be that “with” and “against” are just the opposite extremes on a continuum, and people can fall anywhere in the middle (like being 90 percent with us or 60 percent against us).


It could also be that we just aren’t aware of other categories or possibilities. Imagine that you are completely color-blind and only see shades of gray. In this case you would be able to put the gray level of everything you see on a scale between white and black. But then someone told you about color! You’ve never seen color, so this is an abstract concept, but suddenly your simple grayscale system needs to have an entirely new dimension to it. The lesson is that assuming you know all the options based on your experiences is not solid ground.


To be clear, there is nothing special about “dichotomy” (meaning two options), as opposed to “trichotomy” (three), “quadchotomy” (four), and so on. It really doesn’t matter how many bins we create with labels to put things in, most things in the universe fall on a continuum. A classic example is the rainbow. I grew up learning the rainbow song lyrics “Red, orange, yellow, green, blue, purple / Those are the colors of the rainbow.” Maybe that is true for elementary school color theory, but it is also fundamentally wrong—the rainbow could be subdivided into a virtually infinite number of colors (down to the quantum limit) and extends far beyond what the human eye can detect (admittedly, this extended rainbow makes for a terrible song to teach elementary schoolkids). Because there are six categories of color in the elementary school case (or seven if you learned your colors as “Roy G. Biv”), you could call it a “sexchotomy,” but I don’t see that term ever coming into fashion.


We firmly encounter the physics version of the false dichotomy fallacy when we think about whether light is a particle or a wave; it turns out that the nature of light isn’t so straightforward. In the case of light, in hindsight we can see that our preconstructed dichotomy broke down. To this end, when we are thinking about possible resolutions to the mysteries in this book, we need to have “or something we haven’t thought of yet” as an option.


Argument from ignorance, also known as the “‘God of the gaps’ fallacy.” Simplified, this fallacy goes along the lines of “If I don’t understand something, it must be due to a supernatural being.” So baldly stated, it seems obvious that a vast category of possible options is excluded, which might be called “things that are not supernatural and have explanations that I don’t understand.” Or more generally, apropos of this book, “things that humans don’t understand (yet) but that are not supernatural.” Note: this isn’t to say (and I am not saying) that supernatural things don’t exist. But rather, assuming you are clever enough to understand everything in the universe that isn’t supernatural is… well… stupid.10 Can you think of examples of this fallacy that you’ve encountered? If not, please go search on “Bill O’Reilly and tides.”


In fact, there is a danger in using this argument to support the existence of the supernatural, as articulated by the German anti-Nazi theologian Dietrich Bonhoeffer:


How wrong it is to use God as a stopgap for the incompleteness of our knowledge. If in fact the frontiers of knowledge are being pushed further and further back (and that is bound to be the case), then God is being pushed back with them, and is therefore continually in retreat. We are to find God in what we know, not in what we don’t know.


The take-home point: just because you don’t understand something doesn’t mean a supernatural explanation is required. The corollary is also true: just because you think you understand something does not prove divine intervention wasn’t involved. So be careful. If it were easy to prove or disprove the supernatural, we would have done so a long time ago.


Equivocation. Some words or terms have more than one meaning, and this allows them to be misused in a way that can make arguments misleading. For example, in science we run into this a lot with the word “theory.” As discussed at the beginning of this chapter, when scientists use this word in a scientific context, it means “a hypothesis that has been tested quite a bit and it has held up.” But in the colloquial sense, “theory” is used to mean something more like a guess. This leads to situations like people saying, “You shouldn’t believe in the theory of evolution because it is only a theory.”


Genetic fallacies. A large set of fallacies fall under an umbrella that impugns their origins. Indeed, called “genetic fallacies”—from the Greek word genesis, for “origins”—they are about mistaking the credibility of a source for a measure of an idea’s truth. One of these, the fallacist’s fallacy, assumes that a conclusion is false because the argument for it isn’t valid. Another, the appeal to authority, says that something’s truth value depends on who makes the claim. And then the ad hominem, which is not an attack on an idea, but simply on the person who made it.


Aside from the practical value of finding these fallacies in daily life, it is essential that we try to keep these fallacies at bay as we embark on thinking about great mysteries in the universe. When our brains have very little actual information to use, they are extra good at jumping to conclusions, seeing patterns, and drawing connections that may not exist.


Every one of the coming chapters requires us to think carefully about what it means for us to “know” anything. Empirical inquiry, math, and logic can take us to the outer reaches of modern science, but some of the most vexing questions lie beyond the reach of these tools. As we embark on a journey through some of the bewildering unsolved mysteries in the universe, we will frequently refer to this chapter and if, or how, we know anything at all.
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From this proposition it will follow, when arithmetical addition has been
defined, that 1 +1=2.
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