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INTRODUCTION

Why Gadgets Betray Us

In the seconds before the Pembroke-Swansea special came barreling down the railroad tracks to crush her car, Paula Ceely sensed something was wrong. Shortly after nightfall, the twenty-year-old college student had gotten out of her car in the pouring rain to open a gate blocking the road ahead. Ceely had used a borrowed TomTom mobile GPS unit to navigate the nearly 150 miles of rural road from Redditch, Worcestershire, in England, to her boyfriend’s parents’ house in Carmarthenshire, in Wales. It was her first visit. Judging by the illuminated GPS display on the dashboard gadget, Ceely was just a few miles shy of her final destination, and the road ahead should have been clear. When Ceely started opening what she thought was a farmer’s access gate, common in rural England, she did not realize there were railroad tracks underfoot until the train, blowing its whistle, slammed into the tiny Renault Clio behind her. “I could feel the air just pass me,” Ceely told the BBC shortly afterward, “and then my car just did a 360 degree turn on the tracks and was knocked to the other side.”1


Ceely is not alone. In late 2006 and early 2007, a miniepidemic of mobile-GPS-related mishap stories was making headlines worldwide: A forty-three-year-old man in Bremen, Germany, turned left when instructed and drove his Audi right onto a tramway2; another twenty-year-old woman in England followed her dashboard GPS and drove her  Mercedes SL500 down a closed road outside the village of Sheepy Magna and into the swollen nearby river Sence,3 and a man in Australia turned off a highway prematurely, driving through a construction site before stopping his SUV on the concrete steps of a new building.4


Reading these accounts one might conclude that consumer-grade dashboard GPS systems are, collectively, at fault. They’re not.5 Different vendors have sold millions of GPS-enabled gadgets for use in private airplanes, cars, and boats since the mid-1990s. ABI Research predicts that over 900 million people will use GPS navigation programs, available in both dashboard gadgets and via mobile phone, by 2013.6


Something else was happening when these commercially available GPS-enabled gadgets started hitting the larger population—something more fundamental. Instead of lifting our heads, looking around, and thinking for ourselves, some of us no longer saw the world as human beings have for thousands of years and simply accepted whatever our gadgets showed us.

Our need to know where we are is primal, and mobile gadgets give us that means in a way never before possible in human history. For many of us, myself included, it is an understatement to say that people today can’t live without their technology. It’s addictive. But in order to reach the masses, technology vendors have taken shortcuts. Software wizards whisk us through otherwise complex configuration settings, interfaces today have fewer and fewer options for advanced settings, and consumer goods are produced to be magic boxes whose internal components don’t involve the end user. Along the way, we’ve introduced some unintended consequences.

What if our dashboard GPS gadgets deliberately misled us? GPS gadgets in our cars don’t just provide navigation; they also warn us of upcoming road closures or accidents. What if they lied?

In the spring of 2007, Andrea Barisani and Daniele Bianco showed a video at the 2007 CanSecWest security conference in Vancouver, British Columbia, in which Barisani’s 2006 Honda Civic GPS displayed a text alert warning of a terrorist threat near his home in Trieste, Italy.7 This alert information doesn’t come from satellites locked in geosynchronous orbit; rather, traffic alerts are sent locally via a ten-year-old  radio protocol that satellite radio stations use to populate song names and details on dashboard entertainment screens. It didn’t take long before someone figured out how to manipulate this protocol. The researchers’ experiment was performed with a very limited scope so as not to interfere with other vehicles on nearby roads. And not all of the project was quite so hair-raising or serious. For their first attempt at injecting rogue messages into consumer GPS gadgets, the two Italian researchers popped up innocuous notifications such as “Bullfights Ahead.”

Since roadside GPS alerts are not encrypted, anyone with the right equipment and knowledge of the signal used by the dashboard gadget could do this. The reverse is also true: Someone could block an emergency message in what is known as a denial-of-service attack. Thus, anyone with a low-power radio transmitter who knows the frequency used by a GPS unit can broadcast information—true or false—to passing travelers. While such ad hoc broadcasting is illegal in the United States, this is not the case in other countries.

Newer GPS gadgets use satellite-based alerts, which are much harder to spoof, although they also use unencrypted satellite signals. But older GPS units still relying on FM signals remain vulnerable to such an attack. Given that today we have a tendency to abdicate our common sense and simply trust these tiny wafers of silicon, if this book accomplishes only one goal, I hope it is that you will become much more skeptical about all the new gee-whiz gadgets coming our way.




1. 

Not only can people send false information to our gadgets, they can also obtain personal data from us without our knowledge. The iPhone, for example, does not use GPS for its location services. Apple decided that tracing a phone’s Wi-Fi Internet connection to a physical location holds significant promise over GPS.8 Microsoft and Google have their own Wi-Fi location services. However, Wi-Fi is not necessarily superior to GPS for geolocation; it’s just more convenient.

In 2008, a team of researchers in Zurich, Switzerland, found ways in which the Apple Wi-Fi location network could be compromised.9 The  iPad, iPhone, and iPod Touch gadgets query the nearest wireless access points—say an Internet café, a business, or a local residence—and transmit that information to a database, where it is correlated with a physical address (longitude and latitude). The Swiss researchers, however, fed this service incorrect information, telling the Apple service that the iPhone was in New York City when it was still in Zurich. But what if this vulnerability could be used with a more ominous intent?

Two years earlier, security researcher Terry Stenvold published similar findings in 2600, a popular and well-known hacker magazine.10 Stenvold found that he could steal someone else’s hardware specifications—for example, the unique ID of a mobile phone or the unique hardware ID of a laptop—then upload that information to a location service and have the service tell him that person’s current location.11 Here technology could be used surreptitiously to track, for example, an ex-girlfriend’s current location.

Already third parties can capture our location information and store it for an indefinite period. Have we considered the long-term consequences of this? How might a random trip to a seedy part of town look ten years later? What if it wasn’t random? With enough data, what hidden patterns of obsessive behavior might emerge? Or, what if we could spoof our current location to make it appear that we are always at work when we are really not? Should we trust such location data? If this book accomplishes a second goal, I hope it will be to create an awareness of the various ways common gadgets can leak personal information.
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When Gadgets Betray Us, if you haven’t already guessed, is a book about breaking things and not necessarily putting them back together. It is about hardware hacking, a relatively new area of research and concern: how our cars are vulnerable to attack, how our mobile phone conversations can be intercepted, how our contactless credit cards, driver’s licenses, and passports can all be copied at a distance. The addition of basic authentication and strong encryption to most hardware would significantly reduce the vulnerabilities described in this book; yet, hardware  manufacturers have so far shown little interest in securing their gadgets. Only by being more aware of the risk can consumers choose wisely.

There is a dark side, a secret life, to our smart phones, MP3 players, digital cameras, and new wireless laptops that most of us never glimpse—that is, until something goes terribly awry. We no longer read the manual before powering on; we demand intuitive interfaces that appear up and running right away, while often masking important security settings. Studies show consumers want complexity, perceiving gadgets with more capabilities as having more value, even if we don’t understand how they work.

But how we use our gadgets is only half of the problem; the other half is the hardware itself. We fail to recognize that these same gadgets can fail. Or that they can be made to lie. Or track our every move.

“I don’t trust many hardware devices. It’s scary,” said Joe Grand, president of the San Francisco-based Grand Idea Studio and cohost of the Discovery Channel’s Prototype This. “People using products today don’t often think about what the gadget is actually doing. The product is helping you do whatever it is you want, but it might also be watching you or doing something nefarious.”12


As a young hacker and now a hardware designer, Grand has seen both sides of the problem. For example, our desktop computers didn’t leak personal data until they were connected to the Internet. “Once you allow a system to connect to a network,” Grand said, “then it’s open to a whole different side of attacks. You don’t even need to be a hardware hacker. You could be a network hacker or a software hacker. Now you’re in a brand-new world.”

The convenience of having little chips inside a toaster to make a perfectly browned piece of bread is nice, but when we add to the toaster the ability to connect to the Internet and order more bread, that opens us up to unintended consequences. Your toaster could someday become the victim of a denial-of-service attack, unable to operate because some remote party has reprogrammed its firmware. This might sound funny, but when applied to other gadgets such as implanted medical devices, it isn’t.

Grand cited another example: “Monitoring your driving activity could be used by automobile manufacturers to improve the car’s performance and safety, but it could also be used by insurance companies to verify you weren’t speeding when you crashed into that tree.” Grand isn’t being paranoid; he’s right. “I think your microwave probably isn’t tracking how often you use it,” he said, “but your car might be.”

The hardware industry’s rebuttal that the exploits depicted in this book are beyond the average criminal’s resources is no longer true. The more complex technology becomes, the easier a gadget is to break. Cybercriminals don’t necessarily have to know more than we do about a given technology; they just need to know how to defeat it. A group of young carjackers in Indonesia, for instance, will, out of frustration when confronted with a state-of-the-art biometric-protected luxury auto, simply cut off the victim’s index finger and use the severed digit’s fingerprint to steal the vehicle. In another take on this criminal realm, a streetwise thug in Prague who today uses a laptop with software downloaded from the Internet to steal cars is essentially no smarter than the thief who used a screwdriver and a pair of scissors to hot-wire a car ten years ago.

Thanks to a combination of Moore’s Law (which says the number of transistors placed on a chip will double every two years) and the passage of time, the costs of hardware attacks have come down dramatically. 13 For example, an individual with a modern dual-core processor in a Dell laptop, loaded with the right software, can defeat a twenty-year-old encryption algorithm not in a matter of days but in a matter of minutes.

Another hardware industry response maintains that public vulnerability disclosures from security researchers help criminals. But whether or not they are disclosed, the hardware flaws are probably already known by the criminal community. We speak of exploited vulnerabilities previously unknown to computer software vendors—“zero days”—being traded by criminals openly on Internet black markets; without a good-guy security research community finding and reporting these today, the same is happening with hardware. However, hardware manufacturers have sometimes threatened researchers mentioned in  this book with legal action if their work is disclosed. To protect us all, that culture needs to be changed.

Finally, the hardware industry cites the considerable resources needed to defeat their networks. Except attackers today do not need sophisticated computer coding skills; gibberish code can also make a gadget fail, and in a pacemaker that can be lethal.

Security researcher Deviant Ollam, a lock picker and physical security consultant, echoes the concerns of others in saying hardware manufacturers are where software vendors were with security concerns twenty years ago. The lock manufacturers tend to belittle researchers like him, he said, “which is fine if you are making an unpickable product. But no one is making an unpickable product. Everyone has a weakness. And you should be embracing people who will tell you about it.”14


There is a fine line between useful and malicious hacking, which blurs the distinction between “good” and “bad” in this book. The idea that someone like Joe Grand or Deviant Ollam can make an honest living breaking the gadgets that you and I use every day might seem ludicrous; yet, there is a desperate need for this research and for the security conferences that openly discuss the varied activities of cybercriminals. If this book accomplishes a third thing, I hope it will be to start a constructive dialogue between the manufacturers and the research community around security.




3. 

In the physical world, we’re quite adept at sensing danger. Our ears prick up at strange sounds; our skin tingles when something doesn’t feel quite right; we notice subtle body language in a stranger that makes us suspicious. We are hardwired to recognize the authenticity of another human being by a look in the eye or a firm handshake; yet, most of our authentication today occurs digitally, by voice, text, or e-mail, via subatomic particles moving at the speed of light. We don’t know when someone tries to extract personal information from us or eavesdrop using our mobile phone. And whenever we do use technology to authenticate another person, too often we invest in simplistic filters or  imperfect biometrics that result in many false positives. In the most extreme cases, these flawed biometric systems even send innocent people to jail for crimes they did not commit.

With technology we simply haven’t evolved our survival instincts. We often make leaps of faith with new technologies based on very few criteria. Gadgets today are so complex that often we’re just happy to get a new product working—and too intimidated to change its default settings afterward. Yet, we should change those settings.

Gadget manufacturers that simplify their complex technologies only give us the illusion of control, and this in turn opens the door to greater risk. Remember Paula Ceely? We may not always be aware of this danger, placing our confidence in electronic gadgets that greatly simplify the real world or entrusting them with our fates—or with personal information that we once locked away in safety deposit boxes. Yet others will use our naiveté against us.

With gadgets we believe that a new technology—such as antitheft circuitry in our cars—somehow trumps all the real-world experience we’ve gained over the years. Instead, we should be layering our defenses—such as parking in well-lit spaces, using a physical lock on the steering wheel or brake pedal, and applying antitheft technology—adding rather than subtracting security. But human nature is such that we prefer convenience over effort. We lock only the outermost doors on our houses because 90 percent of the threat exists there. We may have sensors that tell us whether our windows have been opened, but they won’t tell us whether they have been broken out to let a criminal in. Similarly, we entrust the security of our cars—the most expensive purchase we make next to buying a house—to a single beep-beep. With keyless entry and remote-ignition cars, physical keys have morphed into a single gadget that both unlocks and starts the car with a touch of a button. But does this one gadget make the car any safer from theft?

While we may patch software flaws in our computers, we are not yet accustomed to patching security software flaws within our TVs and DVD players. The mobile phones we use are increasingly asked to provide more services—fast Internet connections, text messaging, applications,  e-mail, Web browsing. Yet, by recycling older networking protocols and standards that have been attacked in the past in order to meet future demands, we’re left vulnerable. Are we patching our mobile phones to new vulnerabilities? Are we thinking of our mobile phones as minicomputers?

And it is not just attacks we should be aware of. As a result of our misplaced trust in our gadgets, we’re leaving behind a trail of electronic bread crumbs that, when viewed in the aggregate, may suggest patterns others can exploit. Photocopiers remember our sensitive documents, and photos posted to the Internet reveal our location at the moment they were taken, invading our privacy without our knowledge. The consequences of having a tollbooth transponder monitor our daily comings and goings escapes most of us—until a divorce lawyer uses that rather bland data to construct a rich narrative about how we were, on certain afternoons between 4 and 6 p.m., having an affair.

By adding contactless broadcast systems to our worker-access badges, driver’s licenses, and passports, we’re speeding up the authentication process—but we’re also creating new kinds of identity theft. Cloning wireless signals is easy. With no authentication and often with little or no encryption, or with trivial encryption, I can become you without ever coming into physical contact with you or your papers or effects. Additionally, retailers are embedding RFID tags in the products we buy. While no personal information is revealed and the tags themselves have only serial numbers, collectively these product tags create a unique electronic proxy that becomes a de facto consumer, and this can now be tracked from store to store.

These electronic proxies, sometimes taken without our knowledge, are, however, no more accurate as representations than our biometric information, sometimes knowingly given. A fingerprint is often thought to provide a one-to-one match—except fingerprint matching is a myth.15 Biometrics miss much of the data that makes us unique, just as GPS gadgets cannot possibly account for every real-world roadside detail.

Perhaps one way to contend with all of this technological change is to converge all our disparate electronics down to just one gadget— if, on this one gadget, we also build in security first rather than bolting it on later. We seem never to forget our mobile phones; yet, we sometimes forget our car keys and our wallets. Perhaps such mobile phones, if designed securely, could hold our personal contacts, our to do lists, our credit cards, our music, our photos, and more. Today smart phones are such a mobile gadget. And unlike a physical wallet, if ever lost or stolen, a smart phone can, with additional software, be remotely locked or erased, thus rendered useless to a thief. But before we can successfully integrate technology fully into our everyday lives, we’ll need to change our behavior around gadgets and, in general, become much better informed about how they work and their various vulnerabilities.

In the seven chapters that follow, we’ll travel from the streets of Berlin, to Prague, Johannesburg, Los Angeles, New York, and elsewhere. We will meet people who have experienced firsthand how gadgets can and have betrayed us. The point is not to scare everyone away from technology—we’re too committed already—but to promote its intelligent use in our everyday lives and to effect wise behavior in order to minimize personal risk.





CHAPTER ONE

A False Sense of Secu rity

For most of us, that familiar beep-beep as we walk away through a parking lot or garage is enough assurance that our car is both locked and safe. Often a tiny flashing light on the dashboard also alerts would-be criminals that the car is protected by the latest form of antitheft security. And for the most part, that is true; a sophisticated set of encryption and electronics is at work inside. However, don’t be surprised to find your state-of-the-art, antitheft-protected vehicle stolen. Complex technology doesn’t necessarily raise the barrier for entry for cybercriminals; sometimes it does the exact opposite.

Just ask Czech-born Radko Soucek, a streetwise career car thief and unlikely example of a high-tech criminal. Soucek, now in his thirties, has been stealing cars since age eleven in a country that holds the unenviable reputation of having ten times more car thefts per year than any other European nation, according to the International Association of Auto Theft Investigators.1 Czech officials attribute most of the 51,000 thefts per year in that country to thieves who work in teams stealing cars, forging registrations, and stripping parts—organized crime, by any other name. Soucek works by himself. “You leave your car, lock it and walk around it toward your house: That’s how long I would need to take it,” he told the Prague Post.2


In the 1990s, as more and more European automotive manufacturers started incorporating computer technology into expensive Mercedes, BMWs, Ferraris, and Porsches, Soucek realized he could defeat the manufacturer’s antitheft software with his own. Lacking any formal computer training, he uses Internet-provided software, which is rapidly becoming available in Prague and elsewhere. From within Prague-Ruzynĕ Prison, Soucek said that twenty years ago all he needed was a pair of scissors to steal any Italian sports car. “Now you need a lot more technology.” He said he no longer uses dime-store implements; today he uses a laptop.

Gangs, like those operating on the streets of other European countries, often search for and steal particular high-end makes and models of cars. By specializing, it’s possible for these gangs to guess, through sheer trial and error, the electronic antitheft codes found in keyless entry fobs. Another possibility, one that’s more likely, is that they already know the vendor’s proprietary code algorithm (it was either stolen, purchased, or provided by an insider or someone within a dealership).

Codes used by these antitheft systems do not make us more secure; they make us complacent. We trust in them so much that we forget commonsense lessons, such as parking in a well-lighted spot, hiding valuables, or using an auxiliary locking mechanism on the wheel or the brake. We assume the high-tech solution is somehow better than past experience. We have become careless with our cars and our sense of what’s secure.

Security works best in layers. As we will see, antitheft technology in cars is actually going backward; instead of adding security, manufacturers are decreasing it by providing greater convenience to the driver. And we’re also to blame. We’re so confident in our belief that high technology is better than common sense that we’ll ignore the condition of the neighborhoods we park in and do without the benefit of The Club or other steering wheel-locking gadget.

Yet, the auto insurance industry disagrees. Clearly something has resulted in a decrease in auto thefts in the United States in the last few years. Preliminary U.S. Department of Justice figures for 2009 show a remarkable decrease of 17.9 percent in auto thefts.3 This follows a 12.7 percent decrease in 2008, 8.1 percent in 2007, 3.5 percent in 2006, 0.2 percent in 2005, and 1.9 percent in 2004. The National Insurance Crime  Bureau (NICB), a nonprofit organization that follows car theft, finds a similar six-year decline. NICB data show that 83 percent of the 366 metropolitan statistical areas within the United States reported lower thefts in 2009 than in 2008.4 Much of this decrease, I think, is the result of education and legislation and not, as the insurance industry claims, the increased use of antitheft gadgets.

Although it is impossible to say exactly how many auto thefts are the direct result of laptops emulating the digital codes issued by a standard key fob, it is more than a few.5 When he was arrested in 2006, Soucek had the data for 150 stolen cars on his laptop. “You could delete all the data from your laptop, but that’s not good for you because the more data you have, the bigger your possibilities,” he said.6


So, how hard is it to use a laptop to steal a new car?

First, we need to understand what’s happening when we unlock the door, insert the metal key into the ignition, and start a car today.7 Most cars use a keyless remote entry fob: You push a button, and the resulting radio signal either locks or unlocks the car’s doors; in some models, it opens the hatch or trunk. Using a tiny battery, the fob can broadcast a coded signal up to one hundred feet in order to make contact with the car, generating the beep-beep and the flash of headlights that audibly and visually identify your car in a crowded parking lot. The fob and car wirelessly exchange a series of nanosecond challenges and responses. If the car receives the expected code, it performs the function.

For added security, these codes are rolling, or what the industry calls hopping, codes. Both the keyless fob and the car use the same pseudorandom-number generator following a proprietary algorithm. When you lock or open your car door, both the car and fob store into memory the next code. If you hit your key fob while away from your car, the car and fob will fall out of sync. The car receiver solves this by accepting any of the next 256 possible codes. If you press the fob 257 times while far away from the car, however, you may not be able to resynch the fob with your car. It’s important to note that the key fob in this case only controls entry to the vehicle.

Once you are inside, a second antitheft technology, a static vehicle immobilizer chip embedded within the plastic base of the key, becomes  important. Immobilizers in the United States have been cited for the sharp decrease in auto thefts in recent years. Unlike with keyless entry, the immobilizer’s radio frequency identification (RFID) chip must be queried, or “energized,” externally by the car. After you insert the immobilizer key into to the ignition block, a transponder within the car (usually near the steering column) energizes and queries the chip inside the metal key. In exchange, the energized immobilizer chip broadcasts a lowfrequency code. The broadcast distance between the key and the immobilizer is only a few inches, so the key must be in the ignition slot.

Once the chip inside the physical key is validated, the immobilizer system unlocks the rest of the electronic systems in the car. Older cars use what are called fixed keys (one code per vehicle), while cars made today randomly generate and store new immobilizer codes after each use. Today immobilizer systems are no longer separate components of the car but bundled within the electronic subsystems.

Even without validation of the immobilizer chip, a car can be driven a short distance before locking up. A valet key, often provided by the dealer as a third key, lacks an immobilizer chip. The valet key exists to allow the valet to park the car a short distance away, not drive off on the freeway.

These two technologies—keyless entry and vehicle immobilizer chips—form the basis of most high-tech antitheft technologies in cars sold today. Both rely on RFID codes exchanged over the air. The flaw, if any, is that most cars use only forty-bit encryption for this; upon introduction in the 1990s, this was sufficient, but it is no longer adequate. The more bits of encryption, the harder it is for someone to guess or break the code. The more bits, the more processing time and resources you’ll need to do so. Forty bits used to take days to crack; now it takes much less time. Today 256 bits is considered strong encryption, but it is doubtful you’ll find a car on the street with that level of crypto.

That’s because chips today are much faster. Back in 1965, Intel’s Gordon Moore famously wrote in Electronics Magazine that the number of transistors on a given chip would double every two years .7,8 This exponential growth in computer processing power has lead to the more powerful, yet less expensive, computers we have today. And because of  trivial flaws inherent in the basic underlying design of some digital signature transponder (DST) devices or key fobs—be they manufacturer or third party provided—some cars today are more susceptible to laptop car thefts than others. And as Soucek demonstrates, it doesn’t take a genius to realize that.

In Radko Soucek’s favorite film, Gone in Sixty Seconds, Nicolas Cage’s character has a holy grail—one car that he has longed for but never stolen.9 For Soucek that car is the Mercedes Maybach. At prices close to US$500,000 each, only a few exist within the Czech Republic. Soucek knows where those cars can be found.

He has no doubt he could defeat the antitheft system in the Maybach if he got the chance. But Soucek has a much more immediate concern. In 2006, he was convicted of stealing at least 150 cars in Prague over a six-month period. He is currently serving a prison sentence.

That Soucek was so prolific and so successful is no surprise, given that he kept all his previous antitheft code keys on the hard drive of his laptop. He had to. As he successfully crunched the numbers of one car, he used the previous successful sequence to calculate the code of the next car from the same manufacturer. This is smart for a career criminal since Soucek, working independently of a gang, could build his own database, then learn to anticipate each new car’s individual code sequence through trial and error. But it’s also very risky. When authorities finally nabbed Soucek, they found more than enough evidence on his laptop’s hard drive to arrest him.

When Soucek gets out, he’s already got plans. He told the Prague Post he’s outgrown the Czech Republic; he might just take his act to France or Spain.

Or to the United States.

He said, “I would like to take my activities abroad to show them a little of how it’s done.”




1. 

Shortly after purchasing their new 2003 Honda Civic Hybrid, Brad Stone and his wife woke to find their new car (affectionately known as  Honky) missing from the San Francisco street where they’d parked it the night before.10 Stone still had his original set of keys. So did his wife. They even had their third valet key. Yet, someone had stolen their supposedly theft-proof car.

The Stones’ Honda reappeared a few weeks later not far from where it had been stolen. In fact the couple had called the police to inquire about its status only to learn that their car was accruing parking tickets a few streets away.11 Honky had not been stripped; nor were there obvious signs of damage to the dashboard or engine. Yet, the car was out of gas, its interior littered with cigarette butts—someone had obviously gone joyriding. Stone, now a senior writer for Bloomberg Businessweek , decided to investigate. Over the years since, he has written several articles for various publications detailing how someone might steal an antitheft-protected car.

There are two ways to go about stealing a car. One is destructive, or “smash and grab”—throw a brick through the passenger window, cut some wires in the dashboard, and hot-wire the car. The other is subtler, more surreptitious; there is no visible damage, sometimes not even evidence a crime has been committed, leading some insurance companies to allege that the owner staged the event. The Stones’ incident was a surreptitious one, often the mark of a professional car thief.

Critics faulted Stone’s auto-theft reporting as neglecting to mention several physical controls built into all cars. These include an ignition lock, a steering column lock, and a protected starter switch for the ignition. According to North American Technical & Forensic Services’s Robert Mangine, “You cannot physically defeat the steering column without leaving damage to the components or detectible [sic] marks or scars to the ignition lock.”12 Mangine argues that existing physical security built into the ignition block would appear to add a valid second layer of security to any auto, whether or not it has an electronic transponder antitheft system. “So,” Mangine concludes, “if the transponder system is compromised, by-passed, or re-programmed, you would only have succeeded in defeating one-half of the vehicle protection.”

A second critique by Jeffrey Lange simply dismisses Stone’s reporting due to lack of peer review, finding that “any and all opinions cited by Mr. Stone are considered without evidentiary or scientific value and, as such, none have ‘forensic’ value.”13 Lange states that “although there is some accuracy to the information reported, the position of the author is based solely upon specific data from questionable sources regarding a limited number of vehicles.” He concludes by adding, “To suggest that all transponder immobilizer systems can be circumvented as part of a vehicle theft is inaccurate and irresponsible.”

Clearly, Stone’s reporting touched a nerve within the insurance industry. In a Wired article, Stone cited a theft of a 2003 Lincoln Navigator from a Target store in Orange, California.14 The owner, Emad Wassef, reported the theft to the police and his insurance company. But when the vehicle turned up near the Mexican border “minus its stereo, airbags, DVD player, and door panels,” the insurance company balked at paying for the loss. Their forensic investigator found that the ignition lock had been forcibly damaged, as had the steering column lock, but the transponder system was intact. Since Wassef, like Stone, still had his original keys, the investigator concluded that the loss did not happen as reported. In other words, Wassef himself may have driven the car to the border and used tools to damage it, a charge he denied.

So, without a set of keys, how could a criminal defeat physical locks and electronic transponder systems without damage and still drive the car? Stone found that several car manufacturers provide a few different ways to disengage the vehicle immobilizer and start your car in the event that you lose all your original keys. Honda includes such a fail-safe method for starting Stone’s Civic, one that involves a particular sequence of presses and pulls on the emergency brake. This odd, shamanistic dance in the driver’s seat will allow you to drive as long as needed. Fail-safes exist with other makes of cars as well. In theory, these fail-safe systems were designed get your car back to a dealership, where you could order a replacement set of keys. In practice you could live without the metal immobilizer key, although you’d look silly in the parking lot. Unfortunately, this manual process is well-known within auto-theft circles. To learn the specific press-and-pull sequence for your  car, a thief needs only to obtain its vehicle identification number (VIN), which is visible from the outside of the car.

With the VIN number, thieves can use locksmithing resources to cut a shiny new metal key for that specific automobile. Using this nonimmobilizer chip key is the same as having the valet key; it only allows thieves to open the door and drive the car a short distance (say, into the back of a semi truck), at which point they can further compromise the immobilizer system or begin stripping the car at a remote location. But Stone’s ignition block and steering column lock had not been damaged. How could that be?

Say you want to sell your car and can only find one of the original keys. Or what if you simply lose all your keys? It turns out that ordering a replacement set is possible, but it will cost you.15 A metal key may cost $12 to replace, while a “smart” chip-enabled key costs $150; some cost as much as $335 per key. If all the keys are lost, then the computer within the car will also have to be replaced, costing even more.

But thieves aren’t going to pay for new keys or computer systems, and Stone’s original keys still worked. His thieves had to use another method to start the car. Again, it’s likely they went old-school.

Stone learned that some car thieves still use what are called jiggle keys to bypass the keyless entry fob—sawed down keys that will trip most metal tumblers and manually open the car door. This allows the thieves inside to root through the glove compartment, where many people leave their owner’s manual and the valet key.

Whether thieves use a VIN to create their own key or rely upon manual pushes and pulls really isn’t the point. Antitheft-protected cars have been and will continue to be stolen. Perhaps mechanical and electronic locks are not all that secure.




2. 

In his classic book Hackers (1984), Steven Levy made the connection between computer hacking and lock picking. In order to get afterhours access to the equipment they needed, according to Levy, computer geniuses at the Massachusetts Institute of Technology in the  1960s found ways to defeat the locks within the various engineering buildings. These were surreptitious entries; the hackers only wanted to borrow the tools and return them unnoticed. As Levy described it, younger members of the early hacking clubs would be tasked with creating master keys for the floor where others needed access. It got so bad that the head of security later said he opted for a policy whereby the hackers could do what they wanted as long as they didn’t talk about what they were doing. 16


Lock picking, like computer hacking, is both a science and an art. Metal locks, like computer code, present enthusiasts with a real-world puzzle. Locks use a series of pins or tumblers that, when pressed in the correct sequence, allow the mechanism to open. While there’s a little bit of science—for instance, you have to know how a given lock is constructed—a great deal more chutzpah is required to actually pull it off. Think of a safecracker in an old movie with his delicate fingers “listening” to the hardware before him. Some people have the touch. Marc Weber Tobias and Deviant Ollam are two security researchers who have the touch.

Conventional pin tumbler locks are constructed using what’s called a keyway and a series of different lengths of pins set along that path. A key is cut to match the sequence of pins so that the pins are all at the same level, allowing a cylinder containing the keyway to turn. For example, a peak on a key corresponds to a recessed pin, whereas a valley corresponds to a distended pin. The number of pins influences the number of overall combinations possible. For generations, key and pin combinations have been sufficient with little or no real variations.

From the mid-Atlantic region of the United States, Deviant Ollam is on the board of directors of The Open Organisation of Lockpickers, or Toool, an organization of enthusiasts and researchers that has become a fixture at security conferences like the annual DefCon security conference in Las Vegas, Nevada.17 Unlike Tobias, a lawyer from South Dakota who has been interested in the art of lock picking since the age of fifteen,18 Deviant is not part of a locksmith guild; he is what practicing locksmiths might refer to as a sport picker, although he is a professional security researcher.

Deviant describes locks as a “way to provide (in theory) rapidlydeployed and easily-removed barricades that alternately restrict or allow easy passage or access to a sensitive resource.”19 Whether to prevent access to a car or a stash of jewels, a single lock by itself is not enough.

This introduces two truths about locks.

One: No security system can deter attackers all the time—you can only throw enough obstacles in their path so that they’ll either give up or make so much noise or take so much time that they’ll be caught. Thus, relying on any one method of security is a recipe for disaster.

Two: All hardware has flaws, even locks. Of course, unlike with software, however, a hardware flaw is almost impossible to patch with an upgrade. Thus, a flaw in hardware is usually permanent unless the whole device is replaced.

To defeat locks, Tobias employs a few simple tricks. One is to obtain a master key, one key that can open several locks within a facility. He has shown at security conferences that one need only trace or even photograph the key in order to fax or broadcast the design to others who can then use the image to make their own master key. Tobias and a colleague once demonstrated before a live audience how he could open a $100 Medeco-brand lock in a matter of minutes. While impressive on its own, the demonstration also conveyed an implicit threat: These hundred-dollar locks are used to safeguard embassies and even the White House.

After various media reported an assortment of secure facilities around the world were now vulnerable, Tobias argued that they always had been and that this publicity gives “good guys” a chance to catch up.20 Deviant agrees: “If you put enough sunlight on anything, more honest people are going to find flaws than dishonest people,” he said. “The honest people will tell you about them if you let them. The dishonest people will try and exploit them, but there are fewer of them.”21


The lock industry does not see things that way. Although Tobias has repeated his exploit a number of times before a number of different audiences, Medeco has refused to acknowledge his feat publicly.22


Deep down, mechanical locks are often not as unique as the manufacturer claims, said Deviant Ollam. Indeed, after hundreds of years, how unique is a metal lock? Even under the best of circumstances, any lock will have some mechanical flaw. Deviant Ollam, Tobias, and others are simply tweaking those preexisting flaws. That’s at the heart of surreptitious entry and lock picking: exploiting existing flaws. And some are ridiculously easy. How many of you know that an ordinary Bic ballpoint pen was enough to defeat the popular Kryptonite brand U-locks used on bicycles?23


Back in September 2004, Chris Brennan, a twenty-five-year-old San Francisco bike rider and network security consultant, wrote a post to a site called Bike Forums expressing outrage at the rise in bicycle thefts in San Francisco.24 In it Brennan explained the process he’d used to defeat his own brand-new Kryptonite Evolution 2000 lock.25 At the time, I was commuting to work in downtown San Francisco and trusted my handy Kryptonite lock implicitly. After reading about Brennan’s revelation in a local paper, I, too, was able to use a random Bic pen to open my Kryptonite lock.

The problem, as Tobias explained later, was that the Kryptonite lock used an axial pin tumbler that happened to be the size of the average Bic pen barrel. Furthermore, the soft plastic on the pen tip molded to the inside of the lock, making it easy for anyone to pop a Kryptonite Evolution 2000 lock open. Deviant has pointed out in lectures and training sessions that the design of this particular mechanism was replete with engineering faults from a security perspective, such as weak springs and pin chambers so deep that the entire array of tumblers could be pushed almost completely out of the plug. Tobias had first heard of the Bic pen unlocking trick at a computer security conference earlier that summer, but it wasn’t until Brennan’s post published the details of the hack that the vulnerability went public.26


It wasn’t just Kryptonite locks that were vulnerable. The basic axial pin tumbler (or tubular lock) had been used by a variety of different lock manufacturers for nearly half a century.27 A 1992 United Kingdom publication, for example, reported the axial pin tumbler lock  flaw, and apparently the system was known to be vulnerable within the lock-picking community before that.28


Given that these flaws are known, what’s keeping the lock industry from taking them seriously? Tobias said that the vulnerabilities he’s discovered and disclosed are the result of “security wars” between manufacturers, criminals, hacker locksmiths, and others. He states that Medeco “claims that its locks meet or exceed all applicable high security standards,” but he adds, “What if the locks can easily be opened by methods not contemplated within the standards?”29


On his blog Tobias wrote, “Lock manufacturers are very proficient at making locks work properly. That is what we refer to as mechanical engineering. Unfortunately, the engineering groups for some of the world’s most respected companies may not, in our opinion, have the requisite skills when it comes to security engineering.... In other words, sometimes they cannot figure out how to open their own locks without the correct key.”30


Tobias said that some lock vendors simply don’t believe their gadgets were designed to be picked, attacked, and otherwise tampered with. That’s remarkable since the presence of a lock implies there’s something valuable within. Tobias, as a lawyer, has posed the question of liability to the general legal counsel of several lock manufacturers, who respond in turn that their respective companies do indeed guarantee the locks against “normal use.”

What is normal use? As I discuss in the following chapters, the manufacturers, software vendors, and companies that produce the gadgets we use in our everyday lives often do not realize or imagine the many unintended ways in which people actually do use their products. Like Paula Ceely, we as consumers of electronic gadgets have high expectations for what a given piece of technology ought to do as opposed to what it was designed to do—which may again be different from what it actually does do in practice. Sometimes the design is flawed from the outset, built onto a system found to be insecure.

To remedy this, Tobias proposes that lock manufacturers hire competent security engineers, people who know how to break things in order to implement a secure design. He would also like to see these  locks tested against a variety of different security threats. At the moment, top lock manufacturers use Underwriters Laboratory and Builders Hardware Manufacturers Association and the American Society for Testing and Materials to test their locks. These are not security organizations, however; they’re manufacturing organizations.

Tobias makes a case that lock manufacturers should be held legally liable for defects in their products that they know about or become aware of during the lifetime of the product. That’s a radical claim. Unlike software, for which updates can be pushed down to the user at any time via the Internet, hardware in the physical world is much more expensive to replace. First, a replacement unit has to be designed, then actually manufactured; then it must be shipped to the public, which must install it—often at a cost. With autos, safety upgrades are performed via vehicle recalls, with a trained mechanic installing the part. With smaller gadgets, that is not always possible.

Tobias would like to see lock manufacturers—the high-end ones at least, those who market their devices as “high security” and sell such locks for more than a few hundred dollars each—replace defective designs. In response, Clyde Roberson, Medeco’s technical director, told Slate, “When you buy a lock, you don’t buy a subscription.”31 In other words, locks—even high-end locks—are sold as is.

This is an interesting problem. When the Kryptonite lock flaw surfaced a few years ago, the bicycle lock company not only fixed the problem going forward but also replaced a number of the defective locks retroactively.32 It had to. Kryptonite, a division of Ingersoll-Rand, is enormously popular with the biking community.33 The company’s reputation depended on the trust of bicycle owners worldwide. The company soon switched to the more secure disc-style lock cylinders. But it took public disclosure to get them to make that switch.

After Tobias went public with his findings, however, locksmith organizations, such as the Associated Locksmiths of America Inc. (ALOA), tried to silence him. It was as though Tobias was a magician about to sell out his trade and reveal how to do some complicated trick. The criminal world already knew all the vulnerabilities that Tobias was making public.

By discussing these vulnerabilities, Tobias forced a serious deliberation about design flaws with an eye to fixing them. Yet, fellow locksmiths were not amused. In 2004 an ALOA member filed a formal grievance against Tobias, and in 2007 the organization as a whole threatened to expel him for presenting security weaknesses to people of “questionable character” (i.e., the hackers he addressed in appearances at DefCon). Tobias told Wired magazine, “They’re pissed because I keep telling them that it’s not a guild and that there are no secrets. It’s called the Internet—duh!”34


Deviant Ollam agrees. “There are friends of mine, locksmiths—especially in Europe and the UK—who have been outright banned from organizations,” he said. “They’ve had their memberships revoked, just like Marc. It’s a common theme. Anyone seen as collaborating with the public, not even collaborating with criminals ... that’s as close to violating gospel as you can come in the locksmith world. It makes no sense to me or anyone in the tech security world. It just doesn’t add up.”
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