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      Foreword:
 BUILDING A
 NON-HUMAN
 INTELLIGENCE


      Rodney Brooks


      Starting with Alan Turing, artificial intelligence (AI) research has been a driving force behind much of computer science for

         over fifty years. Turing wanted to build a machine that was as intelligent as a human being since it was possible to build

         imitations of “any small part of a man.” He suggested that instead of producing accurate electrical models of nerves, a general-purpose

         computer could be used and the nervous system could be modeled as a computational system. He suggested that “television cameras,

         microphones, loudspeakers,” etc., could be used to model the rest of a humanoid body. “This would be a tremendous undertaking

         of course,” he acknowledged. Even so, Turing noted that the so constructed machine “ … would still have no contact with food,

         sex, sport and many other things of interest to the human being.” Turing concluded that in the 1940s the technical challenges

         to building such a robot were too great and that the best domains in which to explore the mechanization of thought were various

         games, and cryptoanalysis, “in that they require little contact with the outside world.” He explicitly worried about ever

         teaching a computer a natural human language as it “seems however to depend rather too much on sense organs and locomotion

         to be feasible.”

      


      Turing thus set out the format for early artificial intelligence research, and in doing so touched on many of the issues that

         are still the points of hot debate in 2001, and which are discussed in many of the chapters of this book. Much of the motivation

         for artificial intelligence is the inspiration from people — that they can walk, talk, see, think, and do.

      


      How can we make machines that can do these things too?


      The first issue to be resolved is whether people are somehow intrinsically different from machines. One side argues that just

         as we had to adapt to not living at the center of the universe, then had to adapt to having evolved from animals, now we will

         have to adapt to being no more special than complicated machines. Others argue that there is something special about being

         human and mere machines can never have the capabilities or the personhood of humans.

      


      The second issue is whether our intelligence is something that can be emulated computationally. Some argue that the brain

         is an information-processing machine, made of meat, and as such can be replaced by a fast computer — and Moore’s law is ensuring

         that we will have a fast enough computer within the next 20 years. Others argue that perhaps there is something non-computational

         going on inside our heads — not necessarily anything that is beyond the understanding of current physics, but that the organization

         of whatever is going on is not yet understood even at a basic level.

      


      The third issue is how the computation, or whatever it is, should be organized. Are we the product of rational thought, or

         are we rather dressed up animals, and the product of reactive brains programmed by evolution to fight or flee?

      


      And the fourth issue is how to get all the necessary capabilities into a machine. Can they be explicitly written down as rules

         and be digested by a disembodied computer? Or, do we need to build robots with sensors and actuators that live in the world

         and learn what they need to know from their interactions with the world?

      


      Finally there are speculations on where our work on AI will lead. Such speculations have been part of the field since its

         earliest days, and will continue to be part of the field. The details of the speculations usually turn out to be wrong, but

         the questions they raise are often profound and important, and are ones we all should think about.

      


   

      Introduction


      Sandy Fritz


      Of all the machines that have changed our lives, perhaps the most influential is the computer, the quintessential child of

         the industrial revolution. It is mass produced and easily available. It combines brilliant scientific insight with a product

         that improves the real world. The speed of its growth is astounding. Its refinement and improvement rides the very edge of

         scientific achievement. Computers can generate realistic images of dinosaurs on the run, defeat human chess champions, and

         serve as a humble hubs linking anybody in the world with the World Wide Web. Truly impressive.

      


      But can it think? If a machine can think for itself on some level, perhaps even learn from and improve upon its performance

         through experience, it can be a far more useful tool. Just about everyone agrees this is a desirable thing, but how to get

         there is a whole other question.

      


      One camp in the artificial intelligence field sees the human brain as a computer that can be copied to produce an artificial

         mind. Others argue that human behavior defies the strictures of a computer program. At the heart of this discussion lies the

         truly slippery question facing those who would fashion artificial intelligence: What does it mean to think? And its corollary:

         Does thinking constitute consciousness?

      


      In the attempt to get computers to behave in a somewhat thinking/conscious manner, scientists have had to study human beings

         in a whole new light. It turns out that much of what we take for granted in the world — that a dropped apple will fall to

         the ground or that rain makes things wet — constitutes an invisible set of assumptions that form a backdrop to all human interactions

         with the world. Thus, before an intelligent robot maid can vacuum the floor, a mass of facts about the 3-D world — the amount

         of pressure needed to remove dirt from a carpet; the difference between an ink stain and a black-and-white design, etc. —

         must be coded and downloaded.

      


      Human beings learn by integrating their sensory experiences of the world into patterns. We do it naturally, automatically,

         incorporating and cross-referencing thoughts, conversation and interactions with the world at large. A single interaction

         with an apple or a snowstorm or a car that won’t start brings us reams of new information about the world — processed without

         conscious effort and seamlessly integrated with what we already know to create a better, broader understanding.

      


      Neural networks, designed to promote and create AI, approach the experience-learning-new information-integration problem by modeling the biology of the human nervous system. These vastly simplified networks show promise, but the computing

         cycles necessary to power them make complicated neural nets run slowly.

      


      The speed breakthrough that foreshadows the jump to true AI may hinge in the switch from silicon memory to molecular memory

         (as made clear by Mark A. Reed and James M. Tour in “Computing with Molecules”). Combine that with the ability of molecules

         to function as switches and other products of nanotechnology, and the accompanying increase in processing power could set

         the stage for AI’s grand show: the intelligent robot.

      


      The dream of a mobile, autonomous, sentient, non-biological creation has been with us for about a century. Some predict the

         robot will be a conscious entity, capable of feelings, emotions, and insights. Some cast the robot as a task-specific machine,

         thoughtful perhaps, but empty of human considerations and subtleties.

      


      Robots, and certain other limited forms of artificial intelligence, have made their mark in the world already, from supercomputers

         to robotic factories. The questions and challenges that face the latest generation of researchers in this field, explored

         here in detail, make it clear that we are well on the way to thinking machines becoming an important player in the details

         of everyday life.

      


       



       

      The Turing test for consciousness shaped the early efforts in the artificial intelligence field. Can a machine convince a

            human being that it, the machine, is human? Perhaps the test is flawed and should be discarded, say authors Ford and Hayes.

            The greatest value of artificial intelligence may lie not in imitating human thinking but in extending it into new realms.


          


   

      On Computational Wings: Rethinking the Goals of Artificial Intelligence


      Kenneth M. Ford and Patrick J. Hayes


      Many philosophers and humanist thinkers are convinced that the quest for artificial intelligence has turned out to be a failure.

         Eminent critics have argued that a truly intelligent machine cannot be constructed and have even offered mathematical proofs

         of its impossibility. And yet the field of artificial intelligence is flourishing. “Smart” machinery is part of the information-processing

         fabric of society, and thinking of the brain as a “biological computer” has become the standard view in much of psychology

         and neuroscience.

      


      While contemplating this mismatch between the critical opinions of some observers and the significant accomplishments in the

         field, we have noticed a parallel with an earlier endeavor that also sought an ambitious goal and for centuries was attacked

         as a symbol of humankind’s excessive hubris: artificial flight. The analogy between artificial intelligence and artificial

         flight is illuminating. For one thing, it suggests that the traditional view of the goal of AI—to create a machine that can

         successfully imitate human behavior—is wrong.

      


      For millennia, flying was one of humanity’s fondest dreams. The prehistory of aeronautics, both popular and scholarly, dwelled

         on the idea of imitating bird flight, usually by somehow attaching flapping wings to a human body or to a framework worn by

         a single person. It was frustratingly clear that birds found flying easy, so it must have seemed natural to try to capture

         their secret. Some observers suggested that bird feathers simply possessed an inherent “lightness.” Advocates of the possibility

         of flight argued that humans and birds were fundamentally similar, whereas opponents argued that such comparisons were demeaning,

         immoral or wrongheaded. But both groups generally assumed that flying meant imitating a bird. Even relatively sophisticated

         designs for flying machines often included some birdlike features, such as the beak on English artist Thomas Walker’s 1810

         design for a wooden glider.

      


      This view of flying as bird imitation was persistent. An article in English Mechanic in 1900 insisted that “the true flying

         machine will be to all intents and purposes an artificial bird.” A patent application for a “flying suit” covered with feathers

         was made late in the 19th century, and wing-flapping methods were discussed in technical surveys of aviation published early

         in this century.

      


      The Turing Test


      Intelligence is more abstract than flight, but the long-term ambition of AI has also traditionally been characterized as the

         imitation of a biological exemplar. When British mathematician Alan M. Turing first wrote of the possibility of artificial

         intelligence in 1950, he suggested that AI research might focus on what was probably the best test for human intelligence

         available at the time: a competitive interview. Turing suggested that a suitable test for success in AI would be an “imitation

         game” in which a human judge would hold a three-way conversation with a computer and another human and try to tell them apart.

         The judge would be free to turn the conversation to any topic, and the successful machine would be able to chat about it as

         convincingly as the human. This would require the machine participant in the game to understand language and conversational

         conventions and to have a general ability to reason. If the judge could not tell the difference after some reasonable amount

         of time, the machine would pass the test: it would be able to seem human to a human.

      


      There is some debate about the exact rules of Turing’s imitation game, and he may not have intended it to be taken so seriously.

         But some kind of “Turing test” has become widely perceived, both inside and outside the field, as the ultimate goal of artificial

         intelligence, and the test is still cited in most textbooks. Just as with early thinking about flight, success is defined

         as the imitation of a natural model: for flight, a bird; for intelligence, a human.

      


      The Turing test has received much analysis and criticism, but we believe that it is worse than often realized. The test has

         led to a widespread misimpression of the proper ambitions of our field. It is a poorly designed experiment (depending too

         much on the subjectivity of the judge), has a questionable technological objective (we already have lots of human intelligence)

         and is hopelessly culture-bound (a conversation that is passable to a British judge might fail according to a Japanese or

         Mexican judge). As Turing himself noted, one could fail the test by being too intelligent—for example, by doing mental arithmetic

         extremely fast. According to media reports, some judges at the first Loebner competition in 1991-a kind of Turing test contest

         held at the Computer Museum in Boston-rated a human as a machine on the grounds that she produced extended, well-written paragraphs

         of informative text. (Apparently, this is now considered an inhuman ability in parts of our culture.) With the benefit of

         hindsight, it is now evident that the central defect of the test is its species-centeredness: it assumes that human thought

         is the final, highest pinnacle of thinking against which all others must be judged. The Turing test does not admit of weaker,

         different or even stronger forms of intelligence than those deemed human.

      


      Most contemporary AI researchers explicitly reject the goal of the Turing test. Instead they are concerned with exploring

         the computational machinery of intelligence itself, whether in humans, dogs, computers or aliens. The scientific aim of AI

         research is to understand intelligence as computation, and its engineering aim is to build machines that surpass or extend

         human mental abilities in some useful way. Trying to imitate a human conversation (however “intellectual” it may be) contributes

         little to either ambition.

      


      In fact, hardly any AI research is devoted to trying to pass the Turing test. It is more concerned with issues such as how

         machine learning and vision might be improved or how to design an autonomous spacecraft that can plan its own actions. Progress

         in AI is not measured by checking fidelity to a human conversationalist. And yet many critics complain of a lack of progress

         toward this old ambition. We think the Turing test should be relegated to the history of science, in the same way that the

         aim of imitating a bird was eventually abandoned by the pioneers of flight. Beginning a textbook on AI with the Turing test

         (as many still do) seems akin to starting a primer on aeronautical engineering with an explanation that the goal of the field

         is to make machines that fly so exactly like pigeons that they can even fool other pigeons.

      


      Imitation vs. Understanding


      Researchers in the field of artificial intelligence may take a useful cue from the history of artificial flight. The development

         of aircraft succeeded only when people stopped trying to imitate birds and instead approached the problem in new ways, thinking

         about airflow and pressure, for example. Watching hovering gulls inspired the Wright brothers to use wing warping—turning

         an aircraft by twisting its wings—but they did not set out to imitate the gull’s wing. Starting with a box kite, they first

         worked on achieving sufficient lift, then on longitudinal and lateral stability, then on steering and finally on propulsion

         and engine design, carefully solving each problem in turn. After that, no airplane could be confused with a bird either in

         its overall shape or in its flying abilities. In some ways, aircraft may never match the elegant precision of birds, but in

         other ways, they outperform them dramatically. Aircraft do not land in trees, scoop fish from the ocean or use the natural

         breeze to hover motionless above the countryside. But no bird can fly at 45,000 feet or faster than sound.
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      The Turing test for artificial intelligence was proposed in 1950 by British mathematician Alan M. Turing (photo top left).

            In the test, a judge would hold a three-way conversation with a computer and another human. If the judge cannot distinguish

            between the responses of the human and those of the computer, the machine would pass the test.


      Rather than limiting the scope of AI to the study of how to mimic human behavior, we can more usefully construe it as the

         study of how computational systems must be organized in order to behave intelligently. AI programs are often components of

         larger systems that are not themselves labeled “intelligent.” There are hundreds of such applications in use today, including

         those that make investment recommendations, perform medical diagnoses, plan troop and supply movements in warfare, schedule

         the refurbishment of the space shuttle and detect fraudulent use of credit cards. These systems make expert decisions, find

         meaningful patterns in complex data and improve their performances by learning. All these actions, if done by a human, would

         be taken to display sound judgment, expertise or responsibility. Many of these tasks, however, could not be done by humans,

         who are too slow, too easily distracted or not sufficiently reliable. Our intelligent machines already surpass us in many

         ways. The most useful computer applications, including AI applications, are valuable exactly by virtue of their lack of humanity.

         A truly humanlike program would be just as useless as a truly pigeonlike aircraft.

      


      Waiting for the Science


      The analogy with flight provides another insight: technological advances often precede advances in scientific knowledge. The

         designers of early aircraft could not learn the principles of aerodynamics by studying the anatomy of birds. Evolution is

         a sloppy engineer, and living systems tend to be rich with ad hoc pieces of machinery with multiple uses or mechanisms jury-rigged

         from structures that evolved earlier for a different reason. As a result, it is often very difficult to discover basic principles

         by imitating natural mechanisms.

      


      Experimental aerodynamics became possible only in the early part of this century, when artificial wings could be tested systematically

         in wind tunnels. It did not come from studying natural exemplars of flight. That a gull’s wing is an airfoil is now strikingly

         obvious, yet the airfoil was not discovered by examining the anatomy of birds. Even the Wright brothers never really understood

         why their Flyer flew. The aerodynamic principles of the airfoil emerged from experiments done in 1909 by French engineer Alexandre-Gustave

         Eiffel, who used a wind tunnel and densely instrumented artificial wings. The first aircraft with “modern” airfoils—which

         were made thicker after engineers demonstrated that thicker airfoils improved lift without increasing drag—did not appear

         until late in World War I. As is true for many other disciplines, a firm theoretical understanding was possible only when

         controlled experiments could be done on isolated aspects of the system. Aerodynamics was discovered in the laboratory.

      


      The same reasoning applies to the study of human intelligence. It may be impossible to discover the computational principles

         of intelligent thought by examining the intricacies of human thinking, just as it was impossible to discover the principles

         of aerodynamics by examining bird wings. The Wright brothers’ success was largely attributed to their perception of flight

         in terms of lift, control and power; similarly, a science of intelligence must isolate particular aspects of thought, such

         as memory, search and adaptation, and allow us to experiment on these one at a time using artificial systems. By systematically

         varying functional parameters of thought, we can determine the ways in which various kinds of mental processes can interact

         and support one another to produce intelligent behavior.

      


      Several areas of AI research have been transformed in the past decade by an acceptance of the fact that progress must be measurable,

         so that different techniques can be objectively compared. For example, large-scale empirical investigations must be conducted

         to evaluate the efficiency of different search techniques or reasoning methods. In this kind of AI research, computers are

         providing the first wind tunnels for thought.

      


      A Science of Intelligence


      Rejecting the Turing test may seem like a retreat from the grand old ambition of creating a “humanlike” mechanical intelligence.

         But we believe that the proper aim of AI is much larger than simply mimicking human behavior. It is to create a computational

         science of intelligence itself, whether human, animal or machine. This is not a new claim; it has been made before by AI pioneers

         Allen Newell and Herbert A. Simon, cognitive psychologist Zenon Pylyshyn and philosopher Daniel C. Dennett, among others.

         But it was not until we noted the analogy with artificial flight that we appreciated the extent to which the Turing test,

         with its focus on imitating human performance, is so directly at odds with the proper objectives of AI. Some of our colleagues

         say their ultimate goal is indeed the imitation of human intelligence. Even with this limited aim, however, we believe that

         the perspective sketched here provides a more promising way to achieve that ambition than does the method outlined by Turing.

      


      Consider again the analogy with flight. Just as the principles of aerodynamics apply equally to any wing, natural or artificial,

         the computational view of intelligence—or, more broadly, of mentality—applies just as well to natural thinkers as to artificial

         thinkers. If cognitive psychology and psycholinguistics are like the study of bird flight in all its complexity, then applied

         AI is like aeronautical engineering. Computer science supplies the principles that guide the engineering, and computation

         itself is the air that supports the wings of thought.

      


      The study of artificial intelligence, like a large part of computer science, is essentially empirical. To run a program is

         often to perform an experiment on a large, complex apparatus (made partly of metal and silicon and partly of symbols) to discover

         the laws that relate its behavior to its structure. Like artificial wings, these AI systems can be designed and instrumented

         to isolate particular aspects of this relation. Unlike the research methodology of psychology, which employs careful statistical

         analysis to discern relevant aspects of behavior in the tangled complexity of nature, the workings of AI systems are open

         to direct inspection. Using computers, we can discover and experiment directly with what Newell and Simon have called the

         “laws of qualitative structure.”
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