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Time is a game played beautifully by children.


—Heraclitus






He marveled at the fact that cats had two holes cut in their fur at precisely the spot where their eyes were.


—Georg Christoph Lichtenberg
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Diana and Charles



Diana Spencer met Charles, Prince of Wales, at a garden party in 1977. The couple fell in love and, after due diligence by their families, wed at St. Paul’s Cathedral in July 1981.


American artist Mark Tansey incorporated Diana in his 1986 painting Achilles and the Tortoise. She is shown planting a hemlock, a sapling version of the mature tree behind her. Diana was often photographed planting trees, among them an apple tree she planted in honor of Isaac Newton.


In 1993 Diana came to the attention of American astrophysicist J. Richard Gott III. Gott had devised a mathematical formula for predicting the future. He wanted to test it on a celebrity marriage, and he chose Charles and Diana’s because a magazine reported they were the most famous couple of the time. Gott’s formula predicted a 90 percent chance that the royal marriage would end in as little as 1.3 more years. At the time, a royal divorce was considered almost unthinkable.


In December 1995 Queen Elizabeth II, incensed by tabloid reports of the couple’s extramarital affairs, wrote a letter advising Charles and Diana to divorce. The split was formalized on August 28, 1996. The following year, on August 31, 1997, Diana had a champagne supper in Paris with her new romantic interest, film producer Dodi Fayed. After leaving the restaurant, Diana and Dodi were killed when their alcohol-impaired chauffeur challenged paparazzi to a street race.


Tansey’s picture contains at least four other portraits. To the right of Diana is mathematician Mitchell Feigenbaum holding a bottle of champagne, whose bubbles epitomize chaos theory. Feigenbaum, a pioneer of that theory, demonstrated that many phenomena are fundamentally unpredictable. In 1996 he founded Numerix, a firm using Bayesian probability to price financial derivatives for the so-called rocket scientists of Wall Street.


To the right of Mitchell, though easily missed, is the familiar face of Albert Einstein, shown in profile. The speeding rocket and slow-growing hemlock allude to Einstein’s thought experiments of racing trains and light beams, used to develop his theory of relativity. Standing in front of Einstein is Benoit Mandelbrot, the IBM mathematician who described the concept of fractals. The hemlock tree and rocket blast are fractals, complex shapes in which each part resembles the whole.


Zeno of Elea, a Greek philosopher whose features are known from ancient busts, dangles a cigarette. Zeno propounded the paradox of Achilles and the Tortoise. Swift Achilles challenges the Tortoise to a footrace. The Tortoise demands a head start. Whenever Achilles catches up to where the Tortoise was, he still has a little farther to go. Thus, Zeno argued, Achilles can never overtake the Tortoise. For Zeno’s followers, the paradox was proof that something is deeply wrong about our understanding of space, time, and reality.


This book tells the story of another mind-boggling idea, the doomsday argument. As advanced by Gott and other scholars, it is a mathematical scheme to predict how long the human race will survive. The idea seems incredible to almost everyone at first encounter, but as we will see, it is not easily dismissed. In the following chapters I will present the cases for and against this provocative idea and attempt to evaluate them. I will show how the type of reasoning used in the doomsday argument has many potential applications. The argument has caused bright people to reflect on our fragile existence, our hopes, and our obligation to future generations—and to reexamine the nature of evidence and the place of humans in the universe.













Part I


Consider the Lemming


The end is near. Or not. The following chapters explore the doomsday argument, a simple line of reasoning that leads headlong to the conclusion that humanity does not have much time left. We meet the doomsayers and their critics and encounter such topics as the runs of Broadway plays, the populations of lemmings, and the riddle of Sleeping Beauty. We find that at least some doomsday calculations deserve to be taken seriously, and we assess our prospects.















How to Predict Everything



Six-year-old Helen Gregg, her nine-year-old sister, Frances, and their nine-year-old cousin, Ella Davies, never saw the atomic bomb that hit their playhouse. They were about six hundred feet away, in the South Carolina woods, on that bright spring day of March 11, 1958. The bomb was egg-shaped with stabilizing fins, a near-twin of the “Fat Man” bomb that struck Nagasaki. It annihilated the playhouse that Helen and Frances’s father had built for the girls, leaving a crater seventy-five feet across and thirty feet deep.


All the tons of earth thrown up in the air came back down in a hellish rain. It was that that injured the three girls, parents Walter and Effie Gregg, and their son Walter Jr. There were no deaths aside from a few chickens. The Greggs lived in a town called Mars Bluff. Today, sixty summers later, the crater is still visible.


Albert Madansky was a young statistics PhD from the University of Chicago, recruited by the RAND Corporation, a Santa Monica think tank contracting to the Pentagon. RAND wanted Madansky to tackle a problem that was easy to state but difficult to answer: What is the probability of a nuclear weapon detonating by accident?


The Mars Bluff incident, occurring the year after Madansky began work at RAND, was a prime topic of discussion. Madansky learned what the public had not. A B-47 Stratojet had left Hunter Air Force Base, Georgia, as part of a drill in handling atomic weapons. Early in the flight a red warning light came on in the cockpit, indicating that the bomb wasn’t properly secured.


Copilot Bruce Kulka banged the warning light with the butt of his service revolver. The light went off. Later it came back on. Kulka went to the bomb bay to fix the problem. He reached around the bomb to engage a lock, hitting the wrong button. The weapon came loose, crashing through the bomb bay doors and plummeting fifteen thousand feet.


A fission bomb contains chemical explosives, TNT in this case, surrounding a core of uranium or plutonium. Unspeakable tragedy was avoided only because the bomb was unarmed, without any fissile material. The ground impact detonated the TNT, however, creating a massive conventional explosion.


Accidents like Mars Bluff had been happening for some time. Madansky was allowed to see a top secret list of sixteen “dramatic incidents” that had occurred between 1950 and 1958.


RAND’s people worried about other scenarios. What if a bomb was lost and a civilian found it? What if an angry or unstable officer launched an atomic bomb without authorization? There were no statistics on such events because they had never happened.


In conventional statistical thinking, you can’t assign a probability to something that has never happened. Whereof one has no data, one must remain silent.… But Madansky had studied statistics at Chicago with Leonard “Jimmie” Savage. Savage had been born with the name Ogashevitz, though it was generally agreed that Savage fit him better. He was brutally critical of anyone he judged less brilliant than himself, a group that seemed to cover just about everyone in the fields of mathematics and economics. Savage was a contrarian by nature. One of his most contrary pet ideas was Bayes’s theorem—an obscure formula, named for an obscure minister of eighteenth-century England. Madansky was able to see that Bayes’s theorem offered exactly what RAND needed: a way to assign a probability to doomsday.


RAND’s 1958 report (authored by Madansky and colleagues Fred Charles Iklé and Gerald J. Aronson, and declassified in 2000) noted that the US atomic arsenal was growing rapidly, multiplying the opportunities for an accident. At the height of the Cold War, the Strategic Air Command intended to keep about 270 B-52 bombers in the air at all times, ready to launch a nuclear attack on word from the president.


“A probability that is very small for a single operation, say one in a million, can become significant if this operation will occur 10,000 times in the next five years,” the RAND report warned. With more bombs being transported more miles, the authors computed that a major catastrophe was near-inevitable in just a few years.


The report sketched countermeasures, ranging from the mundane to the bizarre. It proposed electrifying the bomb’s arming switches, so that anyone touching them would get a mild shock, lessening the chance of accidentally hitting the wrong button. As to the Dr. Strangelove scenario of a deranged individual starting World War III, the report argued for psychological screening of all who worked with the bombs. The most practical ideas were to put combination locks on bombs and to arrange that two individuals must act simultaneously to arm a bomb.


The RAND group was reporting to General Curtis LeMay, a no-nonsense war hero who fretted about American leadership being too politically correct to use its nuclear weapons. To Madansky’s relief, LeMay immediately grasped the seriousness of the problem. The general ordered the combination locks and the two-person system.


In folk wisdom, lightning never strikes the same place twice. Yet on January 24, 1961, the Carolina low country had another nuclear close call. One of LeMay’s B-52s developed a fuel leak and began to break up in midair near Goldsboro, North Carolina. As the tail sheared off, two bombs slid out of the bomb bay and plunged to earth. Three crew members died, and five parachuted to safety.


There wouldn’t have been any safety had the bombs gone off. This B-52 was carrying hydrogen bombs. Had either of them detonated, the fallout plume would have reached Philadelphia.


One of the bombs was discovered suspended from a tree by its parachute. It had barely kissed the earth. The “arm/safe” switch was still on “safe.”


The other bomb’s parachute failed to deploy. This bomb broke apart, and the fragments fell into a swampy area with enough water to soften the impact and spare the conventional explosives.


Bomb disposal expert Lieutenant Jack ReVelle was called in to find the pieces. “Until my death,” ReVelle said, “I will never forget hearing my sergeant say, ‘Lieutenant, we found the arm/safe switch.’ And I said, ‘Great.’ He said, ‘Not great. It’s on “arm.”’”


“You’re the Product”


Thomas Bayes, the nonconformist minister of Tunbridge Wells, England, drew his last breath on April 17, 1761. For reasons not clear he left his life’s greatest achievement filed away, unpublished and unread. It was another mathematically inclined minister, Richard Price, who found Bayes’s manuscript after his death and recognized its importance. Price counted among his acquaintances a notorious group: the American revolutionaries Thomas Paine, Thomas Jefferson, and Benjamin Franklin, as well as Mary Wollstonecraft, the feminist who married an anarchist and gave birth to the author of Frankenstein.


Price sent the Royal Society of London “an essay which I have found among the papers of our deceased friend Mr. Bayes, and which, in my opinion, has great merit.”


This essay described what we now call Bayes’s theorem (or rule or law). It addresses a fundamental question of the Enlightenment worldview: How do we adjust our beliefs to account for new evidence?


To put it in modern terms, you start with a prior probability (“prior,” for short). This is an estimate of the likelihood of something happening, based on everything already known. This estimate is then adjusted up or down for new data, according to a simple formula.


Price praised Bayes’s ingenuity but offered this warning: “Some of the calculations… no one can make without a good deal of labour.”


Partly for that reason Bayes’s theorem was neglected. Repeated calculations were tedious to do by hand—but that changed in the twentieth century with the invention of the computer. Bayes’s theorem was adopted by insurance companies, the military, and the technology industry. It is no exaggeration to say that the Reverend Bayes’s long-forgotten rule is behind much of Silicon Valley’s wealth.


“If you’re not paying for it, you’re the product being sold.” This is a maxim of our digital economy. Google, Facebook, Instagram, Twitter, YouTube—all our entrancing and addictive apps—are free products that come with a Faustian bargain. To use these services we allow their providers to collect so-called personal information—information that is valuable because of Bayes’s theorem. In the aggregate, as “big data,” personal information allows marketers to predict what you will buy, how much you will pay, and whom you will vote for. These Bayesian predictions, updated with every click, swipe, post, or GPS coordinate, are the secret sauce of many a tech company.


This success story is, however, only the prologue to the stranger one that concerns us. In recent years it has been recognized that Bayesian methods can shed light on deep mysteries of existence, including the future of the human race itself.


Ozymandias




I met a traveller from an antique land


Who said—“Two vast and trunkless legs of stone


Stand in the desert.… Near them, on the sand,


Half sunk a shattered visage lies, whose frown,


And wrinkled lip, and sneer of cold command,


Tell that its sculptor well those passions read


Which yet survive, stamped on these lifeless things,


The hand that mocked them and the heart that fed;


And on the pedestal these words appear:


My name is Ozymandias, King of Kings;


Look on my Works, ye Mighty, and despair!


Nothing beside remains. Round the decay


Of that colossal Wreck, boundless and bare


The lone and level sands stretch far away.”





This is the sonnet “Ozymandias” (1818) by Romantic poet Percy Bysshe Shelley, husband of Frankenstein author Mary Shelley, daughter of feminist Mary Wollstonecraft, friend of minister Richard Price, promoter of the intellectual property of Thomas Bayes. The theme of “Ozymandias” is that glory is fleeting. Nothing lasts.


In the summer of 1969, J. Richard Gott III celebrated his Harvard graduation with a tour of Europe. He visited the supreme monument of Cold War anxiety, the Berlin Wall. Standing in the shadow of the landmark, he contemplated its history and future. Would this symbol of totalitarian power one day lie in ruins?


This was a matter discussed by diplomats, historians, op-ed writers, TV pundits, and spy novelists. Opinions varied. Gott, who was planning postgraduate work in astrophysics, brought a different perspective. He devised a simple trick for estimating how long the Berlin Wall would stand. He did the math in his head and announced his prediction to a friend, Chuck Allen. The wall would stand at least two and two-thirds more years but no more than twenty-four more years, he said.


Gott went back to America. In 1987 President Ronald Reagan demanded, “Mr. Gorbachev, tear down this wall!” From 1990 to 1992 the wall was demolished. That was twenty-one to twenty-three years after Gott’s prediction and within the range he announced.


Gott called his secret the “delta t argument.” “Delta t” means change in time. It’s also known as the Copernican method, after Nicolaus Copernicus, the great Polish astronomer of the Renaissance. Copernicus’s leap of imagination was that the Earth is not the center of the universe. It is only one of a number of planets circling the sun. This thinking led to a simpler model of the solar system, one that agreed better with observation.


To astronomers, Copernicus’s insight has been a gift that keeps on giving. Over the past five centuries it has been established again and again that humanity does not occupy a central or special place in the scheme of things. Our sun is an ordinary star in an ordinary galaxy. It is not at the center of the galaxy but well off to the margins. Our galaxy does not occupy a special place in the cluster of galaxies to which it belongs, and this cluster has no special place in the universe as we know it. Even the whole of the observable universe is now widely believed to be an insignificant speck in a yet-greater multiverse. The cosmic “you are here” dot says we’re smack in the middle of nowhere.


The Copernican principle is generally applied to an observer’s location in space, but the delta t argument applies it to an observer’s location in time. Gott began with the assumption that his visit to the Berlin Wall had not taken place at any special moment in the wall’s history. That premise allowed Gott to predict the wall’s future without any expertise on Cold War geopolitics. His 1969 prediction was that there was a 50 percent chance that the wall would stand at least another 2.67 years after his visit but no more than 24 years.


Gott published his method in the prestigious journal Nature in 1993, and it ignited a controversy that still burns white hot. Many insisted that Gott’s method could not possibly be valid. They cited erudite (and remarkably different) reasons. Some discerned in Gott’s article a symptom of a jaded intellectual culture. “In the age of Quantum Mechanics, we often embrace a fantastic conclusion simply because it is fantastic and shocking,” complained George F. Sowers Jr. “Our sensibilities have been numbed. But the world is not so topsy-turvy that we can reason à la doomsday.”


Still others reported that they had tried Gott’s method, and it worked. A group of British mathematicians used Gott’s idea to compute how much longer the Conservative Party would remain in power. In line with their prediction, the party was ousted three and a half years later.


How Long Will Love Last?


Gott is a colorful character, literally. When I met him he was wearing a turquoise jacket of almost fluorescent hue and a tan fedora. He is a natural storyteller, with a Kentucky twang that has survived decades in the Ivy League, and a droll sense of humor. In the years after the appearance of his Nature article he became a minor celebrity as a sort of scientific soothsayer. In 1997 Gott invited readers of New Scientist to use the arrival time of the magazine to estimate how long they would be with their present boyfriend, girlfriend, or spouse. The principle can apply just as well to readers of this book.


You are now reading these words at a random moment in the course of your romantic relationship. It can hardly be otherwise. This isn’t a book about how to tell if he or she is really into you. It’s not a book about how to find a good divorce attorney. This book might have come into your life at almost any time. That’s the unromantic Copernican assumption. There is nothing at all special about this moment.


Chances are, then, that you are not at the very beginning of the relationship, nor at the very end. You’re somewhere in the middle. If you accept this premise, the past duration of your relationship gives a very, very rough idea of its future duration.


You may recognize this as common sense. If you met someone five days ago, it wouldn’t be surprising for the affair to be over five days from now. It’s too early for a tattoo or a deposit on a beach house for next summer. You may find this kind of estimation amusing or depressing or both. But the real question is, how accurate should we expect such estimates to be?


Gott realized that you don’t need fancy math to calculate that. All it takes is a diagram you can sketch on a napkin.






[image: image]







Draw a horizontal bar representing your love affair’s duration in time. Think of it as the scroll bar of a movie. The relationship’s beginning is at the left, and its end is at the right. Since no one knows how long love will last, we can’t mark the bar in hours, days, or years. Instead we’ll mark it in percentage points. The relationship’s beginning is at 0 percent, and its end is at 100 percent (however long that is in real time). The present moment must fall somewhere between 0 and 100 percent, but we don’t know where.


Still with me?


I have shaded half the bar. It’s the middle half, running from 25 to 75 percent. The present moment can be represented by a map pin (“You are here”). We’ll assume it’s equally likely to fall anywhere along the bar’s length. That could be in the shaded part or the unshaded part. But because the shaded region is exactly 50 percent of the bar, we can say that the odds are 50:50 that the current moment falls within the shaded part.


I’ve put two sample pins on the diagram. They mark the ends of the shaded region. The left pin is at 25 percent. There is no reason to believe that this pin corresponds to where you are in your relationship’s timeline. But suppose for the sake of argument that it does. Then your love has lasted 25 percent of its total duration, and it still has another 75 percent to go. The future is three times longer than the past.


The pin on the right is at 75 percent. Should that be the correct position, the future (the 25 percent remaining) is only one-third as long as the past (75 percent).


Because these two pins bound the middle half of the bar, it’s even odds that the present moment falls inside this range. That means there’s a 50 percent chance that your relationship’s future will be somewhere between one-third and three times as long as its past. Gott used this calculation with his Berlin Wall prediction.


This prediction is one of many similar ones you might make. In his Nature article, Gott adopted the 95 percent confidence level that is widely used in science and statistics. To publish a result in a scientific journal, it is generally necessary to show a 95 percent or greater probability that the result is not due to sampling error. You don’t have to be a scientist to appreciate that 95 percent is pretty confident. Is this Mr. Right or is it just Mr. Right Now? You’re never 95 percent sure of that. Nor are you often 95 percent confident of tomorrow’s weather or the winner of the next election.


I’ve made another diagram with the middle 95 percent of the bar shaded. This time the shaded region runs from 2.5 to 97.5 percent. Should you find yourself at the left pin, you have 2.5 percent of the duration behind you and 97.5 percent ahead. The future is 97.5/2.5 or 39 times as long as the past.


At the right pin, the future is only 1/39 as long as the past. Thus the range for 95 percent confidence, in this or any other Copernican estimate of future duration, is 1/39 to 39 times the past duration.


 


past time/39 < future time < past time*39
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For example, let’s say you met someone a month ago. You can be 95 percent confident that this relationship will end in no less than 1/39 month and no more than 39 months. That spans about eighteen hours to a little over three years. You can be reasonably sure you won’t miss a break-up text when you switch off your ringer for a movie. You should also expect that you won’t be involved with this person five years from now—so say Gott’s statistics of love.



Lindy’s Law


Over the years, Gott and others have claimed diverse applications of the Copernican method. Take Wall Street’s famous weasel words: past performance is no guarantee of future results. Nonetheless an incredible amount of effort goes into divining future stock performance from (what else?) the past.


Statistics on corporate survival—and on tenure on ranked lists or indexes like the Fortune 500 or the S&P 500—show a Copernican effect. How long a company has existed (or been on the ranked list) is a rough predictor of how long it will survive (remain on the list).


The Copernican principle has some relation to the survivor bias that plagues stock investors. At any given time, an index fund or portfolio tends to be weighted with stocks that have done well in the immediate past, but that are unlikely to perform comparably well in the long run. Investors are always grabbing gold that crumbles to ashes in their hands.


A Broadway show is a special type of business. Like corporations, plays run for as long as their investors can hope to make a profit. But compared to corporations, Broadway shows are mayflies, with lifespans measured in weeks. Gott realized that that offered him a chance to make a testable prediction. On the day his 1993 Nature article was published, he identified forty-four plays and musicals that were then running in New York, including hits like Cats as well as productions that were quickly forgotten. Four years later thirty-six of the forty-four plays had closed, all within Gott’s prescribed 95 percent confidence intervals.


It was recently reported that 79 percent of Broadway musicals are flops, closing before they recoup their costs. Tax write-offs notwithstanding, it appears that many backers of plays overestimate runs. Gott’s prediction method does not factor in playwright, stars, casts, or reviews; nor does it consider advance ticket sales, celebrity buzz, advertising campaigns, or what people are willing to pay or do to score a ticket. He nonetheless found that how long a show had already run was a better predictor of its future run than much informed opinion is. The New Yorker’s editors were impressed enough with Gott and his methods that they commissioned Timothy Ferris to write a profile of Gott. The 1999 article ran with the title “How to Predict Everything.”


A grad student gazes, Zen-like, at a wall and gains enlightenment. Can it really be that easy to predict “everything”?


Self-Locating Information


It certainly seems that Gott’s method pulls a big, dramatic prediction out of an empty hat. But you can’t conjure a prediction out of nothing. In fact, the Copernican method uses a special kind of information.


[image: image] An example is that embodied in the Google map pin. Designed by Jens Eilstrup Rasmussen in 2005, the upside-down teardrop quickly became a global shorthand, earning a place in the Museum of Modern Art’s design collection. Rasmussen’s icon epitomizes the power of digital media over print. Search all the world’s printed road maps and atlases. Never will you find the most important information you can get from a map—where you are and where you’re going.


The digital map user is never lost. That’s because a GPS-enabled map has something extra. It knows where the user is. This is self-locating or indexical information. Those are fancy terms for something we largely take for granted. “Indexical” refers to the index finger, pointing to someone or something. “You are here.”


Self-locating information need not pertain to a position in space. It can also describe a location in time. This too can be useful. (Otherwise why would we have clocks?) Gott’s Copernican method uses one’s position in time to make its predictions.


Forecasts from self-locating information are nothing new. In 1964 biographer and critic Albert Goldman formulated “Lindy’s law.” “According to a law established and promulgated by bald-headed, cigar-chomping know-it-alls who foregather every night at [New York deli] Lindy’s… the life expectancy of a television comedian is proportional to the total amount of his exposure on the medium.” Many comics who score a Tonight Show shot are soon forgotten, but it’s safe to assume that Jerry Seinfeld will be around awhile.


Mathematician Benoit Mandelbrot came across Lindy’s law and wrote about it, saying that it applies to many things other than show business. That was Gott’s point.


Before I heard of the Copernican method, I formulated a semiserious law for waiting on hold to speak to a customer support agent. Your future wait to speak to a live human is approximately equal to however long you’ve already waited. It is only in the first few seconds of being on hold that you may cherish the prospect of speaking to an agent right away. As the seconds turn to minutes, so does your expected wait time.


Copernican estimates need not strictly involve a duration. Say you’re flipping channels and come across a movie titled Rocky IV. How many Rocky movies did they make, anyway? If this random one is number four, “about eight” is a decent guess.


There is some fine print to this form of divination. Gott put it this way: you can’t entertain wedding guests with uncanny forecasts of the newlyweds’ future breakup. Not only would that be gauche; it wouldn’t work.


The method is grounded in the premise that you find yourself at a random point in the duration of something. We can’t hop in a time machine and set it for “random.” In practice this means that you have to be in a situation where you have no way of knowing where the present moment falls within the duration of the phenomenon of concern, and no reason to believe the present moment is early, in the middle, or late.


A wedding is a celebration of the beginning of a shared life. All hope it’s an early moment in the relationship, not a random one.


Then there are longevity effects. At Frank and Fran’s fiftieth anniversary, someone wishes them another fifty years of wedded bliss. That’s a joke, not a prediction. We can infer that Frank and Fran are in it for the long haul, but that doesn’t override what we know about human lifespans.















Riddle of the Sphinx



I must now tell how Gott made his doomsday calculation, concluding that the final curtain of that show in which we are all actors may fall sooner than we think.


Cynics may ask, What else is new? It’s not difficult to find cause for pessimism in the day’s news. But Gott came to this determination from a different direction. It was all math, taking no account of whatever common knowledge we have about war, terrorism, environmental disaster, out-of-control technology, and other specific threats to human life.


In his 1993 Nature article, Gott laid out what is now called the doomsday argument. He described two versions of it, one using our point in time, and another, developed by astrophysicist Brandon Carter and philosopher John Leslie, using our position in a chronological list of human beings. Either way, the doomsday argument predicts a date for the extinction of the human race.


Archaeologists say the first anatomically modern human remains date from about 200,000 years ago. Skulls of that time enclosed brains about the size and shape of ours. Suppose then that we’re at a random point in the timeline of human existence. There are 200,000 years behind us, and we can expect something like 200,000 more years ahead of us—very, very roughly. Using 95 percent confidence levels, Gott estimated that the human race would survive at least 5,100 more years but no more than 7.8 million years.


Biologists have put the average lifespan of mammalian species at 1 to 2 million years. Gott’s range is consistent with that and shouldn’t be regarded as gloomy. Note that this prediction says there is only a 2.5 percent chance of human extinction in the next 5,100 years. It’s easy to feel that this is too optimistic.


But there are other, finer-grained ways of looking at it. Right now is not such a random point in the existence of the human race. The best way to demonstrate that is with a chart of world population over time.
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The chart is a hockey-stick curve. World population burgeoned with the adoption of agriculture, metalworking, industry, and digital technology. Everyone whose name we know, from Homer to Taylor Swift, is crowded into the most recent 1.5 percent of the timeline of our species. The map pin shows the present moment, and it’s clearly not typical.


“Or consider lemmings,” said John Leslie. “Where does a typical lemming find itself? At a time when there are hardly any other lemmings, or after a lemming population explosion?” (Lemmings are arctic rodents whose population varies widely in multiyear cycles. A myth holds that they commit mass suicide by leaping off cliffs into the ocean.)


So we live during a population spike. Carter and Leslie’s approach has a way to accommodate that. It uses a technique called self-sampling. Let’s say I buy a ticket to a raffle, and it’s number 64. That gives me some conception of how many tickets were distributed. Assuming consecutive numbering, there have to be at least 64 tickets. But there probably aren’t millions, as I would have been unlikely to get such a low number as 64.


In self-sampling you regard yourself as a random sample of a group. You then use knowledge about yourself (like your ticket number) to draw conclusions about the group (the total number of ticket holders). In their version of the doomsday argument, Carter and Leslie use birth order.


Imagine a list of every past, present, and future person, sorted by year and time of birth. Conceptually the list would be like this:




1. Adam


2. Eve


…


X. Me


…


Z. The last human being (from the future)




My birth-order serial number is X. Am I near the top of the list, toward the middle, or near the bottom? How long is the list, anyway?


I don’t know that. I can say only that there is no reason to believe my position in line is too atypical. This is again the Copernican assumption, only now with birth ranks rather than years. We’re using the ticks of a “birth clock” rather than those of a regular clock.


Gott cited estimates putting the cumulative human population at about 70 billion. This is everyone who ever lived, up to the present. The number is better defined than you might think. Prehistoric populations were tiny by today’s standards. It therefore doesn’t matter too much where you draw the arbitrary line between Homo heidelbergensis and early Homo sapiens, or whether you count human-Neanderthal hybrids. These early peoples wouldn’t contribute much to the total head count.


Because nearly all lives cluster to the rightmost part of the population chart, we have documents and archaeology to help estimate the populations of recent millennia.


My birth serial number would be somewhere around 70 billion. That’s X. But what about Z, the birth rank of the last human?


With 95 percent confidence it would be between 1/39 and 39 times my number. Gott estimated the number of people yet to be born at 1.8 billion to 2.7 trillion.


Now we need a way to convert future births into years. How many years will it take for the Omega Person to be born?


That depends on the birth rate. At the time of Gott’s article, there were about 150 million births a year. If that rate were to continue it would take only 12 years to add another 1.8 billion people. Attaining the higher limit of 2.7 trillion future births would take 18,000 years.


By this calculation we would expect doomsday to fall somewhere between 12 years and 18,000 years from now. This is an alarming projection—especially that lower limit.


The world’s birth rate has declined a bit since 1993 (to about 130 million a year). Meanwhile estimates of the cumulative population now tend to be larger than the figure Gott used (somewhere around 100 billion). These revised numbers bump the range up to 20 years to 30,000 years from now. We still can’t confidently exclude doomsday happening within the natural lifespan of people living today.


We really ought to use the future birth rate. That is an unknown. One possibility is that the human race continues to grow more or less exponentially. This is conceivable in a future in which humans occupy other planets, or one in which technology supports population densities presently inconceivable on Earth. With this assumption we would reach the birth-order milestone Z all the sooner. It would accelerate doomsday, not put it off.


A seemingly more benign assumption is that the birth rate continues to decrease. But to defer doomsday significantly, we’d need drastically fewer births. It’s hard to put a positive spin on that. It might entail a global catastrophe leaving a few postapocalyptic survivors. Were the number of births per year to drop by a factor of one hundred, this could put off human extinction by a factor of one hundred. It takes near-doomsday to put off total doomsday. That’s not much of a victory.


Magic 8 Ball


It is the early hours of August 7, 2015. You’re sitting in Lindy’s reading the first reviews of a musical that opened the previous night.




I am loath to tell people to mortgage their houses and lease their children to acquire tickets to a hit Broadway show. But “Hamilton,” directed by Thomas Kail and starring Mr. [Lin-Manuel] Miranda, might just about be worth it—at least to anyone who wants proof that the American musical is not only surviving but also evolving in ways that should allow it to thrive and transmogrify in years to come.


—Ben Brantley, New York Times





There are limits to Gott’s brand of prognostication. A rave review by an influential critic can be a legitimate reason for believing a show will run for a long time—however brief its run has been so far. It’s possible to feel the same applies to us. Homo sapiens have survived mammoths and malaria and atom bombs. Nothing’s killed us yet. We are no typical species, and this is no typical moment—so get over it.


In other words, we might have a strong conviction that the human species will survive a long time. This belief is a prior probability. Certainly, the end of the world is a matter on which opinions vary. Some cultists and pessimists are sure the end is near. Some optimists are convinced humans will survive for billions of years. There are Nostradamus-spouting psychics who claim to know the exact day, hour, and minute of doomsday (and can forecast your love life more precisely than any math).


Gott did not mention prior probabilities in his 1993 paper. But they are central to still another version of the doomsday argument, developed by Carter and Leslie. It uses Bayes’s theorem to adjust prior probabilities for the new evidence supplied by birth rank.


Unfortunately this third doomsday prediction does not supply an easy reprieve. Given almost any reasonable optimism about the future, the Bayesian doomsday argument shifts the odds to end up with a high probability of impending catastrophe. Carter has described his version of the doomsday argument as a magnifying glass. It says that the probability of doomsday is bigger than you thought it was. Apocalypse is closer than it appears in the mirror.


I’ll give a simplified model in which there are only two possible scenarios: “doom soon” and “doom later.” Doom soon means that humans will become extinct within five hundred years. Doom later means we will survive beyond that, achieving a cumulative population a thousand times greater than it would have been with doom soon.


Let’s say I begin with the belief that the chance of doom soon is 10 percent. In this toy example Bayes’s rule shifts that chance upward to about 99 percent. (For those interested in the math, see end note here.)


Maybe I’m more optimistic and believe the chance of doom soon is only 1 percent. Bayes pushes that upward to 91 percent.


A super-optimist might think the chance of doom soon is only 0.1 percent. Bayes raises that to 50 percent.


Over virtually the full spectrum of rational beliefs about the future, early human extinction ends up being more likely than not—if the Bayesian doomsday argument is valid. Not since Malthus has a demographic forecast inspired such intense controversy. Will we resolve our differences, banish war and terrorism, save the environment, and go on to explore the galaxy? Bayes’s Magic 8 Ball says, VERY DOUBTFUL.


Riddle of the Sphinx


The entertainment industry mints franchises out of doomsday (or the threat thereof, evaded in the nick of time). There are cinematic genres built around nuclear war, asteroids headed for Earth, villains bent on global destruction, zombie marauders, robot usurpers, and extraterrestrial invaders. It is impossible to live in our culture without being exposed to the idea that species, no less than individuals, can be mortal. Memento mori. Hasta la vista, baby.


The doomsday argument is a different kind of premonition. Its oracle is maddeningly silent on what will extinguish human life.


In the not-too-distant past, any who felt the end was near would likely have assumed nuclear war as the cause. Today the list of existential threats is longer, and artificial intelligence (AI) rivals the bomb as a disturber of sleep.


It is ironic that an undercurrent of pessimism pervades Silicon Valley, those few golden square miles that, more than any other part of the globe, have been enriched by Bayes’s theorem. Much of the ambivalence about AI has its roots in the work of Norwegian-born philosopher Nick Bostrom, now of Oxford. Bostrom did his doctoral thesis on the doomsday argument and the puzzles of self-sampling. He has been influential in proposing that self-sampling can be applied to diverse scientific questions. Today Bostrom is largely concerned with the risks that may be posed by AI. He believes that the challenge of coding human values into machines is more formidable than is generally appreciated. AI could one day be all-powerful. Getting it wrong would be catastrophic.


This book will trace the remarkable though little-heralded intellectual adventure that began with doomsday. By applying Thomas Bayes’s rule to the technique of self-sampling, we can address cosmic mysteries. Was life on Earth probable or a rare accident? Why don’t we see any evidence of extraterrestrials? Is the world we see real or a simulation? Is the universe we observe all there is?


It’s little wonder that, in just a few years, the doomsday argument has become a pivot of contemporary thought. It is that rare philosophical dispute that offers an accessible gut punch of a premise. It not only links to trending topics in science, technology, and culture; it also has the potential to help answer big questions of life, mind, and the universe. The doomsday argument is the sphinx’s riddle of our age, and we’re playing for life and death.















The Minister of Tunbridge Wells



I never saw a worse collection of human creatures in all my life.” That was Elizabeth Montagu’s 1745 assessment of the Kentish spa town of Tunbridge Wells, a resort then drawing polyglot aristocrats and social climbers from throughout Europe. Montagu, the London hostess and bluestocking, later tempered her opinion, allowing that “the variety of persons and characters make Tunbridge an epitome of the world.”


Today Tunbridge Wells is known as Jane Austen country. Jane’s father, the Reverend George Austen, spent his boyhood in the area. The town figured in the imagination of the Austen family as its fortunes dwindled. Lately Tunbridge Wells’s own fortunes have improved because of its association with the Austens. Mentioned in several of Jane’s novels, the town has become a pilgrimage site for Austen fans and a location for film adaptations.


There is also an E. M. Forster connection. “I am used to Tunbridge Wells, where we are all hopelessly behind the times,” sighs Lucy Bartlett in A Room with a View (1908). By Forster’s time, the faded resort was being pegged as an emblem of ossified British conservatism. Since the 1940s, “Disgusted of Tunbridge Wells” has been a facetious pseudonym for letters to the editor expressing stodgy views.


Tunbridge Wells was nonetheless the birthplace of one of the contemporary world’s most disruptive ideas. Not many traces remain of the town’s onetime minister Thomas Bayes (1701–1761). The Bayes family had made its fortune several generations earlier, in the cutlery business of Sheffield. Thomas Bayes studied theology and logic at the University of Edinburgh. After several years in London, he moved to Tunbridge Wells in 1733 or 1734 and became minister of Mount Sion Chapel. Bayes was a Presbyterian nonconformist, opposing the Church of England and the Book of Common Prayer on grounds vague to nearly all of today’s Presbyterians.


Bayes did not achieve renown for his sermons, and he was so obscure that there is no known portrait of him. Yet he secured a connection to London’s scientific circles. The second Earl of Stanhope, a dilettante mathematician with a country seat near Tunbridge Wells, had Bayes inducted into the Royal Society. Stanhope was impressed by an article Bayes had written defending Newton’s calculus against the criticisms of Bishop Berkeley. It was one of the two articles Bayes published in his lifetime. The other was a work of theology titled “Divine Benevolence, or an Attempt to Prove That the Principal End of the Divine Providence and Government Is the Happiness of His Creatures.”


The great minds of the Enlightenment were discarding Church teachings right and left. Scottish philosopher David Hume’s An Enquiry Concerning Human Understanding (1748) ignited an eighteenth-century culture war by questioning the reality of Christian miracles. The Bible says that Jesus walked on water, turned water into wine, multiplied loaves and fishes, raised Lazarus from the dead, and returned from the dead himself. Hume boldly proposed that the standards of evidence applying in a court of law ought to apply to miracles. Hume favored the Scottish verdict of “not proven.”


The thing about miracles is that they happen once and can’t be repeated for Doubting Thomases. You had to be there, and probably you weren’t. Hume argued that it is fitting to consider both the intrinsic probability of an event and the credibility of the testimony establishing it: “No testimony is sufficient to establish a miracle, unless the testimony be of such a kind, that its falsehood would be more miraculous than the fact which it endeavors to establish.”


As both a mathematician and a clergyman, Bayes must have felt himself in the line of fire. He would have had reason to ponder how, and whether, belief in miracles could be reconciled with the Enlightenment. It is conjectured that Bayes’s work on probability was motivated by Hume’s debunking of miracles. But there is no mention of Hume or miracles in Bayes’s one influential work, the one describing his theorem: An Essay Towards Solving a Problem in the Doctrine of Chances. Nor do we know for certain when the Essay was written. Richard Price discovered it after Bayes’s death, filed among papers of the late 1740s.


Bayes’s Theorem


The theory of probability began at the gambling table. Gerolamo Cardano was the ultimate Renaissance man—a philosopher, mathematician, physicist, astronomer, astrologer, inventor, chemist, biologist, and fashionable physician. He was also a compulsive gambler who by his admission bet daily for twenty-five years. Cardano’s short treatise on probability was an attempt to understand how so much money had slipped through his fingers. Gamblers already knew how cards, dice, and roulette wheels worked. They needed to know the odds: how to calculate the chance of drawing two aces, rolling a 7, or winning repeated bets on red. Cardano and his French successors Pierre de Fermat and Blaise Pascal supplied that long before Bayes’s time.


Bayes took up the opposite issue: inverse probability or the probability of causes. Suppose we already know the outcomes (the hands we’ve been dealt). What can we conclude about the causes (whether the dealer is honest or a cheat)? This too is a pressing question for any serious gambler.


Should the dealer be using sleight of hand to avoid giving out aces, that would affect the hands I receive. Bayes’s rule provides a mathematical framework for reasoning about such matters. It starts with a prior probability, such as “The chance of drawing an ace from a fair deck is 1/13.” Each card dealt allows me to adjust this probability up or down, to reflect the changing composition of the deck and my ongoing experience with the dealer. The adjustment produces a posterior probability, updating the prior for the new evidence.


Should I find that I’m consistently drawing less than my fair share of aces, I can infer a cause—a cheating dealer or a deck that’s missing an ace. This inference is never 100 percent certain. It remains conceivable that I’m having a terrible run of bad luck. But the probability of cheating increases as the “bad luck” continues. We live in a world where nothing is certain. The reasonable gambler must walk away from a game that is probably rigged.


The Essay is distinguished as one of the worst mathematical papers describing a great concept. Bayes’s exposition is now judged to be flawed, confusing, and unresolved—and littered with analogies that are harder to understand than the points they attempt to clarify. Price’s introduction adds a spin that Bayes himself did not supply. Price frames the Essay as a dog whistle for believers in the ultimate cause, the Christian God: “The purpose I mean is, to shew what reason we have for believing that… the world must be the effect of the wisdom and power of an intelligent cause; and thus to confirm the argument taken from final causes for the existence of the Deity.”


Price’s sentiment is what we today call an argument from design. The universe is a beautifully constructed watch, from which we can infer a divine watchmaker.


Bayes’s Essay, however, is strictly a work of math. Its thesis is in many ways commonsensical. Let’s begin by walking through some elevator pitches for the Bayesian philosophy.


1. “Extraordinary claims require extraordinary proof.” This five-word adage of contemporary skeptics is not a bad introduction to Bayesian thinking. To use Hume’s example, the Bible says that Jesus was the son of a carpenter, that at an early age he impressed elders with his wisdom, that he gave a sermon on a mount, and that he had a supper with followers before he was crucified on the order of Pontius Pilate. The New Testament is the only source for these assertions. They are almost universally accepted as true. It is rather the New Testament’s miracles that are denied by non-Christians. Why? It’s one thing to say that the four evangelists might be unreliable narrators. If so, shouldn’t all biblical events be equally suspect?


Not necessarily. Miracles are extraordinary claims demanding a higher bar of proof. One-shot miracles have a low prior probability, based on everything else known about how the world works. The scriptural evidence (of being asserted in an ancient text that appears to combine biography, legend, and allegory) is insufficient to raise that probability very much. But incidental details such as being the son of a carpenter start with a much higher probability of being true. There the biblical account is sufficient to boost that chance to likelihood, even for a nonbeliever.


Bayes and Price were men of faith. Price’s writings suggest he saw Bayes’s theorem as a holy loophole, allowing Enlightenment Christians to preserve their belief in miracles. If enough witnesses attested to a miracle, each observation could incrementally elevate its probability to near-certainty.


This demonstrates one common complaint about Bayes’s theorem, that it leaves much to the judgment of the user. It does, and the same may be said of all rules, laws, and credos ever applied by fallible mortals.


2. Absence of evidence can be informative. In Arthur Conan Doyle’s “The Adventure of Silver Blaze” (1892), Sherlock Holmes is investigating the murder of a horse trainer. The detective notices that none of the witnesses mentioned hearing the stable’s watchdog barking. The dog would have barked had the villain been a stranger. Holmes deduces the murderer was someone known to the victim and the dog.


Doyle joins Bayes in making the subversive point that the lack of evidence (a dog not barking) can be as revealing as affirmative evidence is. Bayes’s rule says to look at the ratio of probabilities. The dog not barking is probable with a familiar visitor but improbable with a stranger. That is reason to favor the first possibility.


3. “When you hear hoofbeats look for horses, not zebras.” All else being equal, the more common explanation is to be preferred.


Here’s another example: In the third grade I won a trophy for kickball. Which was more likely?




• I won the trophy because I was the best at kickball out of all the kids in the third grade.


• I won because it was a participation trophy (handed out to every kid to boost self-esteem).




The second makes my win a given rather than a dramatic victory against the odds. That’s reason to think the second hypothesis more likely. “Don’t assume an observation is extraordinary when it could easily be regarded as ordinary,” as John Leslie put it. We should not be too ready to attribute our reality to flukes, long shots, and weird coincidences.
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