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Preface


In times of crisis, ordinary citizens, confused and disoriented, settling into paralysis, can come to believe that, as Plato had argued, they are not up to the job of making difficult decisions. In hard times, democratic citizens may become more willing to hand over the business of politics to experts and to abandon the institutional frameworks, the rights and liberties, that secure their position as participants in the political process. The danger of intellectual paralysis in the face of chaos is finally that it undermines the first premise of democracy: namely, that ordinary citizens will always be ready to think.


—Danielle Allen, Aims of Education Address, September 20, 2001


On January 6, 2021, the US Capitol was stormed by insurrectionists who had been whipped into action at a rally earlier that day featuring President Donald Trump. Their goal was to violently overturn the result of the presidential election, which they had been falsely told for weeks had been “stolen.” That message had been delivered most prominently by Trump himself, despite more than sixty failed lawsuits challenging election results and thorough refutations by election officials across the country.


The big tech platforms had been a key conduit for the accusations of election fraud for months before. On January 6, they finally woke up to the horror they had enabled. Twitter locked Trump’s account, which had nearly 90 million followers, denying him permission to post. Two days later, citing a “risk of further incitement of violence,” Twitter permanently banished Trump from the platform, erasing everything on his account in one fell swoop. Similar suspensions took place on Facebook, Instagram, YouTube, and Snapchat. Trump turned to the still active @POTUS Twitter account and posted that he had been “SILENCED!” before that tweet was quickly removed by the platform as well.


The platforms’ rebuke of Trump’s election disinformation was also an alarm bell about how much power is concentrated in the hands of a few big tech companies. The president of the United States—often touted as the “leader of the free world”—was unceremoniously stripped of his favorite means of communicating with his tens of millions of followers. Whether that was a necessary step to reduce the possibility of further violence after the election, a long-overdue decision by the platforms to take away a megaphone from a man whose history of lies far pre-dated the 2020 election, or the tech elite’s blatant censorship of the highest elected official in the United States, it cast an unmistakable light on the extraordinary power that technology and, more significantly, the people who develop it have over us.


Big tech’s role in and reaction to the events that led to the storming of the US Capitol only highlight the concerns about technology that have been mounting for years. Seemingly endless reports of privacy breaches and stories of behavior manipulation resulting from vast troves of data mined by large companies have made it commonplace to view big tech through a dark lens. Some argue that the internet, smartphones, and computers have delivered to us a set of devices hell-bent on hijacking our attention and addicting us to the screen, while gathering ever more data of our online behavior. And as borne out at the Capitol, a tidal wave of misinformation and disinformation on social media platforms has served to undermine our trust in science, exacerbate political polarization, and threaten democracy itself—all of this powered by a small number of companies with immense market power and growing political influence.


At this same unprecedented time, we experienced the COVID-19 pandemic, which as of this writing has taken more than 3 million lives worldwide while upending work, education, the economy, and our personal lives. The pandemic caused one of those rare moments of instantaneous behavior change with extraordinary long-term implications. Vladimir Lenin is alleged to have said, “There are decades when nothing happens, and then there are weeks where decades happen.” Overnight, much of the world shifted to working from home and schools closed as public health authorities imposed social distancing rules and in some areas shelter-in-place orders. Videoconferencing soared as air travel ground to a halt. Technologies for file sharing and workplace collaboration enabled many aspects of the economy to proceed apace. People flocked in record numbers to Netflix as a substitute for movie theaters. The use of Facebook and other social media networks skyrocketed as people sought connections to friends and family. Videoconferencing enabled children to keep attending school and people to retain a connection to their loved ones when it wasn’t possible to be together physically. And tech companies across the board stepped up to foreground authoritative scientific information about the pandemic, develop contact-tracing apps to help contain it, and deploy artificial intelligence to hasten the development of medical treatments and potential vaccines and to power robots to handle tasks such as delivering medication to sick hospital patients.


In short, our professional and personal lives, our economy and intimate relationships, and even our health would have been far worse without the internet and our familiar addictive devices.


As we exit the COVID-19 pandemic and enter a new political moment, the window is finally opening for a mature consideration of technology, one that avoids both the technoboosterism that accompanied its early decades and the “techlash” that has followed.


Sure, there remain plenty of criticisms to be made of Facebook, the privacy policies of Zoom, the acceleration of automation in an age of smart machines without regard for job displacement, and the toxic misinformation and disinformation flowing through social media platforms. But that just underscores the essential work of our new post-pandemic era. We must strive now to find ways to harness the power of technology to deliver its considerable benefits while diminishing its equally apparent harms to individuals and societies. We now possess the wisdom to see technological innovation as something other than an external force that works upon us. The path of technological development and the effects of technology on us are things we can shape. Things we must shape.


When we uncritically celebrate technology or unthinkingly criticize it, the end result is to leave technologists in charge of our future. This book was written to provide an understanding of how we as individuals, and especially together as citizens in a democracy, can exercise our agency, reinvigorate our democracy, and direct the digital revolution to serve our best interests.


•  •  •


For the past twenty years, we have been teaching at Stanford University, the seedbed of Silicon Valley. It is a research powerhouse with numerous Nobel laureates, MacArthur Foundation geniuses, and Pulitzer Prize–winning writers to rival the best. But behind the façade of this paradisiacal, self-professed “nerd nation,” we started to observe some concerning patterns.


Innovation and disruption were the buzzwords on campus, and our students broadcasted an almost utopian view that the old ways of doing things were broken and technology was the all-powerful solution: it could end poverty, fix racism, equalize opportunity, strengthen democracy, and even help topple authoritarian regimes. “Every year at new-student orientation,” one of our students told us enthusiastically, “we bring in some tech billionaire who is held up as the paragon of what you can achieve and that that’s the life you should want.” The former president of the university was heard to say that government was incompetent and the idea of encouraging any student to go into government service in order to make a difference was “ridiculous.”


Perhaps most disconcerting, the enthusiasm for the digital economy and the moneymaking pipeline from Stanford to Silicon Valley was not tempered by critical reflection on just whose problems were being solved (and whose were ignored), who was benefiting from innovation (and who was losing), and who had a voice (and who remained unheard) in shaping our technological future.


This is not just a Stanford point of view. Many of the same pathologies we’ve identified are on display on a broader scale. For example, even with the blowback against technologists, uncritical headlines around the globe too often claim that technology will solve our most complex problems, whether climate change, poverty, or mental health crises—a naive optimism we have worked hard to counter in our students. “Making the world a better place” has become more a punch line than a real mission statement for major technology companies, underscoring the difficulty many of us face in determining what is truly in the public interest.


We joined forces to try to bring about a cultural intervention on campus that might reverberate into the tech world and beyond. Our view was simple: we cannot find a path to a better technological future without the three distinct perspectives we bring to the table.


Mehran Sahami was recruited to Google in its start-up days by Sergey Brin. One of the inventors of email spam filtering technology, Mehran spent a decade in the industry working on applications that are now used by billions of people. In 2007, with a background in machine learning and AI, he returned to Stanford as a computer science professor; he wants technologists to understand that the decisions they make in producing code have real social consequences that affect millions of people. Though engineers may write code with good intentions, Mehran is concerned that, too often, social consequences are not considered until a major screw-up makes the problem transparent for everyone. At that point, it may be too late.


Jeremy Weinstein went to Washington with President Barack Obama in 2009. A key staffer in the White House, he foresaw how new technologies might remake the relationship between governments and citizens, and launched Obama’s Open Government Partnership, a global network of governments, NGOs, and technologists fighting to ensure that governments deliver for people. He then joined Samantha Power in New York when she was appointed US Ambassador to the United Nations. In the wake of North Korea’s cyberattack on Sony and the FBI-Apple encryption fight, they confronted the enormous gulf between those who build technology and those who bear the responsibility for governing a society transformed by technology. But just as policy makers are ignorant of technology in many ways, technologists are naive about and perhaps even willfully blind to the importance of public policy and the ways that social science can help us understand, anticipate, and even mitigate the impacts of technology on society. When he returned to Stanford in 2015 as a professor of political science, Jeremy made it his top priority to teach young computer scientists and to bring social science to the study of how technologies are reshaping our social environments.


Rob Reich is a philosopher who is a leader of the university’s Center for Ethics in Society and Institute for Human-Centered Artificial Intelligence. He brings a Socratic orientation, asking probing and uncomfortable questions designed to shake up the perspective of the technologist: What makes disruption valuable? Why obsess over optimization? Is increasing click-through rates on digital advertisements your highest calling? Perhaps most important, he wants to challenge engineers’ perception of their role. It’s not enough to be a problem solver without asking deeper questions: Is this a problem worth solving? Are there particular ways we should solve it given the things we value? Given the power of technology, who deserves a seat at the table in defining the problems and seeking solutions? Where does democracy fit in, if at all?


We brought our collective expertise together and designed a new course on the ethics and politics of technological change that quickly became one of the most popular classes on campus. While our three perspectives—the technologist, the policymaker, and the philosopher—are central to the course, we recognized that other voices were also essential. In our teaching, we sought to incorporate perspectives on technology that go beyond our own: communities of color that are disproportionately harmed by particular innovations, those whose livelihoods might be threatened by automation, women shining a light on the sexist culture in tech, and activists fighting the power of the C-suite from both inside and outside of the companies. People off campus started asking us to bring the material to a bigger audience, first with a public version open to hundreds of community members and later with an evening class for engineers, entrepreneurs, and venture capitalists in San Francisco.


In each setting, we found that people were primed for a discussion that could get beyond the scandal du jour, move past the enthusiasts and the polemicists, and start grappling with what it means to tackle these issues head-on. Students were struggling with what it means to pursue a career in technology at a moment when the harmful impacts of new technologies can no longer be ignored. Professionals were asking hard questions about whether it is possible to reform tech companies from within. And for those outside of the tech sector, there was a clear desire to take stock of the power of big tech and reckon with their own sense of powerlessness to shape its direction.


Though it was not a surprise to see that these issues were salient, we watched people struggle to articulate the values that they felt were at stake with each new innovation and to take a stand in defense of those values, especially if it came at some cost in terms of efficiency, convenience, or profit. It’s hard enough to justify our most important values and to understand how societies have sought to defend and preserve them. But it is even more difficult to determine how value trade-offs should be handled or whether they can be addressed in any systematic way.


With this book, we hope to engage you—as a person who uses or works with technology and as a citizen who has so much at stake—in thinking through a new path forward.










Introduction


Joshua Browder entered Stanford as a young, brilliant undergraduate in 2015. His Wikipedia page describes him as a “British-American entrepreneur,” and he’s already been named to Forbes magazine’s “30 Under 30” list. As a freshman at Stanford—after no more than three months there, he says—he programmed a chatbot to help people overturn their parking tickets. He’d thought of the start-up when he was living in London before college: “I got thirty parking tickets in the UK when I was in high school at about eighteen years old, the driving age. I couldn’t pay for any of the tickets. I probably deserved them, but because I couldn’t afford them, I created software for myself and my friends to get out of them.” Seems simple enough for a side project during your first year of college, but of course Browder discovered that “everyone in the world hates parking tickets.” Fast-forward a few years, and Browder was on leave from Stanford as the CEO of a tech company called DoNotPay, which provides a free and automated mechanism for challenging parking tickets issued in big cities, including London and New York. According to a glowing profile of his work, as of June 2016, the company had successfully challenged more than 160,000 parking tickets, sparing people $4 million.


The service is pretty straightforward. Browder worked with a group of pro bono traffic lawyers to identify the most common reasons for parking tickets to be overturned. A chatbot asks users a few questions that enable it to make a judgment about whether the user can file an effective appeal. The chatbot then guides the user through the process of filing an appeal, at no charge. The chatbot has little capacity to determine whether a ticket was issued legitimately; it simply provides the user with the optimal grievance procedure. Obviously, users are thrilled to get out of paying annoying and often expensive parking tickets, and the only people who lose are lawyers and the government. In Browder’s words, “parking tickets are a sort of tax on the vulnerable. It’s so wrong that the government is taxing the group they should be protecting.” Browder has accordingly been celebrated as a “wunderkind” in magazines and websites such as Wired, Business Insider, and Newsweek, as well as at Stanford itself. And he’s secured the support of one of Silicon Valley’s most successful venture capital firms, Andreessen Horowitz, which led the seed round of funding for Browder’s company in 2017.


But this is exactly the type of story—and there are hundreds of them at Stanford and in Silicon Valley—that gives us pause. From our perspective, it’s essential to reflect on why parking tickets exist in the first place. Annoying as they might be, they serve many important, legitimate purposes. They deter people from parking by fire hydrants, blocking driveways, or occupying spaces reserved for the disabled. In large cities, they motivate people to move their cars for street cleaners. Enhanced parking enforcement can also be used to achieve broader community priorities, such as reducing traffic and congestion. And parking tickets constitute a meaningful source of municipal revenue necessary to support a city and its citizens.


Browder may have been responding to a zeitgeist in the conservative London tabloids that slammed local governments’ efforts to raise revenues through parking tickets, something that coincided with other city initiatives to reduce traffic and congestion for reasons of both convenience and environmental health. But reducing traffic is something that a lot of people just might value. In London, local councils must spend the revenue from parking tickets on local transport projects, including the £9 billion backlog in national road repairs. Infrastructure is a classic example of a public good—difficult for the market to supply because, in the absence of government intervention, consumers will take advantage of the infrastructure without paying the costs of using it. Hence there is a role for taxes, fines, and, yes, parking tickets. As for whether parking tickets are a tax on the vulnerable, there actually aren’t any good data that reveal who pays parking tickets. But in a city with as efficient and affordable a public transportation system as London’s, it’s fair to assume that low-income families are much more likely than the upper class to ride buses and the Tube. Once one digs a little beneath the surface, the argument that parking tickets are a tax on the vulnerable doesn’t sound too convincing.


The story becomes even more worrisome when one asks Browder about his broader ambitions. After all, in Silicon Valley, the CEO of a successful start-up is always considering how to further scale up the company. “I would like to hopefully replace lawyers with technology,” he says, “starting with very simple things like arguing against parking tickets and then moving toward things like pressing a button and suing someone or pressing a button and getting a divorce.” Browder’s long-term vision is that you’ll never need a trained, human lawyer again and that “consumers won’t even know what the word lawyer means.” This is probably music to the ears of many who detest the legal profession, bemoan our society’s litigiousness, and are envious of lawyers’ salaries, which might seem outsize relative to their societal role and contribution. But do we really want to live in a society where people can sue at the push of a button? Would divorce be less painful if algorithms and automated systems were making decisions about who should have custody of the kids and how shared property should be divided?


We don’t want to single out Browder’s pursuit as particularly malignant. He is not a bad person. He just lives in a world where it is normal not to think twice about how new technology companies could create harmful effects. Browder is but one recent example of the start-up mindset birthed at Stanford and in Silicon Valley at large. He’s been encouraged by his professors, his peers, and his investors to think bigger and be ambitious. But too rarely do people stop and ask: Whose problem are you solving? Is it a problem actually worth solving? And is the solution proposed one that would be good for human beings and for society?


Back in 2004, just as Silicon Valley was reemerging from the “dot-com bust,” a young man named Aaron Swartz enrolled at Stanford University. Like Browder, he had been fascinated by computer programming from an early age. He’d won a national prize at the age of thirteen for his creation of an online collaborative library, theinfo.org. At fourteen, he helped create the Really Simple Syndication (RSS) specification, a widely used internet protocol that permitted automatic access to updates on websites anywhere. The goal was to create open standards that would allow anyone to share and update information on the internet.


Swartz enrolled straightaway in an accelerated course on computer programming while also taking introductory classes in sociology, a seminar on Noam Chomsky, and a required first-year humanities class on freedom, equality, and difference. He found Stanford to be alienating, however. In an online daily journal he kept for a few weeks, he recorded his dissatisfaction with his fellow students—too shallow—and his courses. The humanities lecture, he wrote, “turns out to consist mostly of the three professors arguing with each other about what a paragraph really means. . . . Is this what the humanities is like? Even the RSS debates were better than this.”


Swartz spent much of his time coding on his own. During his freshman year, he applied to join Y Combinator, a newly created tech incubator, to start a company called Infogami that would help manage content on websites. He was selected for the very first cohort of Y Combinator’s Summer Founders Program. By the end of the summer, he decided to continue working on the company, which would soon merge with another Y Combinator start-up, Reddit. Two years later Reddit was sold to Condé Nast, reportedly for between $10 million and $20 million, and Swartz became a young millionaire. Reddit is today one of the most popular sites on the internet and is valued at $3 billion.


A brilliant young coder goes to college, then drops out to pursue his start-up dreams. Sounds like the same kind of dropout story that was told about Bill Gates and Steve Jobs and would be told again about Mark Zuckerberg and Elizabeth Holmes; the same story that Joshua Browder is currently living out.


But Aaron Swartz was different. He was less interested in making money than in using technology to change how human beings access and interact with information. “Information is power,” he wrote in a “Guerrilla Open Access Manifesto” in 2008, “but like all power, there are those who want to keep it for themselves. . . . But you need not—indeed morally you cannot—keep this privilege for yourselves. You have a duty to share it with the world.”


As a fifteen-year-old, before even entering Stanford, Swartz emailed one of the world’s leading tech intellectuals, Lawrence Lessig, to ask if he could help in writing the code for what would become Creative Commons, a system of online copyright licenses that permit people to use, share, and modify creative work without cost. Swartz viewed technology as inextricably bound up with politics and saw the effort to control information as a way to control people. He wanted a liberatory technology because he thought it would help bring about a liberatory politics.


The language of freedom, equality, and justice was interspersed in his lexicon with the language of coding and internet protocols. His views about technology made him a technology activist. His views about how technology was connected to politics made him a political activist. The two went hand in hand, and his activism took multiple forms.


In 2008, he founded Watchdog.net, an effort to aggregate information about politicians in order to increase political transparency and stimulate grassroots activism. He contributed to the development of Open Library, which catalogues books online. In 2010, he founded the Web activist group Demand Progress, which would successfully mobilize resistance to US legislation that would undermine net neutrality. He made available to the public millions of US court records that had been archived in a digital system called Public Access to Court Electronic Records (PACER). He consistently sought to find civic and political uses for technology, and he despaired whenever technology was hijacked by coders who sought to make themselves rich without considering the effects of their technology on the world.


In 2006, he attended an international gathering of the Wikipedia community, the people who administer and contribute to the famous open-access, nonprofit, user-generated internet encyclopedia. “At most ‘technology’ conferences I’ve been to, the participants generally talk about technology for its own sake. If use ever gets discussed, it’s only about using it to make vast sums of money.” At the Wikipedia conference, however, “the primary concern was doing the most good for the world, with technology as the tool to help us get there. It was an incredible gust of fresh air, one that knocked me off my feet.”


One of his other efforts was to press for open access to knowledge produced by scholars. It irritated him that in order to read the contents of online journals you either had to be a student or an employee of a university, or you had to pay considerable fees—and this despite the fact that public funds actually financed the work of scholars at both public and private universities. Why should journal articles be copyrighted, with the financial benefits flowing not to the authors of the articles but to the large corporations that owned the scientific journals? In 2010, he began downloading thousands of academic articles from a scholarly repository called JSTOR. He did so by using the computer network at MIT, where a long-standing policy of maintaining an open campus gave permission to anyone on campus, visitors included, to access its network. He wrote a program on his laptop that would automate the downloading process rather than accessing articles one by one, which was the requirement under JSTOR’s terms of service. After several visits to a computer closet, where he connected his laptop to the MIT network, Swartz had downloaded millions of articles, violating JSTOR’s policy and implicating MIT’s network in the violation.


MIT traced the downloads to Swartz’s laptop and the closet from which his computer had accessed the network, and when he came back for another round of downloads in early 2011, he was arrested by MIT police and charged with breaking and entering with intent to commit a felony. JSTOR decided to drop the charges against him after Swartz returned the data files, but MIT elected to continue with its prosecution. In 2012, federal prosecutors added nine felony counts to the charges against him, with a maximum sentence of fifty years in jail. Swartz sank into a depression, and in the midst of multiple efforts at plea bargaining and preparing to go to trial, he committed suicide in his Brooklyn apartment in early 2013. He was twenty-six years old.


It was a devastating end to a life of enormous promise, a life that had already reached celebrity status in tech circles. In the month following his death, the hackers known as Anonymous infiltrated the websites of MIT and the US State Department and declared, “Aaron Swartz this is for you.” Lawrence Lessig eulogized Swartz as someone he had mentored but who, in the end, had really mentored him. Memorials sprang up around the world.


It’s impossible to know what Swartz was thinking when he repeatedly violated JSTOR’s terms of service. Or what prosecutors were thinking when they pressed their case even after JSTOR withdrew. And of course it’s impossible to peer into the mind of a person struggling with depression and wonder what might have brought him to contemplate suicide and then to take his own life. For us, however, Aaron Swartz’s death is a hinge event in the evolution of the politics and ethics of technology. His life, and what became of the world of technology after his death, illustrate broader lessons about what a technologist might bring to the world. For Swartz, learning how to code was part of amassing a tool kit for civic and political change. He was the dropout who saw technology not as a means of becoming rich but as a lever for the pursuit of justice.


While Swartz was alive, he was a hero to many and a celebrity in the world of technology: the kid who helped develop Creative Commons, the tech activist who led a movement to protect net neutrality and beat back the US Congress, the evangelist for open access to knowledge. He was the latest in successive generations of technologists who felt that technology was a tool for human empowerment and espoused unapologetically utopian and radically democratic visions of a technological future, a vision with deep roots in the creation of the internet and the culture of Silicon Valley.


Today, fewer than ten years after his death, virtually nobody talks about Aaron Swartz. He is mostly forgotten in Silicon Valley, and he is unknown to the wider public. At Stanford University, we rarely meet students who know Swartz’s name or can describe what he did. They do know the names of Gates, Jobs, Zuckerberg, and former Stanford students such as Larry Page and Sergey Brin (the cofounders of Google), Evan Spiegel and Bobby Murphy (the cofounders of Snapchat), Kevin Systrom and Mike Krieger (the cofounders of Instagram), and Elon Musk (the founder of Tesla and SpaceX). And many students on campus today know the name Joshua Browder. If they haven’t heard of his successfully funded start-up, they know of his work because he spammed the entire student body in early 2019 to offer them a chance, by using his service DoNotPay, to get out of fees that support a wide array of student groups on campus.


Today, the heroic figures are the disruptive and instantly wealthy innovators. Whereas once technologists brought with them countercultural visions of enhancing human capabilities, promoting liberty and equality, and spreading democracy, today the culture of Silicon Valley is about founder worship and the celebration of apolitical coders. This was a profound shift that technologists didn’t notice or didn’t want to acknowledge until they had to in the wake of the social and political fallout from technology’s role in Brexit, the election of Trump, and the siege of the US Capitol.


•  •  •


The rise of the Joshua Browders and the decline of the Aaron Swartzes encapsulate the challenge the world confronts with Silicon Valley. One of the most far-reaching transformations of our age is the wave of digital technologies rolling over and upending nearly every aspect of life. Work and leisure, family and friendship, community and citizenship—all have been reshaped by our now-ubiquitous digital tools and platforms. We know that we are at a turning point. How to think about what should be done, and why, is what we need to grapple with.


The bloom is off the rose of the big tech companies. We no longer hear so much gushing about the internet as a tool for putting a library into everyone’s hands, social media as a means of empowering people to challenge their governments, or tech innovators who make our lives better by disrupting old industries. The conversation has shifted to the other pole. Humans are being replaced by machines, and the future of work is uncertain. Private companies surveil in ways that governments never even contemplated and profit handsomely in the process. The internet ecosystem feeds hate and intolerance with its echo chambers and filter bubbles. The conclusion seems inescapable: our technological future is grim.


However, we must resist this temptation to think in extremes. Both techno-utopianism and -dystopianism are all too facile and simplistic outlooks for our complex age. Instead of taking the easy way out or throwing our hands up in the air, we must rise to the defining challenge of our era: harnessing technological progress to serve rather than subvert the interests of individuals and societies. This task is not one for technologists alone but for all of us.


Tackling this challenge begins with recognizing that new technologies create civic and social by-products, or, in the language of economics, externalities. An externality is the cost or benefit that a person’s or corporation’s activity imposes on others. For example, a chemical plant that dumps its waste into a nearby river and expects others to pick up the costs is creating a negative externality. Big, unregulated tech companies that harvest our private data and sell them to the highest bidder are not that different from chemical plants; it’s just the type of dumping that is different.


Facebook’s business model is to increase the time we spend on its platform and then sell access to our personalized profiles to advertisers and political operatives who seek to manipulate our behavior and dump the by-product of that manipulation onto our personal lives and democratic institutions. YouTube’s recommendation systems and default autoplay setting keep users watching videos on its platform while pushing people into echo chambers and feeding them more extreme content, thereby undermining our democracies, which rely on facts and trust. And Uber’s and Waymo’s push for automated vehicles may increase productivity but leave displaced and unemployed workers at the mercy of the government’s feeble social safety net.


These by-products are not accidental but a reflection of the choices technologists make when they design and launch new products. Most of these choices are invisible to us, even though they directly impact our democracy and the well-being of our fellow citizens.


The technologists have some powerful enablers. When you marry the engineers’ mindset to the venture capitalists’ profit motive, you get an obsession with scale. Great companies are those that, in the words of a cofounder of LinkedIn, Reid Hoffman, “scale from zero to a gazillion”—even though scale is what can quickly turn manageable consequences into unmanageable, toxic messes. And if you add into the mix the government’s failure to regulate much of anything related to new technologies, it’s easy to see why we now find ourselves in an increasingly dangerous and strikingly unequal world.


The upshot is the common conviction that technological progress is rolling over us with the wheels of inevitability. Ordinary people can’t undo technological discoveries and innovations, and they can’t shape the products we buy or the effects of technology across society. What can a truck driver whose job may be replaced by autonomous vehicles do? What can a parent do about the apps a child is transfixed by, short of taking the phone out of the child’s hands? What can an employee do about the deployment of facial recognition at the office? What can a citizen do about the spread of disinformation on the platforms that deliver us news and information? And what can anyone do about the routine collection of personal data that we accept as the price we pay for using digital gadgets and services?


Though we so often feel powerless in the face of the ubiquitous technologies in our lives, the passive acceptance of these consequences need not be the only path forward. In System Error, we show that the effects of technology are neither preordained nor fixed in stone. They depend on how we design new technologies, how we interact with them, and what rules we set in place to govern them.


We are entering a new era in which the rules that govern technology will no longer be written by hackers or companies alone. They will reflect some push and pull among the companies that make things, the governments that oversee them, the consumers who use them, and the people who are affected by them. As we enter this new moment, regardless of our professional role, we are consumers of these technologies. Even more important, all of us are citizens. And as citizens, each of us has a vital role to play. We need to understand what values are at stake, how new technologies create tensions between some values and ignore others entirely, and how we can most effectively shape the impact of new technologies on our society.


In this book, we distill more than three decades of experience at ground zero of the technological revolution, Stanford University and Silicon Valley, to show how each of us can play an essential role in shaping our technological future. That begins by moving beyond an obsession with particular technologies or tech companies and directing our attention instead to the distinctive mindset and growing power of the technologist. And that mindset is one of optimization.


In revealing that mindset, we confront the core issue: that well-intentioned optimizers fail to measure all that is meaningful, and when their creative disruptions achieve great scale, they impose their values and decisions upon the rest of us. A better strategy would replace the blinkered technocratic governance by coders and powerful tech companies with the messy, inefficient, yet empowering process of deciding what values to promote through what we call democracy. The story of technology can no longer be a Manichean tale of good and bad people or good and bad technologies but must be a mature reckoning with the realization that the powerful technologies dominating our lives encode within them a set of values that we had no role in choosing and that we often do not even see.


•  •  •


In this book, we will be asking a series of questions about ethics and technology—or, more specifically, about ethics and technologists. Our aim is to understand how the pursuit of optimization by technologists—often seen as a good in itself—can undermine the well-being of individuals and the health of democratic societies.


Ethical concerns in technology come in three basic camps. First is what we can call the problem of personal ethics. Engineers should strive to be persons of good character. For example, they shouldn’t cheat, lie, or steal.


Of course there’s nothing in this camp that is unique to technologists or the profession of engineering. All people, in all professions, should strive to be persons of good character.


Take the infamous case of Elizabeth Holmes, a Stanford dropout who at nineteen years of age founded Theranos, a biomedical start-up company that claimed to have engineered a revolutionary blood-testing technology. The new technology, it was claimed, could automate blood testing using pinprick amounts of blood to check for multiple conditions, allowing such testing to be done in local pharmacies or at home. At one point in 2013, Theranos was valued at more than $10 billion. It turned out, however, that Theranos had no such revolutionary technology and the enterprise was a house of cards. The fraudulent representations of its technology were exposed when some young whistleblower employees reported their concerns to state officials and investigative journalists at the Wall Street Journal. Holmes is currently facing criminal charges, and the company was shuttered in 2018.


Such stories exist in every profession: the deceptions of the financier Bernie Madoff; the doping by the bicyclist Lance Armstrong; the corruption of politicians such as Richard Nixon.


The issue of personal ethics is often a real problem, because some people do in fact sometimes conduct themselves, steer their businesses, or lead public agencies in an unethical manner. But these are actually the least interesting ethical questions that arise. No one believes that lying, cheating, or stealing is defensible behavior. The ethical lessons are not much different from those you would find in the book All I Really Need to Know I Learned in Kindergarten.


The second camp of ethical concerns moves beyond questions of personal character to issues of professional ethics. What professional standards should guide the behaviors and actions of individuals in a particular profession? The medical profession has the Hippocratic Oath: “First, do no harm.” But more than aspirational oaths, professional ethics often involve organizational bodies that are capable of effectively policing the conduct of members of the profession, with real teeth and consequences in cases where people or companies breach a code of conduct.


Over the course of time and prodded by various scandals, medical research and practice have been subject to significant standards of professional conduct in order to protect the interests of research subjects and patients. One such scandal was the forty-year-long Tuskegee experiment. That study involved the provision of free medical care to several hundred African Americans, some of whom had already contracted syphilis and others who had been deliberately infected with it in order to study the disease. The men did not know they had the disease, and they were purposely left untreated even though the medical intervention to cure it—penicillin—was well known. The Tuskegee experiment was leaked by a whistleblower and led to numerous reforms, including the creation of institutional review boards for any research at universities or in pharmaceutical companies that involves human subjects.


The profession of computer scientist, though having developed a professional code of ethics, does not provide significant consequences for its violations. In 2018, the Association for Computing Machinery (ACM), the world’s largest educational and scientific computing society with nearly 100,000 members, updated its Code of Ethics and Professional Conduct for the first time since 1992. The code outlines general ethical principles, professional responsibilities, and leadership principles that should guide the conduct of ACM members. The principles it espouses are admirable. Violation of the code is grounds for expulsion from the ACM. But in reality the threat of expulsion has no teeth: unlike state bar associations or medical board associations, the ACM is not a gatekeeper to technological professions. In fact, there is no gatekeeper. Expulsion from the ACM is largely inconsequential for those working in the industry.


The third camp of ethical concern is social and political ethics. This involves questions about public policy, regulation, and governance. The most interesting—and the most difficult—ethical challenges fall into this third category, and these are the challenges that will occupy us most frequently in this book.


Social and political ethics involve confronting and resolving trade-offs between rival values that we all acknowledge we care about. The issue here is not about discerning the difference between right and wrong and learning how to do the right thing; it is about identifying the multiple good things we care about and deciding what to do when they cannot be simultaneously realized in full.


A classic example is the tension in any society between liberty and equality. As the British philosopher Isaiah Berlin put it, total liberty for the wolves is certain death to the lambs. Though both are worthy aims, it may be impossible to fully realize them simultaneously. We have to make choices. There are trade-offs.


This is where ethics gets interesting. It is not simply a matter of teaching ethics to technologists. No required ethics course has ever successfully inoculated people, or an industry, from bad behavior. It’s simply not realistic to rely on all people being moral saints when confronted with ordinary, much less difficult, decisions. As James Madison wrote in the Federalist Papers, “If Men were angels, no government would be necessary.” When the stakes are high and the power of technology over our lives is enormous, relying on technologists alone, even ethical ones, is a mistake.


When confronted with rival values, the benefits of democracy—despite its flaws and limitations—come into view. Democracies aspire to give voice to all citizens and to handle persistent disagreement and competing interests. The give-and-take of democratic politics is a time-honored system for making decisions about conflicting ideas and needs. The particular advantage of democracies is that they tend to decide things slowly, through deliberation and with the standing possibility of revising any past decision.


Although democracies can strive to achieve the best outcomes for citizens, they can also serve as guardrails against the worst outcomes. Karl Popper, the twentieth-century Austrian philosopher, believed that the central problem of politics is not to decide who should rule: the people (a democracy), the wisest (a philosopher king or a beneficent technocrat), or the wealthiest (an oligarchy). The central problem of politics is how to organize political institutions so that terrible outcomes can be avoided and bad or incompetent rulers can be prevented from doing grave damage. This is the moment we find ourselves in as the impacts of technology overwhelm our society.


•  •  •


If we accept that technology is simply beyond our control, we cede our future to engineers, corporate leaders, and venture capitalists. Some might pin their hopes on the market, thinking that it will look out for our interests, deliver us the technologies we want, and weed out those that are not useful or might even do harm. But the market is good at some things and not at others. It rewards profit without regard to social consequences. It prizes efficiency while ignoring other values. It celebrates domination. These priorities are encoded in the algorithms that power new technologies, the metrics that drive company strategy, and the regulatory environment that governs what companies may and may not do.


But there are other ideals at stake: fairness, privacy, autonomy, equality, democracy, justice. As human beings, we treasure these concepts and protect them through the rules we’ve established to govern ourselves. Yet new technologies have put many of them at risk—sometimes in ways that are visible but often in ways that are not.


For the past three decades of the digital economy, it’s been far too easy to rely on beneficent technologists to shape our collective trajectory. But with their moral shortcomings on full display and heightened concerns about the power of authoritarians to bend technology to serve their own interests, we must forge a different path. And the manner in which we resolve these difficult tensions must be democratic, with the active participation of citizens like you.


We can’t leave our technological future to engineers, venture capitalists, and politicians. This book lays out the dangers of leaving the optimizers in charge and empowers all of us to make the difficult decisions that will determine how technology transforms our society. There are few more important tasks before us in the twenty-first century. When we act collectively, we not only take charge of our own destiny, we also make it far likelier that our technological future will be one in which individuals will flourish alongside, and because of, a reinvigorated democracy.










Part I


Decoding the Technologists


In an age of advanced technology, inefficiency is the sin against the Holy Ghost.


—Aldous Huxley, foreword to Brave New World, 1946










Chapter 1


The Imperfections of the Optimization Mindset


Contrary to current popular opinion, for most of its storied existence the United States Postal Service has been a hub of disruptive innovation. In 1792, Benjamin Rush, a signer of the Declaration of Independence, ushered the Postal Service Act into law, giving the federal government control over various regional postal routes and declaring that the content of mail was private, even if delivered by a public carrier. It also provided for a novel cost structure: rather than charging on the basis of weight, the postal service would charge one rate for letters and another much less expensive rate for newspapers. The exchange and broad dissemination of news and information would thus be subsidized.


In order to improve the efficiency and reliability of mail delivery throughout a quickly expanding nation, the post office regularly turned to new technologies. It introduced delivery by horse, the Pony Express, in 1862 and began experimenting with delivery by train a few years later. To connect as many people as possible, the post office introduced free delivery of mail to rural areas in 1902. And just a few years after Henry Ford invented the automobile in 1901 and the Wright brothers the airplane in 1903, the post office was trying out both technologies for mail delivery.


In 1913, during the height of railroad development and the dawn of the age of the automobile, the post office introduced another radical and innovative idea: parcel post, designed to facilitate the delivery of ordinary merchandise via mail. In the expanding age of commerce, the post office would deliver goods in addition to letters, newspapers, and magazines. New forms of business sprang up to take advantage of this new delivery mechanism. Mail-order companies boomed. With thousands of carriers spread across the country, including in rural areas, mail-order industry profits went from $40 million in 1908 to $250 million in 1920, a huge sum at the time.


Imagine a family in 1920 in a rural area of the United States that is planning a trip and needs to buy a bunch of supplies. Rather than having to go many miles to the nearest city by horse or train, the family can order by mail from the Sears, Roebuck catalogue, choosing from an array of goods much larger than any shop in their own town is likely to stock. After receiving the order, Sears, Roebuck will fulfill it using parcel post. The process from start to finish might take a few weeks. That is still a long time but much more efficient and convenient than the alternatives.


Fast-forward a century. The post office is facing a crisis in the digital age. Digital technologies have driven greater and greater efficiencies in the exchange of messages. Email and text messaging now permit the instantaneous delivery of personal messages across the greatest of distances. The volume of single letters sent by first-class mail declined by 61 percent from 1995 to 2013. With the ubiquity of email and text messaging, writing a letter has become more and more a rarity, an expression of some romantic inclination rather than the humdrum desire to communicate or get something done. Ordering merchandise from catalogues via mail still exists but has declined precipitously. The Sears, Roebuck catalogue folded in 1993, and the company filed for bankruptcy in 2018.


How would that family in a rural area outfit themselves for a trip today? They would likely order what they need from Amazon Prime with the click of a few buttons, and in two days the packages would be delivered, possibly by the post office or a private carrier such as FedEx. In some cities, the packages might even arrive in two hours with Amazon Prime Now, bypassing the post office altogether. And Amazon Prime Air promises the future possibility of delivery by drones in thirty minutes or less. A family could shop in the morning and be ready to head out with all their supplies in the afternoon.


What a story of progress through greater and greater efficiency! Instantaneous mail! Delivery of packages within a few days, hours, or even minutes!


The evolution of Netflix tells a similar story about the drive for efficiency. At its start, Netflix was a subscription service for movies, not unlike Blockbuster, the bricks-and-mortar behemoth of the movie rental business. For a monthly fee, Netflix would deliver DVDs using the US Postal Service, providing a custom-designed, instantly recognizable red postage-paid envelope for returning them. In the company’s early days, customer satisfaction hinged on there being as quick a turnaround time as possible between the return of a DVD and the arrival in the mail of the next movie in the customer’s queue. If customers had to wait a week for a new movie to arrive, they complained. Although Netflix made extraordinary efforts to make the turnaround time as short as possible, it wasn’t responsible for carrying the red envelopes in the mail; that was the post office’s job. Netflix provided customized machines in thousands of post offices to speed up the return process, aiming for one-day delivery to its subscribers. And at one point, looking for every possible means to improve on delivery and return times, it hired the former US postmaster general to be its chief operations officer. Who better to improve Netflix’s ability to navigate the postal system?


But even in its early days, Netflix’s long-term plan wasn’t just about mailing DVDs. Reed Hastings, the company’s founder and CEO, who holds a master’s degree in computer science, knew that it was only a matter of time until efficiency gains in internet communication would enable the streaming of video directly to consumers. In 2007, his vision came to fruition. Taking advantage of broadband access, Netflix could bypass the postal service altogether. The company, recognizing that it still needed to support customers with limited or no internet access, also spun out a separate service called Qwikster that would continue DVD delivery by mail. Quickly it pivoted almost entirely to delivering films and television shows on demand via streaming video. Now it’s possible to watch nearly any movie one wants to at any moment, instantaneously, via the internet. Blockbuster—which in 2000 had turned down an offer to acquire Netflix for $50 million—filed for bankruptcy in 2010.


Today the delivery of movies is not merely efficient; it has been optimized. In terms of time spent, there appear to be no possible further improvements after instantaneous delivery via streaming.


Efficiency gains have led not only to greater convenience but to outcomes that matter far more, including many that enhance democracy or economic opportunity: better distribution of essential medicines around the globe, the development of new vaccines, easier access to the world’s information, and more effective interventions for students with learning differences.


Over the past several decades, the drive toward efficiency and optimization has come to play an increasingly dominant role across spheres and industries, from business (e.g., streamlining supply chains) to sports (e.g., Moneyball-style tactics using big-data analytics to drive decisions) and even to our personal lives (e.g., online dating apps and fitness trackers). It’s no coincidence that the industry and skill set most ascendant over the same time period has been computer science. In the digital age, the disruptive innovators tend to be the efficiency-obsessed tribe of people called coders, or software engineers. They are the ones who invent and bring to market the host of new technologies that are driving efficiency gains across so many aspects of life.


Should We Optimize Everything?


Efficiency is not always the good thing it seems to be. Consider the creation of a product called Soylent, another Silicon Valley innovation driven by engineers.


Soylent is a nutritional powder that can be made into a drinkable shake by adding water. This meal replacement product was developed because its inventor believed that food is a pain point in our daily lives, an inefficient delivery mechanism for the human body’s nutritional needs. Eating food is costly and requires shopping, cooking, and cleaning up or else going out to restaurants. And many meals are social affairs, with attendant expectations of conversation and social etiquette. All of this takes considerable time away from other potentially valuable activities, such as working.


Soylent is the brainchild of Rob Rhinehart, a Silicon Valley engineer who set out to solve a specific problem. After working at a failed start-up in San Francisco, he and his friends found themselves running short on cash and facing the challenge of making a decent meal. “I started wondering why something as simple and important as food was still so inefficient, given how streamlined and optimized other modern things are,” he told Vice. As he wrote on his personal blog, “In my own life I resented the time, money, and effort the purchase, preparation, consumption, and clean-up of food was consuming. I am pretty young, generally in good health, and remain physically and mentally active. I don’t want to lose weight. I want to maintain it and spend less energy getting energy.”


So he did what engineers do: he took an engineering approach to food and nutrition. He researched the vitamins and nutrients needed for bodily sustenance. He studied materials from the Food and Drug Administration and textbooks on nutrition and biochemistry, and he made a list of more than thirty nutrients required by the human body. He ordered the nutrients over the internet and began experimenting by blending them together in a powder form.


In 2013, he started living on the powder, which he would blend into a shake, making adjustments along the way when he realized that his concoction lacked iron and that he had miscalculated the amount of fiber he needed to feel healthy. After a month of subsisting on his powdered solution alone, he wrote a blog post entitled “How I Stopped Eating Food.”


Rhinehart called his invention Soylent, taking his inspiration from a 1966 novel depicting an overpopulated world with dwindling resources in which a new food, made from soy and lentils (soy + lent), is created in order to feed people. For most folks, however, the name evokes the 1973 film adaptation of the novel, Soylent Green starring Charlton Heston. In the movie, people live on a wafer they believe to be made from plankton. The wafer is revealed in the final scenes to be produced from human flesh, and the dystopia of overpopulation turns out to be an even greater horror in which cannibalism is the only way to survive. Rhinehart never claimed to be a branding genius.


Despite this, his blog post attracted attention. It was especially popular on a site called Hacker News, a place for the tech community to learn about clever inventions and gizmos to make life better and save time. Rhinehart saw an entrepreneurial opportunity, and he posted about Soylent on a crowdfunding site, promising to deliver a week’s worth of Soylent in return for a modest donation of $65. He hoped to raise $100,000 to bootstrap production. The response was enormous. He hit his target in just two hours. Eventually, more than six thousand people sent money to support his new venture, raising a total of more than $750,000.


Rhinehart and his collaborators went into business, and in 2014 they introduced Soylent to the public. The company is funded by some of Silicon Valley’s most prominent venture capital firms. In an introductory video posted on YouTube, Rhinehart explained, “What I really learned was how to break problems down. Everything is made of parts, everything can be broken down. Unlike most other foods which prioritize taste and texture, Soylent was engineered to maximize nutrition; to nourish the body in the most efficient way possible.”


It wasn’t just the desire to maximize his nutritional needs that motivated him. He told a reporter that farms where food is grown and animals are cultivated are “very inefficient factories.” “It’s really the labor that gets me,” he said. “Agriculture’s one of the most dangerous and dirty jobs out there, and it’s traditionally done by the underclass. There’s so much walking and manual labor, counting and measuring. Surely it should be automated.”


Soylent, he said, would solve multiple problems: the inefficiency of feeding oneself with food, the stress of worrying about optimal nutrition, the food industry’s reliance on farms. Soylent would deliver all that at relatively low cost. Win-win-win-win.


The press covered the release of Soylent as “The End of Food.” In the New York Times, Farhad Manjoo complained about its “stultifying utilitarianism,” calling it a “punishingly boring, joyless product.” Soylent may offer complete nourishment but only, the tech columnist wrote, “at the expense of the aesthetic and emotional pleasures many of us crave in food.”


The newspaper assigned Sam Sifton, its food critic and restaurant reviewer, to give Soylent a try. The results were predictable: “Imagine a meal made of the milk left in the bottom of a bowl of cut-rate cereal, the liquid thickened with sweepings from the floor of a health food store, and you have some sense of what it is like to consume the protein-packed shakes that have replaced Flamin’ Hot Cheetos and Red Bull in the diets of some tech workers in Silicon Valley.” Summoning up a small bit of charity, he concluded, “These instant meals are meant for work warriors for whom good and delicious food is secondary to perfect and unassailable engineering.”


It’s not hard to spot some problems with Soylent. It may be a hyper-efficient means of meeting one’s daily nutritional needs while drastically cutting down on the time required to prepare and eat regular food. But for most people, food is not just a delivery mechanism for one’s nutritional requirements. Food serves many different ends. It brings gustatory pleasure. It provides social connection. It sustains and transmits cultural identity. A world in which Soylent spells the end of food also spells the loss of these values.


Maybe you don’t care about Soylent; it’s just another product in the marketplace that no one is required to buy. If tech workers want to economize on time spent grocery shopping or a busy person faces the choice between grabbing an unhealthy meal at a fast-food joint or bringing along some Soylent, why should anyone complain? In fact, it’s a welcome alternative for some people.


That’s fine. Engineering has obviously brought humanity lots of good. But the story of Soylent is powerful because it reveals the optimization mindset of the technologist. And problems arise when this mindset begins to dominate—when the technologies begin to scale and become universal and unavoidable.


The Education of an Engineer


In 1936, John Maynard Keynes, one of the most influential economists ever to live, observed the following:


The ideas of economists and political philosophers, both when they are right and when they are wrong, are more powerful than is commonly understood. Indeed the world is ruled by little else. Practical men, who believe themselves to be quite exempt from any intellectual influence, are usually the slaves of some defunct economist. Madmen in authority, who hear voices in the air, are distilling their frenzy from some academic scribbler of a few years back.


He wrote those words in the early part of the twentieth century, at a moment of extreme global upheaval, with the Great Depression giving way to a second world war. One might not have thought that ideas were what mattered most at such a moment. But he was right. The perspectives of economists and the contest of political ideologies served to shape the two world wars, the Cold War, the fall of the Berlin Wall, the rise of the financial sector, and a globalizing economy—virtually all of the greatest challenges of the twentieth century.


Economists also entered the innermost halls of political decision-making, advising leaders and directly crafting public policy. Prior to World War II, it was lawyers who dominated federal agencies, and courts ignored most economic evidence about the predicted effects of their decisions. But economists flooded into public service in the mid–twentieth century, growing their ranks from about two thousand in the federal government in the 1950s to more than six thousand in the 1970s. They were hired in droves by large companies to drive growth and provide economic forecasts. And the leaders of the booming Wall Street banks, private equity firms, and hedge funds that rose to prominence in the last quarter of the century all had a background in economics.


What economics and finance were to the twentieth century, engineering and computer science are to the twenty-first. Computer hardware, processing power, big data, algorithms, artificial intelligence (AI), and network power are the most important currencies of our age. The quants and financial engineers have invaded the big banks, and it is the venture capitalists of Palo Alto, not fund managers on Wall Street, who finance disruptive innovation. Yet the worldview of the technologist is sometimes poorly understood by those outside the tech industry. Unlike economists in the twentieth century, engineers are generally not entering politics as advisers and decision makers. They tend instead to bypass politics altogether.


In all the discussion of the political and societal problems brought about by new technology, what has been missing is an understanding of the small and anomalous group of human beings who create that technology and are constantly tweaking it, tuning it, optimizing it in response to their notions of how it ought to be better. The place where many of the most influential of those humans are educated is Stanford University, and the place they tend to congregate after they graduate is Silicon Valley. If we want to understand how and why technology is changing the world, we need to better appreciate the mindset of the engineer.


The emphasis on optimization starts early, with the introductory training one receives as an engineer or computer scientist. Students in engineering are taught to think of themselves as problem solvers, always on the lookout for better solutions. In the realm of computer science, computation is the primary tool for finding these solutions. And the idea of finding solutions as efficiently and optimally as possible is inculcated early on.


In one of the standard introductory algorithms textbooks—a book that clocks in at more than a thousand pages—an algorithm is defined as a “tool for solving a well-specified computational problem.” The task for the human writing an algorithm is to solve a given problem with the greatest speed or by using the least possible computer memory or processing power. It’s notable that the entire emphasis is on producing efficient solutions to well-specified problems. Nowhere does the text invite a reader to ask what problems are worth solving or whether there are important problems that cannot be reduced to a computational solution.


Computer science was influenced by work in decision theory and linear programming that dates back to the 1940s and 1950s. George Dantzig, a pioneer of optimization methods and professor at Stanford who retired in 1997, wrote in a 2002 retrospective that “Linear programming can be viewed as part of a great revolutionary development which has given mankind the ability to state general goals and to lay out a path of detailed decisions to take in order to ‘best’ achieve its goals when faced with practical situations of great complexity. Our tools for doing this are ways to formulate real-world problems in detailed mathematical terms (models), techniques for solving the models (algorithms), and engines for executing the steps of algorithms (computers and software).” He dated that effort to 1947—the year he published the celebrated Simplex algorithm for linear programming—and observed that “what seems to characterize the pre-1947 era was lack of any interest in trying to optimize.”


In order to optimize, computer scientists often form mathematical abstractions of the world to create computational problems. A classic problem that nearly all computer scientists encounter at some point in their education is the “Traveling Salesman Problem” (more recently renamed the “Traveling Salesperson Problem”), or TSP. In this problem, one is given a list of cities to which the salesperson must travel, visiting every city only once before returning home. There are “costs” associated with traveling from city to city, and the point of the problem is to find a path for the salesperson that minimizes the total cost of the trip. Although to some the problem seems simple enough, it turns out that finding an efficient algorithm that can always determine the least costly trip is notoriously hard—so hard, in fact, that there is a $1 million prize for either finding an efficient algorithm to solve the problem or proving that an efficient algorithm doesn’t exist. After decades of effort, the prize is still unclaimed.


Of course, many algorithms have been proposed that can find reasonably good solutions to TSP, even if they can’t always guarantee an optimal result. Some of them try different alternative paths—potentially billions of them—noting when an alternative path leads to a lower cost than the best previously known path. Simpler methods take a “greedy” approach (“greedy algorithms” in computer speak) in which they simply select the next city to travel to based on the lowest cost from the current location before returning home.


Though it might seem odd that solving the traveling salesperson problem would be worthy of a $1 million prize, its real power is that it’s surprisingly representative of a large class of problems, known as NP-complete problems, that underlies challenges as diverse as cryptography and DNA sequencing. Figure out an efficient algorithm to optimally solve TSP, and you will not only claim a $1 million prize but will also be able to break many encryption systems currently in use on the internet.


The choices made when creating abstractions of the world have real-world consequences. In TSP, if we choose the “costs” for traveling from city to city to be the dollar cost of airline tickets or gasoline for a car, we might make entirely different routing decisions than if the costs were based on the amount of carbon emissions produced during travel. If you’ve ever been puzzled why an airline travel site would suggest a trip from Los Angeles to Seattle with a layover in Chicago, it’s because the objective its algorithm was set to optimize was likely to minimize price rather than environmental impact.


What we choose to optimize raises the issue of representational adequacy. In order to optimize some quantity (ticket cost, travel time) we need to have a way to represent that quantity mathematically. If we can’t directly measure or represent that quantity, there’s no way to create an optimization method to find out it if it’s doing better or worse. And some things—simple things—are easier to measure than others. Measuring ticket cost is easy; measuring environmental impact is much harder. Even more difficult is determining how to optimize for more fundamental ideals such as justice, dignity, happiness, or promoting an informed democracy.


Despite these limitations, optimization is such an essential element of the computer science toolbox that it transcends simply thinking about technical problems. What begins as a professional mindset for the technologist easily becomes a more general orientation to life. It becomes second nature to perceive inefficiency, as Rob Rhinehart did with food, and get frustrated. The paramount goal becomes removing friction from everyday activities, automating repetitive tasks, and finding ways to save time while improving outcomes. There’s an entire subculture of folks, many of them engineers, who traffic in “life hacking,” and a popular website, Lifehacker: “the ultimate authority on optimizing every aspect of your life.”


When you look at the world through this mindset, it’s not just small inefficiencies that annoy. Optimization is an orientation to the big picture as well. It’s not uncommon for us to encounter students, for example, who ask us for advice about how to optimize their Stanford experience, optimize their summer internship, or choose the optimal career. A recent popular book, Algorithms to Live By: The Computer Science of Human Decisions, recommends the skills of a computer scientist as the basis for leading a better life: algorithmic insights as a form of wisdom.


The rise of the technologist and the optimization mindset can be seen in our very lexicon. The use of the word optimist has been more or less constant for the past century, but a search of Google Books Ngram Viewer, which tracks the usage of particular words in a large corpus of books across languages, shows that the terms optimize and optimization were basically unknown prior to 1950 and have been on a rapid rise from then until today. This coincides with the rise of computer science as a discipline in the 1960s.


Of course, there are obvious precursors to the optimization mindset, such as the movement to bring scientific management to the workplace at the turn of the nineteenth century. This has been called Taylorism after one of its most vocal advocates, Frederick Taylor. Using empirical methods to identify best practices and standardize work in mass production lines, scientific management sought to increase worker productivity and economic efficiency. One difference between this approach and the optimization mindset of the modern technologist, however, is that a hundred years ago when bosses tried to enforce efficiency on the shop floor it was understood to be a form of oppression. Today, we tend to embrace and celebrate optimization.


But having a devotion to efficiency and an obsession with optimization is not all upside. And now that technologists have become powerful, with their vision and their values about technology remaking our individual lives and societies, the problems with optimization have become our problems, too.


The Deficiency of Efficiency


A focus on efficiency and optimization can lead technologists to believe that increasing efficiency and solving problems optimally are inherently good things. There’s something tempting about this view. Given a choice between doing something efficiently or inefficiently, who would choose the slower, more wasteful, more energy-intensive path?


However, there are times when inefficiency is preferable: putting speed bumps or speed limits onto roads near schools in order to protect children; encouraging juries to take ample time to deliberate before rendering a verdict; having the media hold off on calling an election until all the polls have closed; or pursuing malicious goals—such as harming people—with greater efficiency. The quest to make something more efficient is not an inherently good thing. Everything depends on the goal or end result.


The real worry is that giving priority to optimization can lead to focusing more on the methods than on the goals in question. If a particular problem to be solved is simply delivered to a software engineer without consideration or debate as to its value, we are stuck with the results of optimizing the goal. And suddenly boosting screen time, increasing click-through rates on ads, promoting purchases of an algorithmically recommended item, increasing predictive accuracy in facial recognition, or maximizing profit leads to other important values being lost.


In our experience, the job interview questions for software engineers typically involve scalable solutions to abstract coding problems. This encourages young candidates to focus on scale and algorithmic efficiency. It does not encourage them to think critically about the company or its societal impacts when looking for a job.


The pioneering computer scientist Donald Knuth famously said that “premature optimization is the root of all evil.” We could interpret this quote any number of ways, and indeed it has been widely misunderstood. Knuth uses optimization and efficiency synonymously: to optimize code is to make it more efficient. Knuth himself was not anti-efficiency; rather, he was arguing that there is a time and a place for efficiency. Usually, he observed, the biggest improvement in the running time of a program comes from modifying a small part of the code, as long as you optimize the right snippet. And making code efficient often makes it needlessly complicated, lowering overall performance because the code becomes harder to debug and maintain. An unchecked drive to make code efficient, Knuth argues, can actually create inefficiency for the programmer.


For Knuth, the time and place to be efficient is when you have figured out what is worth making efficient by analyzing the effects of efficiency at a higher level. But suppose that a technologist focuses on those bits of code that will make the code faster and writes the program in a way that doesn’t sacrifice code readability. Overall, the program becomes more efficient. Has the technologist avoided premature optimization? Not necessarily. Suppose the program is used for an undesirable end: suppose it is used successfully by a malicious hacker or to guide an economy into a state of massive inequality. Perhaps then we could interpret Knuth’s quote even more broadly than he intended: even if technologists know how to make a program run efficiently, if they have not considered its possible uses and impacts, optimization may yet be premature.


This points to another kind of problem that comes up when goals are not assessed. Technologists sometimes describe the tools they build as dual or multi-use. There is frequently no fixed goal or purpose for a particular technology; it can be deployed for different purposes by different users. The phrase originated in geopolitical and diplomatic circles to distinguish between civilian and military purposes of different technologies. For example, the engineers who developed nuclear energy technologies recognized that their work could be put to potentially positive uses for civilian purposes in nuclear power plants and potentially negative uses in constructing and detonating nuclear weapons. It required the scientific ingenuity of engineers to develop nuclear energy, but it was imperative that the technology be accompanied by a governance framework that would facilitate civilian uses and limit military ones.


The same is true of the digital inventions of twenty-first-century technologists. Computer scientists can create an astonishing new tool—say, facial recognition—and it can be optimized for the highest possible accuracy in identification. In a limited sense, the objective function here is to recognize a face. But having succeeded at that task, the downstream applications are many, and the ends to which the technology can be put range across a wide spectrum of good to bad. Facial recognition can be deployed so that photos can be autotagged or you can unlock your smartphone by looking into its camera. Or it can be installed on consumer drones for you to surveil your neighbors or the government to track peaceful protesters or radical terrorists to create weaponized drones that kill with newfound accuracy. What responsibility does the technologist have for trying to ensure that a technology is used for good rather than bad?


Such questions are becoming more and more urgent in tech companies as engineers increasingly grapple with the unexpected ways in which their work may be used. In 2018, thousands of employees at Google signed a letter in protest against the decision by executives at the company to sell artificial intelligence technology to the US military in order to assist in identifying people in video images. “We believe,” the petitioners wrote, “that Google should not be in the business of war.” In this instance, at least, Google decided not to renew its contract with the government.


It’s worth emphasizing that whoever makes the choice of what to optimize is effectively deciding what problems are worth solving. The glaring lack of racial and gender diversity in the ranks of technologists and start-up founders means that these choices rest in the hands of a small group of people not representative of the wider world. No surprise that many new start-ups show a bias in favor of solving the problems of a privileged demographic. A more diverse group of technologists and founders might well deploy the power of optimization for a broader set of problems.


What Is Measurable Is Not Always Meaningful


Let’s assume that the technologist has successfully addressed the first problem. The focus on optimization has been accompanied by scrutiny and an independent evaluation of the goal or objective function. With some level of confidence that the problem is worth solving, the technologist gets to work.
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