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Introduction


By now, probably all of you reading this book will have experienced having a conversation with a computer, and feeling as if you are understood. The world has shifted, but where are we heading? If you’re here to discover whether or not AI is a potential threat to humanity – one that might even cause the extinction of our species – I have disappointing news. Nobody knows. In an unusual situation for science, there is profound disagreement between the most expert people in the room as to the dangers. Many other people have been keen to profess an opinion, whether educated or not.


To help readers form an educated view of their own, I’ve written this book so it can be read front to back. If choosing that pathway, the intention is to give a deeper understanding of what computers are, and why and how people have tried to turn them into thinking machines, setting developments in what’s called generative AI (computers becoming creative) within a historical context. And to show why the question of existential risk is so difficult. But do be reassured that, since the 2014 publication of Nick Bostrom’s Superintelligence, this conundrum is front and centre as the race towards artificial general intelligence continues – making everyone aware it must be a race towards safe AGI.


When reading this book, keep in mind that technology never stands still. AI will only become (much) better and more powerful. That makes writing about AI tricky because it is a moving target, but the historical context should provide solid foundations. However, this is a book of 50 short chapters that can be read independently, as standalone pieces. If your primary interest is knowing how to use the extraordinary new generation of AI tools that are becoming available, jump straight there to find out. Or, if you’re curious as to what happens in the near or far future, skip further on instead.


Above all, the single, most important thing you can do to understand AI is to experiment, play, practise and perfect your own working with it. Don’t be afraid – dive in, glimpse the future and remain a part of it, instead of being left behind.


Keith Mansfield










01 The Imitation Game


In 1950 Alan Turing opened an academic paper with the words, ‘I propose to consider the question, “Can machines think?”’ So began the serious study of artificial intelligence, ushered in a mere half dozen years after Bletchley Park’s Colossus computer, and only 14 after Turing himself had first conceived of a theoretical computing machine. Three-quarters of a century on from Turing’s remarkably prescient question, we have learned much – the Turing Test itself has undoubtedly been passed – but our answer to his conundrum still depends on, as Turing proceeded to write, ‘the meaning of the terms “machine” and “think”’.


With his assertion of ‘I think, therefore I am’, René Descartes famously proposed it was impossible to think and not be certain of one’s existence. But how do we know anyone else is actually thinking? For this problem of other minds (see page 76), most of the time we assume that if someone appears to be thinking, then they are. We don’t require an MRI scan to tell us this. In his 1950 paper entitled ‘Computing Machinery and Intelligence’, Turing proposed we apply the same standard of proof to machines. If they also appear to be thinking, then we should treat them as if they were. Whether that apparent thought is comparable with a human’s is the essence of what he termed the imitation game, which we nowadays know as the Turing Test.


The Turing Test


Turing’s challenge was an adaptation of a popular dinner party game of his era. A man and a woman would go into separate rooms while the remaining guests wrote out questions for them to respond to. When their answers came back, the guests would have to decide which room held the man and which the woman, with both having tried to fool their questioners. Turing’s new take was to replace one of the humans with a machine. His original Turing Test continued to suppose one interrogator and two subjects, all in separate rooms and communicating via typewritten text. By posing a series of questions and assessing the answers given, if the interrogator were unable to decide which of the protagonists were human, the machine would have passed the test. Writing in 1950, Turing suggested that by the year 2000, the interrogator ‘would have no more than a 70 percent chance of making the right identification after five minutes of questioning’. In this he was a little ambitious, but within the right ballpark.




Telepathy


One reason Turing was concerned his test would fail was because of extrasensory perception, claiming in the 1950 paper that the statistical evidence for telepathy ‘is overwhelming’. He reasoned if one of the subjects ‘is a good telepathic receiver’ it would bias the test, adding that if the interrogator has ‘psychokinetic powers’ this may also lead to problems, with that person affecting the physical mechanics of the computer.


Nowadays we know humans don’t possess such abilities naturally, but they are being artificially created through brain–computer interfaces (see page 132). It has become commonplace to control drones, wheelchairs, cursors or prosthetic limbs using such devices, effectively giving people telekinetic powers. In addition, many believe further enhancements will be necessary to control or at least work with intelligent computers, and Elon Musk’s company Neuralink is already trialling brain implants in humans for this purpose. Early in 2024, Musk announced that Neuralink’s first product would actually be called Telepathy and would allow ‘control of your phone or computer, and through them almost any device, just by thinking’.


When such devices become widespread, people’s brains will be able to exchange information directly with a computer, but most likely also with other humans, making us artificially telepathic. But is a human with an implanted neural interface still human, or have they become part machine? Turing addressed such questions in his paper, and said a machine derived from a human source still counts as human for the purpose of his test.





Over the decades the Turing Test evolved into an ever-lengthening dialogue between a single judge interrogating just one subject, that would attempt to persuade the judge they were human. In 1991, Hugh Loebner formalized this into an annual such contest, leading to endless newspaper articles in which an interrogator had been fooled and the test apparently passed. By 2004, the conversational question and answer sessions started running to 20 minutes to make false positives less likely.


Details of the game


Turing was specifically interested in the new machines being invented, so he decreed the one in his imitation game must be a digital computer. While suggesting some might find this too restrictive, he proceeded to argue that these were part of a theoretical class he termed discrete-state machines, ‘which move by sudden jumps or clicks from one quite definite state to another’. All these states, he said, were unique and he went on to show just how many there were, with even what he terms the Manchester machine (see page 28) having 1050,000 (a one followed by 50,000 zeroes) such permutations. By showing how a digital computer could mimic any discrete-state machine, he showed that digital computers were in fact universal computing machines, nowadays known as universal Turing machines.


Turing addressed various objections to his question of whether machines could think, such as from theology and mathematics, and the difficulties around definitions of consciousness. Then he made a radical jump. Instead of building a machine to imitate an adult human intelligence, he suggested building one that is capable of learning. ‘Instead of trying to produce a program to simulate the adult mind, why not rather try to produce one that simulates the child’s?’ In formulating the problem of artificial intelligence in this way, he neatly divided it into two: programming a childlike brain, and then creating an education process by which it can learn. This is the heart of what we call machine learning – the dominant paradigm of AI – today.


A moving target


Turing’s proposed test proved significant because it provided a concrete benchmark for machine intelligence. It shifted the question from the philosophical ‘Can machines think?’ to the more practical ‘Can machines behave in a way indistinguishable from human intelligence?’ An example of how this impacted early AI research was Joseph Weizenbaum’s computer therapist ELIZA (see page 41).


There is no universally agreed moment when the Turing Test was passed (and there remain naysayers who claim it hasn’t been). For some it would be May 2018, when CEO Sundar demonstrated Google Duplex, a voice-based AI assistant. Others might put it as November 2022, when OpenAI released its ChatGPT technology into the world. Later still, and far superior again, GPT4 was unveiled in March 2023. Then, early in 2024, OpenAI (and others) began programming memory into their generative AI, enabling current conversations to take place in the context of past ones. Briefly, at some point within this overall timeframe, it was possible to be holding a regular, intelligent conversation with a machine, unaware it was not a fellow human being. It did not last because progress in AI does not stand still.


Since the release of the plethora of AI programs that followed ChatGPT, the test is more likely to fail because it quickly becomes clear that the machine knows far more than any one human across multiple domains. It can instantly explain the double-slit experiment of quantum mechanics, write a sonnet on the subject of the Forth Bridge (one of Turing’s challenges for it) and play a game of chess that would comfortably better the (human) world champion. Then, for good measure, it might adapt the Mona Lisa by enlarging the background surrounding her, or generate a video of a Philip K Dick short story – all in next to no time. And what human is capable of all that?


The condensed idea
Can machines think?










02 The Antikythera Mechanism


The shipwreck off the small Greek island of Antikythera was producing a stunning bounty: three life-size marble horses, a 2m-high statue of Herakles, jewellery, coins and hundreds of ancient works of art. Captain Dimitrios Kontos and his team of sponge divers continued to explore its treasures, having discovered it the previous year, in 1900. Among the Rhodian vases and unique glassware, they carried an unspectacular lump of bronze up to the surface. Some considered throwing it back into the Mediterranean, but they kept it and, a year later, it was identified as containing a gear. But it took nearly a century for its significance to become widely recognized – as the world’s oldest-surviving analogue computer.


Analysis through the latter half of the 20th century and later has revealed that the boat, laden with treasure, was likely en route between Greece and Rome, and sank around 100 bce. All pieces of the wreckage now reside in the National Museum of Athens, where Captain Kontos sent his bounty, amid great excitement in the Greek papers at the time, but it was the classical finds that made all the headlines. Historian of science Derek J de Solla Price began some investigations of the bronze device in the 1970s, writing a book Gears from the Greeks, but the true importance of this most extraordinary find only became apparent in 2005, when a team from Cardiff University used X-ray tomography, imaging the bronze slice by slice, to first reveal 37 gears and various inscriptions. Since then, as imaging techniques have continued to improve, further gears have been found and ever more discoveries made – together with physical and virtual reconstructions. In 2023, the device was brought to popular attention as the titular Dial of Destiny in the fifth Indiana Jones movie.


The device


Nowadays recognized as the earliest example of a technological, analogue computer, estimates of the date of its manufacture have moved steadily backwards, with it now thought to have been produced around 200 bce. Clockwork, 330mm tall, 180mm wide and 80mm deep, there’s even a user manual on the back, explaining how to have the device show you the positions of the planets and the moon on any given day.


With at least 39 bronze gears (some with hundreds of teeth), 19 shafts, 7 pointers and multiple other components, today’s reconstructions show the accuracy of past and future predictions of the heavens is extraordinary, still capable of predicting the dates of lunar and solar eclipses for the 21st century. At the time, phases of the moon were used to determine the dates of the Olympic and other Greek games, and the dial on the rear of the mechanism gives an inscription for six of these different contests across Greece for which the dates could be calculated.


The leap year was not formalized until 40 bce, with the introduction of the Julian calendar, but even though the mechanism was constructed before then, it specifically allows for its operator to recalibrate it straightforwardly every four years. Lathes were required for the manufacture, and to cut the bronze gears (a copper–tin alloy), steel machine tools of high precision would have been necessary.


Progress


The idea of progress is a modern one. Up until the Industrial Revolution of the late 18th century, life for the average human seemingly remained much the same as that of one a hundred, or five hundred, or a thousand years earlier. And that life was hard.


Before 1800, life expectancy in every country was below 40 – now it’s above that everywhere, averaging 73 globally, and much higher in most Western nations. In 1820 more than three-quarters of the world’s population survived on the equivalent of $1.90 a day in today’s money (the definition of extreme poverty). By 2018 that figure was below 10 percent, despite the enormous increase in numbers. Using fossil fuels to propel civilization forward was given a further boost in the middle of the 20th century with the invention of the digital computer, and the exponential progress in computing power seen ever since, creating wealth and funding new scientific and technological developments.


It might be natural to believe that AI will only accelerate this, yet what the Antikythera mechanism shows us is that progress is not inexorable, nor is it linear. Civilization is fragile – history reinforces this, teaching us civilizations are anything but permanent. The ability to manufacture the fine gearing on this early astronomical clock did not happen in isolation – that would be like the Wright Brothers building a jumbo jet on the sand dunes of Kitty Hawk, instead of their spruce and ash flyer. Instead, it has transformed our ideas about the ancient world, and tells us that clockwork technology must have been well known to the Greeks – technology we couldn’t come close to reproducing until more than 1,500 years later, with Richard of Wallingford and Giovanni Dondi dell’Orologio in Padua.




The Herculaneum scrolls


The Antikythera mechanism isn’t the only ancient artefact to provide a window onto our past. When Mount Vesuvius erupted in 79 CE it buried not only Pompeii, but a town nearer to the volcano called Herculaneum, including 1,800 ancient scrolls in the Villa of the Papyri. It is the only surviving library of the ancient world that exists in its entirety, but since its discovery in the 18th century the many attempts to read the scrolls have failed because they were carbonized in the eruption, effectively turned to charcoal.


Step forward Brent Seales, a computer scientist at the University of Kentucky. Using a combination of artificial intelligence and computer imaging, Seales has developed a technology known as virtual unwrapping to read the unreadable, already successfully deployed on other ancient manuscripts. He created the million-dollar prize of the Vesuvius Challenge, with student teams from across the world in a race to decipher these manuscripts, unread for nearly two millennia. The main prize was awarded early in 2024, with the decoding of four passages of at least 140 characters from a scroll. With so many scrolls to decode, who knows what other wonders from the ancient world we will discover?





Civilizations self-destruct


There is the utopian idea of AI taking over grunt work jobs, freeing humans to enter a new golden age where we can create, learn, play or think – to take on new challenges and continue moving forward. As well as economic gains, there is a scientific bounty at stake – perhaps it will even unlock the secrets of aging, and dramatically extend our lifespans even further? Demis Hassabis, founder of AI leaders DeepMind gave the company a mission: ‘solve intelligence, and then use it to solve everything else’. Others talk of AI as our final invention.


But will AI accelerate human progress, set us back or even end it entirely? ‘Civilizations die from suicide, not by murder’, wrote Arnold Toynbee, summarizing his 12-volume A Study of History. Cambridge researcher Luke Kemp has researched 28 civilizations from the Akkadian Empire onwards, finding their average lifespan is 336 years before what is often a speedy collapse, in many cases brought about by internal factors. Looking beyond Earth, cosmologist Carl Sagan pondered the seeming absence of extraterrestrial intelligence, suggesting ‘this makes us wonder whether civilizations like ours rush inevitably into self-destruction’. There is another school of thought it might infantilize humanity, providing for our every need so we become like the Eloi of H G Wells’ The Time Machine, regressing to a state in which we are no longer capable of advancing. That by ceding control to the machine, we lose our understanding of it. Or there is the idea that, either through deliberate action or dispassionate neglect, AI will become the dominant force on the planet, and humanity will be threatened with extinction.


Kemp argues several factors such as rising inequality, environmental degradation, or increasing complexity are often the reasons for collapse, and it can be argued AI has the potential to contribute to all three, unless well managed. When previous human civilizations failed, there was always another, normally geographically separated, that could expand to fill the void. One of the dangers facing us now is that we are effectively a global, interconnected society, so any fall could be planet-wide. Oxford-based Australian philosopher Toby Ord titled his 2020 book The Precipice because he proposed that now is the most pivotal, and the most dangerous, time in the history of Homo sapiens.


The condensed idea
Human progress is not linear










03 The Mechanical Turk


Napoleon did not enjoy being beaten. Even when the game was chess, rather than a full-blown military campaign. Sitting across from his inscrutable opponent, dressed in a turban and oriental robes, he searched for the strategy that might yet save him. In their first game he’d even cheated, three times playing an illegal move, but the Turk was not having it, initially calmly replacing Napoleon’s queen on its correct square, but eventually sweeping all the pieces off the board. This second match was more serious, but after only 19 moves it was clear to the French emperor that the game was up. He tipped over his king in resignation.


Created by Dutch inventor Wolfgang von Kempelen in 1770, for the royal court of Empress Maria Theresa in Vienna, the Mechanical Turk was an apparent artificial intelligence – a brilliant chess-playing automaton. As well as Napoleon Bonaparte, it played against notables such as Benjamin Franklin, Catherine the Great, Charles Babbage and Edgar Allen Poe over an 84-year period, before being destroyed in a fire. The life-sized head and torso of the robed figure sat atop a roughly metre-square cabinet, with doors all around so the person demonstrating it could open them and reveal a complex clockwork interior to a rapt audience. But all was not as it seemed and the cabinet held a concealed area in which a small, skilled chess player could lie, manipulating the pieces from below.


However, the world of the time was fascinated by this supposed artificial intelligence. It would go on to tour Europe, including spending a year in London and after von Kempelen’s death was bought and taken to America where it played games in New York and Boston. Many automata were known in this clockwork era, such as John Joseph Martin’s silver swan or the Francini brothers’ moving figures within a cave at a French chateau, but by setting the Mechanical Turk the task of playing chess, von Kempelen was suggesting to his audience that his creation might even be capable of rational thought. Even though simply being able to play chess would be an example of what we nowadays call narrow artificial intelligence, this challenge remained the gold standard for AI research for more than two centuries until the advent of IBM’s Deep Blue computer in the 1990s (see page 52).




Amazon’s reinvention


In 2005, Amazon launched its own service called Mechanical Turk as a means of crowdsourcing computer programming power. But, as with its original namesake, it used humans to do the intellectual donkey work. As a precursor to the highly successful Amazon Web Services, which rents out spare computing capacity in ‘the cloud’, this created an early marketplace for freelance human programmers. If you needed a computing task performing, you would post it on the Mechanical Turk site and it would match your job to workers prepared to take it on.


Fei-Fei Li was a computing researcher at Princeton, working on computer vision. In 2006, she proposed building a labelled database, ImageNet, that could be used to train computers to recognize specific objects, but kept running up against funding problems as people couldn’t see an academic use for such a project. Even if she could have gained approval, it would have taken a graduate student decades to do the labelling work she required, making it completely impractical. Then she discovered Amazon’s Mechanical Turk and was able to post the job for anyone around the globe to take on in piecemeal fashion. The end result saw the database completed at a fraction of the cost and in a fraction of the time of paying graduate students.


Presented to the world for the first time in 2009 at a conference on computer vision and pattern recognition, it was ImageNet that would soon teach computers how to see.





Embodiment


Despite being nothing more than a clever conjuring trick, giving the Mechanical Turk a human-like form, plays on one of the key ideas we think of when considering intelligence – that it is embodied. Within humans and animals, we recognize intelligence as something that takes physical form or, at the very least, occupies a physical body.


Cambridge computer scientist Neil Lawrence argues that our own human intelligence is so highly embodied (with powerful brains but matched with an ability to communicate ideas only slowly) it becomes natural for us to project this onto machine intelligence. When interacting with seemingly intelligent virtual assistants such as Siri or Alexa, we project our idea of intelligence onto the physical device, be it a phone or a speaker in the corner of the room – when, actually, any ‘thinking’ is being carried out on a remote server, likely hundreds of miles away.




Descartes’ other daughter


While the Mechanical Turk proved to be a fake automaton, a human hidden inside the device, it has been suggested that René Descartes created a genuine clockwork one – modelled on his daughter Francine. The original story comes from the monk Bonaventure d’Argonne in his 1699 book Mélanges d’histoire et de littérature, but is elaborated by Isaac Disraeli (father of the British prime minister) nearly a century later.


Disraeli talks of Descartes’ wooden daughter, telling how the philosopher was travelling aboard a ship with his creation in a trunk. Hearing noises coming from the box, the captain of the ship is said to have opened it and found the animated, yet wooden, child inside. So disturbed by the creature, the skipper is said to have thrown the mechanical Francine overboard in horror and disgust.


The human Francine had died of scarlet fever in 1640. Accounts differ as to whether Descartes created the automaton because he mourned his daughter’s loss so much, or perhaps he was trying to demonstrate the separation of body from soul, in what we nowadays know as Cartesian dualism.





In practice, most of AI will not be embodied. Lawrence goes on to suggest it is the constraints on humans that have created an intelligence unique to us, and that AI is a different type of intelligence. When speaking, humans can only communicate at a rate of around 150 words per minute which, in computing talk, translates to a bandwidth of around 1,800 bits per minute. By contrast, machines already communicate at speeds of around 60 billion bits per minute – they are more than 30 million times faster than us. Compared with an AI, we are locked-in, so our intelligence has become social, trying to understand the people we communicate with and second-guess what they really mean. AI’s extraordinary ability to transmit information – its unlimited bandwidth compared with ours – means it has no need of this social intelligence.


When Napoleon was playing against the Mechanical Turk, or when we watch movies or read books about AI, these tend to play on our expectations of embodiment – from the robot Maria in Fritz Lang’s Metropolis to James Cameron’s red-eyed Terminator, to Alicia Vikander’s android in Alex Garland’s Ex Machina. Humans perceive an embodied AI and believe that what is being created is an intelligence like, but ultimately superior to, our own.


It can be hard to escape millions of years of evolution. Nothing our distant and recent ancestors encountered can prepare us for the emergence of an entirely new intelligence in our midst. Everything we have cooperated with or out-competed has come from similar roots as our own, and behaves, bodily, in somewhat similar ways. Our human experience of intelligence is intrinsically tied to the way we think with our brains, perceive with our senses and interact with the world through our limbs.


However, we are developing increasingly sophisticated AI systems that exist solely in the digital realm, and one of the biggest challenges we all face when thinking about AI is training ourselves to think differently about machine intelligence. To recognize its otherness. We must learn to see this new reality that cognition, regardless of the accompanying discussions around sentience, can simply exist in a fundamentally different form in silicon and code. And that the likelihood for AI and how it will evolve in the future, is that it will be very different from human intelligence.


The condensed idea
AI is not embodied










04 Clockwork Engines


Take a 19th-century gentleman mathematician and socialite, add the precocious only legitimate daughter of Lord Byron, sprinkle in the Industrial Revolution and the need for precise mathematical tables, and you just might come up with algorithms and a gigantic steam-powered computing machine on which to run them. Charles Babbage and Ada Lovelace can be thought of as the grandfather and grandmother of modern computers, but could their Analytical Engine truly think?


Son of a wealthy banker, by the time Charles Babbage arrived at Trinity College, he found his private education had seen him far in advance of his Cambridge tutors. Inspired by developments on the continent, Babbage and friends founded the Analytical Society, to bring modern European mathematical thinking to England. He was soon lecturing on astronomy at the Royal Institution, and was elected a Fellow of the Royal Society, but at some point around 1820 had the idea of a cog-based mathematical calculating machine which was to consume him, becoming his life’s obsession.


The Difference Engine


Babbage’s notebooks recall a conversation with his astronomer friend John Herschel, whose father William had been the first human to discover a planet – Uranus. ‘In the course of our conversations on this subject, it was suggested by one of us, in a manner which certainly at the time was not altogether serious, that it would be extremely convenient if a steam engine could be contrived to execute calculations for us’. The idea took hold and in 1823 Babbage approached the British government for funding to build such a device.


It was an enormously ambitious undertaking, but accurate mathematical tables were required in industries such as navigation, banking, surveying and astronomy, and clerks frequently made costly errors. The Difference Engine Babbage proposed was an automated mathematical calculator, linked to a printing device, so there would be no human errors introduced in transcribing the results. It would use the mathematical method of finite differences to compute logarithmic and trigonometric tables to a very high degree of accuracy.




The great grandfather of computing


When not engaged in a bitter priority dispute with Sir Isaac Newton over which of them invented calculus, German polymath Gottfried Wilhelm Leibniz (1646–1716) was busy thinking about machines that could think. He refined the binary number system and devised the principles behind a digital computer – Leibniz proposed using marbles moving through a system in which an open gate would represent the binary 1 and a closed gate 0. And he would use this to decide the truth or otherwise of mathematical statements.


Early in his life Leibniz theorized about a system that ‘contains the application of all reason, a judgement in each controversy, an analysis of all notions, a valuation of probability, a compass for navigating over the ocean of our experiences, an inventory of all things, a table of all thoughts, a microscope with which to prove the phenomena of the present and a telescope with which to preview those of the future, a general possibility to calculate everything’. With his binary computer he came to think he had indeed created a general problem-solver.





Unfortunately for Babbage, the design and construction of his machine did not prove straightforward, partly down to continual changing and refinement. By 1830, the plan called for a 3m-high machine weighing four tonnes, with 25,000 individual parts. The closest it came to being realized was with a 2,000-part demonstration piece in 1832, representing one-seventh of the device, before the engineer building it, Joseph Clement, downed tools unless paid in advance. In the first of what we nowadays see as a long line of failed state-run computing projects, the British government finally pulled the plug in 1842. The cost to the UK taxpayer had been £17,500, enough to have bought 22 of Stephenson’s new steam locomotives. However, freed from the drudgery of his project-management duties, Babbage was now able to pursue an even more ambitious idea – the Analytical Engine.



Algorithmic thinking


From 1828 Babbage began hosting ‘scientific soirées’ at his London home. It was on one such evening in 1833, that 17-year-old Ada Lovelace met Babbage. Lovelace had been privately educated, and unusually for a young woman of the time, this included mathematics. Her father had been a Luddite, speaking out in support of Ned Ludd and his destruction of water-powered automated looms that he believed were threatening jobs. By contrast a 12-year-old Ada was trying to design steam-powered flying machines. Seeing the demonstration of the Difference Engine, Lovelace was enthralled and would go on to be an enthusiastic champion of Babbage’s work – the pair began a lifelong friendship and correspondence.


The Analytical Engine was a radical step beyond the mere mechanistic calculation of the Difference Engine and on to a general method of computation. It would be ‘programmable’, the inputs given by punched cards, a system already pioneered by the new Jacquard looms to enable them to weave complex patterns. There was a 6-m section of internal memory known as a ‘store’, to retain the results of intermediate calculations, and the equivalent of a processor where those calculations were performed, which Babbage termed a ‘mill’ and would be 4.5m tall. Like the Difference Engine it could output directly to printing plates, but also to punched cards or a graph plotter. The scale was such that only steam power could have enabled it to operate.




Lady Lovelace’s objection


While visionary in creating the idea of an algorithm to manipulate symbols and produce jacquard tapestries, or music, or mathematical tables, Lovelace is adamant about one thing. In her letters she is clear a machine will only obey instructions. ‘The Analytical Engine has no pretensions to originate anything. It can do whatever we know how to order it to perform’.


A century later when asking ‘Can machines think?’ (see page 4), Alan Turing specifically responds to this, which he terms ‘Lady Lovelace’s objection’. Turing argues that Lovelace’s statement doesn’t imply she is saying a machine cannot think for itself or learn, but rather the machines conceived at her time did not appear to her to have this property. In his paper Turing is clear that the Analytical Engine ‘was a universal digital computer’ and that if it was sufficiently fast with large enough storage it might have been able to be programmed to think. But he also writes that neither Lovelace nor Babbage were obliged to claim all that could be claimed of the device.





Babbage alienated the Royal Society and figures in the UK government, meaning, in 1840, he travelled abroad in an attempt to raise funds. Invited to Turin, Italy, he lectured on the principles of the engine. Based on his talks mathematician Luigi Menabrea published an 1842 account of the Analytical Engine in French. Wanting to promote the ideas back home, Ada Lovelace took it upon herself to translate Menabrea’s work, but with extensive additional notes of her own. Note G of her appendix was ‘to illustrate the powers of the engine’ by providing a method of calculating Bernoulli numbers, frequently used in mathematics and with each number generated recursively (from the one before). Lovelace details the method of fetching numbers from the store, processing them in the mill and returning them to the store, according to instructions given on punched cards. As such, it is said she used algorithmic thinking to create the very first computer program.


Lovelace noted that the machine could do far more than numerical mathematics, dependent on its inputs, and suggested it might create musical compositions or perform abstract algebra. Among the many letters exchanged between Lovelace and Babbage, is one she wrote to him in August 1843, offering her assistance with raising funds to actually build the Analytical Engine, but for whatever reason, Babbage rejected the approach. It wasn’t until 2002 that one of Babbage’s designs for the Difference Engine was completed, in a project led by Doron Swade for London’s Science Museum.


The condensed idea
A steam-powered digital computer










05 The Entscheidungsproblem


In 1928, Austrian David Hilbert (the greatest mathematician of his day) formally posed the decision problem, known in his native German as the Entscheidungsproblem: is there an algorithm to decide if a statement is provable using the rules of logic? From the paradoxes of Bertrand Russell to the incompleteness theorems of Kurt Gödel, this question had been vexing logicians for decades. To solve it, a young Cambridge mathematician named Alan Turing invented a universal computing machine.


The Entscheidungsproblem wasn’t David Hilbert’s first direct challenge to the mathematical community. At the beginning of the 20th century he produced a famous list of 23 problems to move the subject forward, including the likes of solving the Riemann hypothesis (problem 8). Problem 2 was concerned with the compatibility of arithmetical axioms, and problem 10, the decidability of solving equations in whole numbers. He was keen that mathematics become an absolutely rigorous subject that was self-consistent, complete and decidable. Then Bertrand Russell, with his 1903 book The Principles of Mathematics, introduced a paradox that would make set theory extremely problematic. This only became more so after Russell’s collaboration with Alfred North Whitehead on Principia Mathematica, the first volume of which was published in 1910, which would be influential in Kurt Gödel’s famous incompleteness theorems. All this appeared to sweep away what had once been hoped could be the rigourous foundations of pure mathematics, proving it was impossible to build the subject using only logic, from its fundamental axioms.


In logic theory, a formal system is composed of an ‘alphabet’ that can be manipulated by a set of rules. For instance, in a game of chess the alphabet is the pieces, and the rules are how they are allowed to move. More directly in mathematics, you could say arithmetic is a formal system, with the numbers as the alphabet and the rules (or operations) being addition, subtraction, multiplication and division. If mathematics is the formal system concerned in Hilbert’s problem, this boils down to determining whether there is a way of always deciding the truth or falsity of a mathematical statement. Is there a way of knowing whether or not your starting assumptions will lead to your conclusion?



The Turing machine


In 1935, a 22-year-old Alan Turing was lying in Grantchester Meadows, Cambridge, thinking about the Entscheidungsproblem, when he came up with the idea of a theoretical computing machine, nowadays known as a Turing machine. For this to work, it had to be a very general construction – his simple device consisted of just three elements.


First was a very long line of paper tape (as long as it needed to be) with a single row of successive squares in which was written either a 1 or a 0. Then, there was a device that was able to move along the tape and read the contents of the square it was situated above. The device could also remove or replace the symbol in each square – and, having done so, could only move one square to either the left or the right along the tape. What it chooses to do in each position is determined by the third element, the instructions on what to do given its current internal state – effectively the program it is running. A simple example might be to determine if there is an equal number of 1s and 0s written on the tape. This, the very essence of computation, could be performed by a specific Turing machine. And computing problems could in theory be translated into Turing’s system of 1s and 0s on an infinitely long tape, giving us a universal Turing machine, able to simulate any specific Turing machine.


Over the course of the next year, by which time Turing had moved to Princeton, New Jersey, to study for his doctorate, he wrote this up as an academic paper entitled ‘On Computable Numbers, with an Application to the Entscheidungsproblem’, which he submitted to the Proceedings of the London Mathematical Society.


The halting problem


Just to formally address the Entscheidungsproblem, Turing had to invent his universal computing machine. To properly solve it he had to much more rigorously define the ideas around an algorithm, and a computer program. Something will be decidable by a Turing machine if the program it is running comes to an end – if it eventually halts. In this way, Turing’s solution to the decision problem was to turn it into an equivalent question as to whether the program eventually stops running. For any one particular program we can ask the Turing machine whether there will be a solution, yes or no, and that’s fine. But determining whether we can write a program to decide if any other program would halt or continue forever seemed a huge task. And this is known as the halting problem.




Human computers


In his 1936 paper, Turing frequently uses the term ‘computing machines’, which we nowadays know simply as computers. However, between the 17th century and the 1930s, the term ‘computer’ meant something rather different – a human following a set of instructions to undertake the task of manually performing long, often tedious, calculations. Turing begins his paper by imagining we are talking about a human computer who is simply following a written set of instructions, and not performing any thinking for him or herself. From there he removes the human from the picture, replacing them with his computing machine.


One of the key tasks for computers in the 18th and 19th centuries was the creation of logarithmic and trigonometric tables, for which the work was split into myriad portions and calculations performed in parallel, similar to methods with modern digital computers. Frequently, this job was performed by women, especially as they were cheaper to employ. Astronomy can be a data-heavy subject. But in 1881, Harvard University’s Observatory Director, Edward Pickering, was becoming frustrated by the lack of competence of the male computers there, when his wife recommended their Scottish immigrant maid, Williamina Fleming. Fleming was the first of around 80 women computers who would go on to work at the observatory. Employed for 34 years, she took on an ever larger team of assistants of her own. Many of the women there went on to make significant academic contributions to the subject.
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