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INTRODUCTION



I am glad you are reading this book because it means that your brain and my brain are interacting. Using your brain, you are encountering things I had in my brain, and my hope is that at the end, you will feel that the interaction was useful. The preceding sentence encapsulates the main theme of this book: when human brains interact with each other, they offer benefit beyond the individual. What distinguishes this book from many others about “improving the brain” is that the improvements aren’t for your benefit alone. As a social species in easy connection with each other, we humans have the best tools available to tailor all our cognitions: global, social, stress, attention, mood, and creative. In doing so, using one of the oldest tools we have available—one another—we create benefit for all of us.


When people talk about improving their brains, especially self-improvement, they are usually thinking about chemical tweaks, superfoods, drugs, electricity, magnets, supplements, herbs, playing chess, listening to Mozart (it is always Mozart), or nature bathing among any trees that haven’t burned down yet. But the things that genuinely work to improve our cognition, creativity, memory, attention, and mood aren’t usually pills or even fun and challenging games. Sure, keto diets, ketamine, and brain-stimulation techniques can have effects, especially on specific ways we use our brains. But what they do often doesn’t compare in magnitude, persistence, or breadth to the brain-wide impact of the human factor. Yes, one of the interventions that works best tends to be a little closer to home, sometimes literally, because the secret ingredient is being a human around other humans.


Lots of books and people flogging supplements and brain “rewiring” promise that they’ll give you the brain you want. But most of these interventions may well target the wrong outcome. What, really, is the benefit of a “brain booster” that promises to bump your IQ three points versus a strategy that might help you become a kinder, more understanding, more empathetic person? Even though an essential feature of our species is being social, empathy and social-cognition skills don’t ever seem to be at the top of the “to tailor” list for our brains. When is the last time a supplement manufacturer promised you that their product would make you more empathetic or kinder? What programs promising to “rewire your brain” target such an aim, unless it’s so you can manipulate others to your purposes? Certainly, such programs don’t talk about how you can use enhanced tools like empathy to help someone else have a better brain. This book, however, does.


Here, I use peer-reviewed evidence to characterize mostly self-driven and next-generation approaches that might be truly useful in customizing a brain you’d be pleased to have. The options cover ingestibles, electrostimulation, diet, lifestyle practices, and taking the measure of your social cognition. If you’re intractably committed to the aim of being “smarter,” shaping your social-cognitive capacities can offer better overall cognition as an accoutrement. It turns out that the work of understanding and interacting with other people can be our best brain-tailoring tool.


We start by mapping out our Planet Brain and the infrastructure that keeps it functioning. The planet metaphor I use here is intended to create a spatial memory for you. With that mental map, you’ll find it easier to navigate the complex, forgettable, and often redundant names we use for brain anatomy and brain function, along with the many layers of brain architecture, from lobes to nodes to neurons. By the end of Chapter 1, your map will be a handy internal reference when you run into terms like “insula” and “parietal” and “salience network.” In addition to explaining why it’s not good for the brain to smell like goat urine, this chapter tracks the particular arrangement, contours, and connections of Planet Brain, providing a basis for understanding how the interventions detailed in this book might work—or not work, as the case may be. The chapter ends on the book’s primary theme: your Planet Brain is part of a system. It’s not a biosphere that stops just behind your skull, but a natural component of a larger interacting collective of other brains, all in constant states of change. Your best bet for function in that system is to build internal fluidity for external flexibility, not by focusing rigidly on yourself and your own brain but by developing and maintaining healthy connectivity with others.


The interventions we look at in this book can rely on complicated technology, as can the studies that evaluate them, and these therapies act on our most complex organ at different levels. The first chapter is intended to orient you to the physical environment of the brain. The second chapter orients you to what these interventions do and how they do it. Understanding the relevance of research into these approaches means needing to understand the studies themselves—and the claims that are made based on those studies. So Chapter 2 also includes some clear, accessible information about gauging evidence and how to tell when that evidence is solid or flimsy. It explains the tools in the tailoring kit before we forge ahead to Chapters 3 and 4, which take on the enormous question of global cognition.


Most people interested in “brain training” for their individual betterment would probably consider these chapters to be key for them. Indeed, plenty of books, marketing materials for brain-training outfits, and supplements on shelves target “enhancing cognition,” which remains the most sought-after prize in the brain-improvement industry. In these two chapters, you’ll learn about the damaged and dark history of how we’ve tried to measure the elusive trait of improved cognition and the motivations lurking beneath those efforts. Then you’ll find an assessment of the evidence for various claims around computer- and video-based brain training, transcranial stimulation, meditation, and more. I hope the content of these chapters surprises you, perhaps about yourself and certainly about what we think we’re improving and why. You’ll definitely find a few interesting, short cognitive challenges to take for a spin (one of them with a 0 percent solve rate in studies), which are always fun. This pair of chapters closes with an examination of the interventions that seem to yield the most bang for the buck when it comes to cognitive benefit. Perhaps at this point, you won’t be surprised to learn that the big success story doesn’t involve only a single individual brain but the influence of many brains working together to solve a problem.


That takes us to Chapter 5 and a look at how to improve our social cognition. This essential chapter discusses what is crucial about this ability and why it’s important for helping our own brains and those of others around us. We will examine empathy and its biological underpinnings, along with what can impede our abilities (perhaps not surprisingly, being socially isolated does not help) and what we can do to refresh and reshape them, from up close or far away. Given the experiences of the twenty-first century to date and the social fractures that have left our world feeling intensely unstable, you’ll find good news here: You can do lots of different things to improve human connection and understanding. In turn, your brain and the brains of others will benefit, including in that one way most people think they need—overall cognition. But the first step is identifying where the seams are and how to reinforce them. This chapter is the core of the book, with information that I truly believe could make a difference beyond the scale of one person. It begins when we recognize the power of storytelling.


Speaking of stories and the twenty-first century, plenty has happened to put most of us on edge, with stress and anxiety fogging up our capacities. In the next pair of chapters—on stress and anxiety and on attention and memory—we look at the associations of brain structure and function with these states, including diagnosable conditions. Then we dig into the accessible interventions that show promise or have confirmed benefit, especially highlighting those that people can try on their own. I don’t spend a lot of time here on prescription drugs and standard behavioral therapies, which have been amply covered in dozens of books. In these chapters, you will instead see that the concept of “tailoring” the brain with accessible tools really stands out. Our feelings of stress and anxiety, memory changes, and attentional struggles are extremely subjective, so these two chapters are highly personal. Yet as we add instruments to our tailoring kits to enhance what I refer to as our stress and attention cognitions, you will find that the most successful of them involves the human factor that surrounds us.


The next chapter, on mood, is the most serious. Compared with the rest of the book, I spend far more time in Chapter 8 digging into information about interventions that cannot be tried at home. Most of these therapies require professional supervision because depression in particular is associated with some of the direst outcomes and is highly resistant to many nonclinical approaches. People with depression must clear several hurdles before they can get to the effective supervised interventions I focus on in this chapter. My hope is that evidence of effectiveness might motivate earlier access for this population. The chapter also features an examination of how psychedelics are faring in studies of their effects on mood because these drugs are exciting a high level of interest in this area.


After this trio of sobering chapters, we get into something a little lighter and particularly human: creativity. Of course, psychedelics get a treatment here, too, as do various other methods that are claimed to enhance the multicolored blossoming of the creative human brain. Although acid can take you on quite the journey, it is usually a solo adventure. There’s nothing wrong at all with exploring the farthest reaches of your individual ingenuity, and there are plenty of ways to do that. But what’s the upshot of those discoveries? As this chapter emphasizes, for a social species like ours, the mediators and beneficiaries of our creativity tend to be the same thing: other people. When we create something and share it, that creation connects us to others, and the shared experience and response highlight our commonalities. Empathy emerges powerfully around our creations.


What better to follow a chapter on creativity than a peek at the wild, wild future, which is all about human ingenuity? We’ve got pigs with a thousand tiny robot-implanted electrodes to tell us when the animal is smelling something, and a burgeoning field of research into connecting with others in social brain nets. Whether these trends mean we’re facing down a utopian collective or, as Elon Musk put it, a Dark Mirror episode remains unclear.


But I don’t think there will be a pill, red or blue or purple, to turbocharge our brains. The way to being smarter, as a population or individually, isn’t going to arise from exploiting some brain supercomputing power. Despite movies such as Limitless, which features a chemical that can make you a wildly brilliant Bradley Cooper, that scenario’s not likely either. We can be smarter, as individuals or collectively, if we embrace what makes us human: our capacity for sharing information in the form of stories that drive memory, attention, empathy, imitation, problem-solving, and emotion recognition, and for building on the fruits of many minds. If we look away from that and focus only on ourselves, we risk becoming inhuman.


In the end, this book about tailoring the brain should really be considered a book about tailoring the brains. Even interventions that shore up how our personal brain operates also facilitate how we interact with others. In reading this book, in fact, you and I are interacting. If you gain benefit from it—whether from insight, interventions, or both—in shaping the feeling of a mind at peace, then this book itself has produced a positive effect from the interaction of two brains. That’s a pleasure to contemplate.


In his Pulitzer-winning book So Human an Animal: How We Are Shaped by Surroundings and Events, René Dubos wrote that the essential nature of humans hasn’t changed since the Stone Age. I think that Dubos was right. Our fundamental makeup has not changed since that period, when our social savvy likely was crucial to our survival, as it still is. But ours is a multifaceted nature. There’s no one weird trick that will work on every person or even on the same person across a lifetime. We contain multitudes, and we are shaped to be a part of multitudes. My hope is that the approaches you find here will lead you to a brain at peace with itself and the other brains around it. We all could use a little more peace. 















CHAPTER 1



MEET YOUR BRAIN: THE PLANET


The first known recorded mention of the brain is on a papyrus that dates to about 1600 BCE. It’s actually a copy of something first written around 3000 to 2500 BCE in Egypt. The document is dubbed the “Edwin Smith Papyrus” because Edwin Smith, an antiquities dealer and Egyptologist, bought it off someone in 1861. Made in an era without book binding, it stretches to 4.7 meters. The person who transcribed it from the lost-to-time original was perhaps not the most meticulous at their work. But the series of glyphs in hieratic clearly details the medical woes of several people who sustained head injuries, and the treatment, if any, they received. In these case studies lies a reference to the human brain. The glyph looks like Figure 1.1.
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Figure 1.1. This is “brain” in hieratic.








The text also includes a list of features for the physician to examine in a patient with suspected brain injury, in order and with key clinical signs, along with ancillary characteristics to check. The list is thorough and includes the queries “Does placement of the fingers in the mouth of the wound lead to great disturbance?”i and “Odor from the calvaria [skull] similar to the urine of goats?,” which would signify infection. There is mention that the brain tissue might pulse, like a child’s fontanelle.ii Neurological symptoms, such as an inability to speak, were on the list, too, showing some understanding that brain injury and these problems were linked.




This ancient diagnostic checklist offered a guideline for the physician to decide whether they could treat the patient or not. If the latter, nothing would be done. For treatable damage, the therapies could sound worse than the wound. For a lesion perforating the skull, fresh meat (origin not specified) was to be applied for twenty-four hours, followed by placement of the patient on the ground “until the time of his suffering passes.” If the wound penetrated to the skull, the prescription was daily “binding with grease and honey and lint” until recovery. For the unfortunate man (all the case studies were men) who sustained a cracked skull, torn membranes around the brain, and a bruise to the brain itself, the diagnostic process involved “palpation of the wound.” A frontal penetrating stab wound accompanied by signs of infection or tetanus was deemed (accurately) as a “medical condition you will not be able to treat.” The action was simply, “No recommendation.”


A BRAIN SHOULD NOT SMELL LIKE GOAT URINE


Modern clinicians have declared themselves struck by the “astonishing observational skills” these ancient physicians demonstrated. They understood the gross anatomy of the brain, the association of heartbeat and pulse, the meaning of injuries in different regions, and the ominous signs of infection. Their diagnosis and classification were not, in some cases, unlike those that would be made for similar injuries today.1


The document also gives us the earliest known printed comparison regarding the brain. If the clinician were to find “ripples like those in copper in the melting process and something within that throbs and flutters like a child’s fontanelle,” that was a bad sign. Verdict: “This is a medical condition you will not be able to treat.”


Things have changed, among them the ways we liken the brain to visual references. Most of us don’t have a lot of experience observing ripples in melting copper, making that comparison somewhat mysterious to us.iii The perception Egyptians held of the brain may have influenced the choice of simile: they viewed the brain mostly as the source of mucus, something to be removed through the nose at death. Other, more important organs were carefully preserved in separate vessels.




Over time, the brain has been metaphorized as a lot of things. These analogies have changed as we have gained understanding of the brain and the rest of the natural world. People once viewed the brain as a blowhole for releasing heat to cool the heart, the true seat of consciousness, per Aristotle, and as a repository of the soul—specifically in the fluid-filled gaps called ventricles. We’ve dispensed with the idea that it’s an organ made entirely of marrow or even of sperm (!), which would travel thence to the testes by way of the spinal cord.iv We’ve survived a theory of humors as the basis for brain diseases, with “phlegm” being responsible for epilepsy, by preventing necessary “vapors” from entering and refreshing the blood, leading to seizures. We’ve even come back around to the notion of the release of vapors, this time through the sutures holding together the bones of the skull.2 One thing that seems unchanging is that many of us can sometimes feel an intense sensation of pressure in our heads that needs some release.




And there are, of course, all the mechanized references: gears, clocks, machine, wiring, rewiring. The brain has been a tiny mechanical puppet, a machine made of springs, or a telephone switchboard, unplugging and replugging as it moves from thought to thought. It is a calculator, a computer with storage capacity, a jumble of wires that can connect and reconnect, sometimes by mere exposure to a bad television show. It has been thought to gate logic at yes/no decision points and then to continue on its path, mechanically and algorithmically. We humans loved that one because to us, logic and its companion, reason, are the sine qua non of humanness, features that our brains manifest with exemplary superiority.v The brain is somehow even “like a scientist,” generating hypotheses or predictions and then testing them against incoming signals3—a tautological comparison, of course, and also made for the wrong reasons. Scientists are humans, with all the faults that pertain thereto.




You’ll notice a trend. We keeping taking these living, ever-changing, natural, emergent properties and reducing them to a single aspect of complexity. None of our comparisons encompass the whole caboodle. It’s interesting how we instinctively step away from looking at our brains as something alive and vulnerable, as much a part of nature as grass. Instead, we frame them as separate and distinct from the natural world, mechanical and wired things. We don’t often substitute mechanical metaphors for trees or penguins.vi Why do we do that with the alive, squishy, grey-pink mass in our heads? Because it can do math? What we leave out is that to do math, we engage with the outside world that we’re quantifying, trying to capture its contours in this reductive way. But in our expression and behavior, we never, ever stop at pure numbers.




Each of these metaphors omits the cause-effect-cause chain of interactions between us and the world. That world includes the other human brains in our orbit, all natural entities contributing to the natural environment. Most comparisons reference what we put into our brains and what happens internally after that. But what about our output, the reactions we and others have to those inputs? That is, after all, what builds a community of brains, connecting us with the rest of nature.


In 2002, Paul G. Allen, originally famous as the cofounder of Microsoft, funded a project that came to be known as the Allen Brain Atlas.vii The idea was to develop a three-dimensional atlas of brain anatomy and gene expression. Tie in function—what the brain does, when, and where—and the layers can produce a map of the three facets combined. The project points to a metaphor for understanding, remembering, and talking about the brain that does not erase it as a construct of nature, intended to interact with the world outside its casement and with other brains in that world. The mapping project takes something that happens in time (the brain’s use of specific genes under specific conditions) and adds space (where the genes are being used). It’s a three-dimensional genetic information systemviii for mapping Planet Brain.




Like planet Earth, the living, mappable Planet Brain comes complete with continents, countries, cities, citizens, nutrient cycles, and energy needs in constant flux, all facilitated and connected by a rapid transit system of communication along a flexible but vulnerable infrastructure.


PLANET BRAIN


Let’s take a journey, starting from a starship-level view, of the planet that is our brain. It’s like no other organ you have. Most of our organs are built from distinct layers and compartments with specialized cell types that have well-delineated roles: on-off binary processes, homeostatic constraints, limited redundancy,ix relatively limited complexity.x These organs tend to operate within narrow boundaries, with little leeway for error or excursions beyond normal without significant risk of permanent damage or death. We know the outcomes of damage to tissues and can predict with fair certainty what that damage implies. If your lungs develop scarring, your lung capacity will probably be diminished, and you’ll become breathless sooner with exertion.




But our brains are different in almost every way. You might think that after millennia of attention to this organ, we’d know and understand it in intimate detail, but we do not. We are nowhere close to completely comprehending most aspects of the human brain. We haven’t even fully mastered its anatomy, which we’ve been able to study for a long time. Get into cell types and what they do, what they make, when they make it, and why, and it still feels like we’re very early in the learning process. Try to tie anatomy or cellular understanding to function and how it all comes together so that we can do what we do, and you will find little in the way of broad consensus about most topics.


Only fairly recently have we gained enough information to debunk widespread myths about the brain, such as “we use only 10 percent.” As with our ancestors and their ideas about vapors and humors and sperm brains, we of more modern times have made some major blunders of our own. Have you heard that the brain has a hundred billion neurons, or that some people are “left-brained” and some are “right-brained,” or that our brain is special because it has developed beyond the “lizard brain” of “lower species”? These are ideas that lived and breathed in this century. And they are dead wrong. As far as we currently know.


SIDEBAR: Now is as good a time as any to deliver this caveat: obviously, our understanding of the brain is a work in progress, undertaken by the very organ we are trying to understand. Technological advances and the advent of standardized research designs (sort of) add a layer of certainty to what we’re learning today. But that layer, like the “left-brain/right-brain” idea, can crack too. When I talk in this book about research findings, keep in mind that the vast majority are just inches gained (or lost, depending) on an ongoing journey, and they still fall short of the ever-elusive destination: a ground truth about the brain.


PLANET BRAIN: THE CONTINENTS


Let’s explore what we do know.


Put your hand on your forehead, as though you were checking for a fever. Just behind your hand (well, behind the skull behind your hand) are your two frontal lobes, one on the left, the other on the right. These are your gatekeepers, tempering emotions and judgment, solving problems, and, if you’re lucky, operating on your behalf as mature adults.


At the leading edge of each lobe is a region called the prefrontal cortex. It gets its name from its location: it lies at the front of the frontal lobe proper and is part of the cortex, the outer portion of the brain. In its adult form, it gates behaviors that we associate with maturity. Personal features that seem immutable about an individual can change when the prefrontal cortex is damaged. An example is the famous and famously misunderstood case of Phineas Gage, who ended up with a 13.25-pound iron spike—measuring 1.25 inches thick and more than a yard long—impaled through his left frontal lobe.


Gage has been described as shifting from being a pretty nice fellow to acting like a coarse brute, a somewhat dramatized version of his story. The reality was that after his harrowing experience,xi he regained enough function to hold down a job in Chile before his wounded brain sustained intractable seizures, from which he died in 1860 at age thirty-six. The real interest of the story is the fact that he survived the injury, its horrific aftermath, and a subsequent infection, and lived for another twelve years, a testament to the resilience of the brain beyond that of other organs.




Reports vary somewhat, but Gage’s personality and impulse control seem to have changed in retrograde. In people whom you might view as being in a state of “arrested adolescence,” the prefrontal cortex is where the arrest happens. The two decades or so that are required for this part of the brain to mature—it is the last of our lobes to do so—mean that people around age eighteen to twenty-two are especially primed to act before fully processing incoming information. Knowingly or not, military drafts through time have leveraged this situation to ensure recruits in the prime of physical strength and at peak insouciance about consequences. Yet as dire as the damage was that Gage sustained, his physician essentially wrote that if you’re going to be injured by an iron spike jamming through your brain, the front is better than the back, where brain functions crucial for life are seated.
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Figure 1.2. The lobes of the cerebral cortex, with an example gyrus (in this case, the somatosensory cortex, shaded) and sulcus (central sulcus).








Let’s edge a little toward that back part of the brain. At the rear border of the frontal lobe, perhaps where you might wear headphones during a Zoom call, is an area of the cortex that coordinates your movements. It’s a raised region, called a gyrus, and it spans from ear to ear, like an undulating arch. This motor (movement) cortex contains neurons that send out messages about how to respond to your environment—and so you move. Across the span of this cortical strip, neurons are arranged systematically to process information from specific parts of your body, giving complete coverage to the left side and the right side. In this way, information related to your toes is always processed in the same regions on the left and right sides of the span (in this case, toward the top of your head).


Inching toward the back of your head just a bit, we encounter a shallow canyon, or sulcusxii (Figure 1.2). This central sulcus separates the frontal lobes from the parietal lobes. Once we cross it, perhaps swimming through the cerebrospinal fluid that fills it, we have entered the territory of the parietal lobes. At the leading edge of that land is another arch of brain, or gyrus, called the somatosensory cortex. This region is responsible for processing sensory information, and it confers with the motor cortex about how to respond.
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Figure 1.3. The order of outgoing/motor signals and incoming/sensory signals by target body region. The left side shows the distribution in the motor cortex, and the right side shows the distribution in the somatosensory cortex. In a real brain, the motor and somatosensory cortexes span the entire brain, each covering the left and right sides of the body. Redrawn after Wilder Penfield.








Sensibly, inputs enter this brainspan at specific regions for specific areas of the body, in alignment with the same pattern on the motor cortex. As you may have guessed, this alignment means that where toe inputs map in the motor cortex (near the top of the head), they also map to an adjacent region in the sensory cortex. That way, the two brainspans can confer directly, so that you can wiggle your toes and feel them after you read this. Figure 1.3 shows a common depiction of the order of these regions on each of the bands. The more neurons devoted to the region, the larger the body part as shown in proportion to the rest.


The frontal and parietal lobes lie above another set of lobes, separated by another canyon, the lateral sulcus—or, more beautifully, the Sylvian fissure.xiii With your two hands, rub your temples, as though you had a stress headache; then run your fingertips back behind your earlobes. Just under your fingers on each side is a temporal (as in, at the temple) lobe. Their adjacency to your ears is your tip-off that these lobes have a role in hearing—both in detecting sound and in processing its meaning. Relatedly, these lobes also contribute to, among other things, language-based processes and learning and remembering both verbal and nonverbal information (depending on the side).




People with temporal lobe epilepsy can experience symptoms related to hyperactive electrical signaling in this lobe. These experiences include (transient) confusion, loss of a memory or memories, a sense of déjà vu, and sudden emotions that seem to have no trigger. People with this kind of epilepsy also may briefly lose the ability to understand or use language, known as aphasia, which reflects the central role of the temporal lobe in language processing.


Continuing our journey to the opposite pole from where we started at the front, put a hand on the back of your head. You’re covering your occipital lobes. These small but mighty lobes are the seat of vision; they are involved in both detecting visually and processing what you’ve detected. That’s why getting bashed on the back of the head can affect vision. Seizures, or electrical hyperactivity, confined to this lobe can produce visual hallucinations. To reach the occipital lobes from the parietal, we had to cross yet another canyon, the creatively named parietal-occipito sulcus.


The temporal and occipital lobes sit atop another crucial brain structure, one that is often overlooked when we talk about thinking, creativity, and executive function (our ability to make choices to achieve our aims). That structure, whose layers make it look like a topographic map, is the tough cerebellum, a beautiful and beautifully organized region of our brains. It’s not giant and flashy, like the cortex, but it’s lovely and richly complex, the New Zealand of Planet Brain, minus the hobbits. Despite its location underneath the parietal and temporal lobes, the cerebellum—historically viewed as having only important but unconscious duties associated with balance and such—has strong connections with the overlying cortex, including with the prefrontal cortex, the seat of mature humanity.


As you probably are aware, like any decent planet, the human brain has hemispheres, a left and a right, connected by a tough bridge of tissue called the corpus callosum (“tough body”). Also tucked away deepxiv within our brains is the limbicxv system, a series of stacked, paired structures that gate and relay information up and down Planet Brain. These structures do too many things to detail here, but let’s highlight a couple that you’ll see again and again.




The hippocampusxvi has a central role in the formation of memories, connecting them to our senses, so that the sight, smell, taste, or feel of something calls up a related, stored memory from elsewhere in the cerebral cortex. The hippocampus can be where a seizure begins in temporal lobe epilepsy: some of its excitable neurons that connect to the temporal lobe become uninhibited and fire at will, creating a temporal storm. With the role of the hippocampus in memory, this behavior may explain the déjà vu that can accompany such seizures.




The amygdala, which lies next to the hippocampus,xvii paints those memories with emotion. Some have interpreted the movie Inside Out as depicting in part the limbic system, including the amygdala and the limbic-associated insula.4 Each of the five emotions in the eleven-year-old protagonist’s brain could tinge a memory ball with the color of the emotion it represented.xviii Memories that we process with strong emotion tend to take on special clarity, which is one reason I try to make my students laugh when I am teaching them. If the emotion is strongly negative, it can be associated with posttraumatic stress disorder. The amygdala and the hippocampus work in tandem, and both have two-way connections with the cortex. In fact, the amygdala is also involved in temporal lobe epilepsy, with a role in the extreme feeling of joy or fear that can rise with the seizure event.




Other parts of this deep area of the brain work with hormones and other molecules in feedback loops to govern everything from digestion to growth to making gametes.


In our brain-as-planet metaphor, each part of that planet—the lobes, the cerebellum, the myriad and distinct elements of the limbic system—is a continent, a region of terra firma separated from other regions by canyons and gaps filled with fluid, much like the continents on planet Earth. And within each of the lobes lie smaller regions that are like countries, each with a distinct boundary and culture, at least from a distance, often communicating with each other across those distances. You’ve already ventured into a few of these territories, having crossed the motor, prefrontal, and somatosensory cortexes.


PLANET BRAIN: THE COUNTRIES


Like the real geography of planet Earth, the borders delineating countries in the mammalian brain have shifted around through timexix (Figure 1.4). Chimpanzees and humans (and elephants and dolphins, among others not shown) have a lot of those canyons (sulci) and ridges (gyri), whereas in many other mammals, the brain’s surface is relatively smooth. As time and natural selection eventually gave the world the great apes, including us, the borders of regions such as the visual areas (in the occipital lobe) and the somatosensory area or cortex (where the parietal and frontal lobes meet) tightened up quite a bit relative to the size of the brain itself.






[image: image]

Figure 1.4. The distribution of areas of the cortex for different functions, and the relative sizes of these areas to the rest of the brain, as it differs between chimpanzees (left) and humans (right). Solid black in the back (occipital lobe) indicates the visual area, and the hatched region just before it is a second visual area. The hatched spherical area is the primary auditory area, and the hatched gyrus going over the brain is the somatosensory cortex. After Buckner and Krienen 2013.








So our Planet Brain differs from the Planet Brains of other mammalian species quite a bit in its contours, geographical borders, and proportional allocation of each country or region. Nevertheless, you can see that the broad pattern persists. On planet Earth, the region of Pangaea that would become North America always stayed north of what would become South America. In Planet Brain, the somatosensory cortex is in front of the visual areas no matter what. The arrangement of some of these key regions of our cortex is shown in Figure 1.5.


PLANET BRAIN: THE CITIES AND COMMUNICATION NETWORKS


The capitals of Earth interact with each other in different networks, sometimes associated with broad regions, such as Asia-Pacific or the European Union. But they can also overlap in their activities with capitals outside of those regions. Financial hubs such as Tokyo and New York engage in a constant flow of information exchange across half the diameter of the planet. The major hubs of the brain do this too.
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Figure 1.5. Some of the major countries of Planet Brain.








In the brain, we call these interacting hubs and the transportation routes that link them the “connectome.”xx And the hubs can specialize in more than one process. London, a hub of both academia and finance, interacts with some hubs in an academic network and others in a financial network. Similarly, the metropolises in our heads can participate in more than one group of connected hubs. Each of these groups of connected hubs is called a network. Here, we’ll take a look at some of the key networks traversing Planet Brain, with special focus on a trio that are crucial to global and social cognition.




On Earth, it took us a long time, on the scale of thousands of years, to develop our transportation and communication hubs and the strong links among them. The mammalian brain required even longer, on the scale of millions of years, for its networks to evolve. Humans and other primates in particular have an abundance of long-range connections compared with other species, suggesting a more globalized brain.5 It’s probably not coincidental that these longer-range connections, many of which are specific to us alone, seem to support features that humans have uniquely taken to their current limits,xxi including tool use and language.6




When researchers looked at primates only, comparing connections within chimpanzee versus human brains, they found that the chimp has only three connections unique to its species. All of them link the two hemispheres of the brain, hallways between two rooms. Humans, by comparison, have many connections both between and within the hemispheres, linking two regions or multiple regions to each other, suggesting both global and local connectivity.7 Other work has identified similar differences in connections between monkey or ape brains and ours.8


The development of hubs and connections during the evolution of the human brain also may have elaborated more ways for that brain to express itself to the limits of life function. Of all the species, we have the fewest constraints on our behavior and can take it to some surprising extremes without threatening the existence of the species.xxii Our overwhelming numbers and the infinite continuum of human uniqueness attest to this lack of constraint, despite ever-present efforts in some cultures to enforce narrow bounds of conformity.




But what, exactly, are these networks doing?


“I AM DEAD”


A fifty-three-year-old woman had moved from the Philippines to the United States only a month before being admitted to the psychiatric unit of a New York hospital. Her very worried family had dialed 911 after the woman, called “Ms. L,” began to complain that she was dead.9 And that was not all. She said that she could smell the death, an odor that clung like rotting flesh. Her conviction of being dead was so strong that she had asked her family to transport her to the morgue, where she could be with other dead people.


Hospital clinicians learned that she had notable symptoms of depression, including hopelessness, loss of appetite, sleeping a lot, and low energy. In fact, she had been taking an antidepressant for about eighteen years, although she could not tell them which one or how much of it. And, she disclosed, she was anxious that paramedics were trying to burn down the home she shared with her brother and a cousin.


A person who is convinced that they are dead—or have lost some part of their body or their soul—has a rare condition known as Cotard syndrome.xxiii Not uncommonly, this syndrome co-occurs with other conditions, such as depression and psychosis. The delusions can lead to suicide attempts, and many people with Cotard stop eating, because, after all, if you are dead why would you need to eat? Given these exigencies, a measure of last resort has often been employed to fritz the conviction away: electroconvulsive therapy, or ECT.




In the case of Ms. L, the clinicians sought a different route. They started her on an antipsychotic drug and an antidepressant, given her evidence of depression with psychosis. She did not want to be treated at all, but her family went to court to force treatment over her objections. After she was switched to a different antipsychotic, she had an episode that involved either fainting or a seizure. They switched her meds again and added an antianxiety drug to the mix. After about a month on a regimen of three drugs—antidepressant, antipsychotic, and anxiolytic—she was discharged from the hospital, saying she had no more paranoid fears or delusions that she was dead, and she “expressed hopefulness about her future.”


Ms. L’s experience sounds like something out of a gothic nightmare story, but her delusions and paranoia didn’t come from a book. They arose in her brain.xxiv The therapies that seem to have worked on her (and one they did not try, ECT) operate directly on the brain. But what do they do that yields improvement and a hopeful outcome?




A case study of a different patient, a teenager with brain inflammation and Cotard syndrome, showed that the young man had abnormalities in metabolism in two key brain areas: the front of the brain, known for its role in personality and decision-making, and another region involved in self-awareness. Studies in other patients with the syndrome had implicated these regions, along with a series of hubs running down the center, or midline, of the brain, where your hair parts in the middle.


These regions are nodes in networks that operate to define “self” for us, as distinct from not-self, or other people. They also may work together to cue us to our internal sensations and being alive. In the case of the teenager, after drug therapy failed to help him, ECT was performed, and he experienced complete remission.10 The clinicians who treated him wrote that the multiple brain regions implicated on imaging set aside the idea that a single affected brain region could explain Cotard syndrome. Instead, a scattering of regions seemed to be involved.


The results of these imaging studies implicate brain networks and their dysfunction in this striking inability to sense one’s own existence. The findings in Cotard point to problems with regions scattered throughout the cortex. Despite their distance, these hubs form networks that likely function to create our sense of self as distinguished from others, and to register our internal sensations, emotions, and pain (which people with this syndrome often do not sense).


THE POWER HOG


In the late 1970s, the first hints emerged that a large, power-hogging communications network of major hubs might be continually active in our brains. But it wasn’t until 1997 that researchers noticed that some connected areas that went quiet during goal-directed tasks became active during rest. The tasks in these studies were “non-self-referential,” meaning they were not personal, unless there’s something personal in being tasked with listening to a string of numbers and repeating them later. At any rate, when a participant was lying still and spacing out, the regions that were silent during number recall showed signs of heightened energy use.11 That raised the question of why, if the person wasn’t doing anything?


In 2001, Marcus Raichle and his team published the first report, now often cited, specifically characterizing this mystery network that settled in quietly during a task but lit up with activity during rest. The paper was titled “A Default Mode of Brain Function” because the network seemed to dominate during a “default” state of just lying there.xxv The name, it turns out, perhaps wasn’t quite apt: the network does a lot more than dominate during “rest,” which, as we shall see, isn’t really resting.




Regardless, the terrible and terribly dull name, despite a few halfhearted attempts at variation, has stuck. The network is usually called the default mode network, or DMN. It does a lot more than use energy while we’re lying around with our eyes closed, and it’s not the only network worthy of our attention.


That original paper heralding the existence of the DMN has, in the intervening twenty years, been cited in almost four thousand other papers, as of this writing. Clearly, Raichle and colleagues were on to something. One enduring takeaway was that a large part of the brain everyone thought was basically silent was busily humming away, putting out to pasture the idea that we “only use 10 percent of our brains” at a time.xxvi




As the stack of DMN-related findings piled up, so did new information about the network. It has subnetworks within it, each with a specific set of responsibilities. One operates in the front of our heads to take in sensory information and support emotional processing. Another lying right next to it helps us make judgments in relation to ourselves, and a postulated third is related to our ability to summon memories.12


The DMN has nodes and connections that cross each of these regions, and devoteesxxvii have called it the “backbone of cortical integration”13—a fancy way of saying that it connects and orchestrates the activity of important regions in the cortex.




The authors of a 2021 review of the DMN and its roles characterized it as the “sense-making network,” which is so much easier to remember than the actual name. These authors argue that the DMN is always in the process of taking in information, meshing it with previously shaped personal narratives, and creating frameworks for understanding what’s going on around us. In other words, it makes sense of the world and our place in it, something that people with Cotard syndrome seem to have become unable to do.14 Unfortunately for those of us who read and write about the DMN, it is far too late to rename it.


THE CITIES OF LONDON, TOKYO, AND THE MEDIAL PREFRONTAL CORTEX


It would be great if we could name nodes of networks like the DMN after the capitals of the world because we could probably remember them more easily: “London, on the continent of Frontal Lobe, plays powerful roles in executive function and personality.” But neuroscientists, in their infinite wisdom, instead have named these features based (usually) on their relative location in the brain.xxviii To make matters more complicated, they don’t all use the same names.




The lingo may take some getting used to, but the basics are that things are on the left and/or right (usually both) or in the middle (medial). They sometimes have a continental designation—their lobe—incorporated into the name. And just as we use north, south, east, and west to indicate broad direction, the brain has its own compass rose. The directions in the brain are anterior (frontward), posterior (behindward), dorsal (topward), ventral (downward), medial (down the middle), and lateral (to the side). Are you ready now for the quiz?


Where would you expect to find the medial prefrontal cortex?


That one’s easy (maybe) because we learned at the beginning of the chapter that it’s in the middle of the cortex in the most frontward region of our brains.xxix It is also a major node, or metropolis, in the DMN (Figure 1.6). If you traveled deep into the brain in a straight line from this node toward the back, or posterior, you’d end up visiting the great capital of posterior cingulate cortex, known to the enlightened as the PCC. Along the way, you’d have passed through a node of another circuit called the salience network (SN). This node is the anterior cingulate cortex. It sits in front of (anterior to) the PCC, another DMN node. This pair makes up the distant twin cities of the megalopolis cingulate cortex, which rests like a snug collar atop the corpus callosum (cingulate means “belt” or “band”).




Figure 1.6 shows some of the nodes of the DMN and the salience network. You do not need to memorize all of them. There will not be a quiz. But take a moment to associate, where possible, the directional and lobe-related names to get a feel for some of the major cities of Planet Brain.


And now for a bit of a twist. These major cities of Planet Brain can participate together in different configurations. Despite the fixed appearance of the two-dimensional drawing below, these hubs don’t always work in lockstep within a network. Some connections are steady—perhaps not unyieldingly so, but at least consistently connected. Others are more flexible, able to shift or shut down in specific situations. And in some cases, nodes will only transiently take part in a network, dipping in on rare occasions for just a bit, like a celebrity making an appearance at a gathering that’s important for their career.15
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Figure 1.6. A view from the top of some components of the default mode network (DMN), including the medial prefrontal area. In this image, the DMN is shown crossing paths with the salience network, which is responsible for sorting out signal from incoming noise, or identifying what is salient in the moment. After Van Ettinger-Veenstra et al. 2019.








DON’T LET THE DMN FOOL YOU INTO THINKING IT’S THE ONLY NETWORK ON THE PLANET


Scientists used to focus on individual regions of the brain because of technical limitations, but as technology has picked up pace, ambitions in brain studies have followed. Instead of poking around one region at a time, researchers have turned to an overview of entire systems, networks like the DMN that span the cortex, united in function, connected by interacting hubs, and interacting with one another. We are, I think, midway along the enthusiasm curve for these networks and their interactions, and how we think about the brain will probably evolve in the future just as it has in the past. But even if networks such as the DMN take on new contours, they still serve as metaphors for what’s happening in our brains. Future discoveries may shift the weight of their relevance in function or form, but they remain an excellent symbolic shorthand for how our cognitions can be distinct yet overlap.


Throughout this book, we (and our DMNs) will bump into a few other networks that help us define different functions of our brains.xxx Among the ones we will encounter most is the salience network, which sorts out signal from all the sensory noise around us. The hope is that the network sorts accurately and doesn’t omit important information or overemphasize the irrelevant, both of which are possible.




Two key nodes of this network are the anterior insulae, one in the left hemisphere and one in the right (Figure 1.6). If you could pry the frontal and temporal lobes apart at the sulcus that separates them and lift each one, you’d find the insulae tucked underneath. Each anterior insula lies toward the front of your head.xxxi A third important hub in the salience network is one we’ve already met: the dorsal anterior cingulate cortex. This central hub lies on top of (dorsalxxxii) and wraps around (cingulate = belt) the front (anterior) part of the corpus callosum, or tough body, that connects the two hemispheres. All three of these “metropolises” connect to structures beneath the cortex, including the amygdala, the one that processes emotion.




In part thanks to our salience network, we can register important things and make instinctive decisions about them, such as walking around the dog poop some rude neighbor left on the sidewalk. During that walk, we also can monitor the sky for an approaching storm and tailor our route based on how quickly the clouds are approaching.


Perhaps on that stroll, we are also contemplating a difficult problem. As we turn it over in our head while walking, stepping around the dog poop, and keeping a close eye on the clouds, we are engaging our central executive network, or CEN. Because nothing in the brain can have just one name, this is also known as the fronto-parietal network, thanks to the location of the main nodes (frontal, parietal) that form it.xxxiii




The CEN sits in its corner office with ceiling-to-floor glass windows and a view onto all the components of the problem at hand. With it, we sort out what’s relevant and work on steps to a solution. For example, neighbors who let their dogs poop on the sidewalk every day are a problem. With the fresh memory of having just skirted around the canid-sourced solid waste and your eye on the advancing clouds, you can step through a process of asking the neighbor to cut it out without starting a feud.


The salience network may operate as a sort of toggle between our DMN and our CEN.xxxiv The back and forth may help us settle on an optimal social approach to the neighbor relative to our self-need to keep the peace.




Through our sensorimotor network, we take in information that our salience network filters. We saw (sensori-) the dog poop and stepped (motor) around it. We see the clouds edging toward us, and perhaps feel a raindrop or two. In response (motor), we pick up our pace to get home before the drops turn into a deluge. The neighbor can wait. For now.


This information is in turn coordinated between the DMN (self-interested or self-involved factors in play) and the CEN (slots the information into the current scheme and tackles what should be done about it). We respond with what was decided, sending the decision back out as a motor response, in this case, hustling homeward. The more our salience or executive networks are engaged, usually the more backgrounded the DMN is. In other words, the more we focus outward, the less the DMN draws us inward.


This triad of networks is one you’ll see mentioned often in the chapters that follow. The DMN and CEN are thought to anticorrelate, which means that when one is revved, the other is muffled. The salience network, possibly acting as the toggle between self-focused thought and achieving a goal, works the switches between them. Together, the three networks may operate in a triumvirate to keep our shoes poop free, our heads dry, and our neighborhoods free of strife.16 That’s our brain, including our social brain, in action.


CITIZENS BRAIN


The citizens of Planet Brain are a motley bunch, roughly divided into “neurons” and “not neurons.” The neuronal citizens are the bodies electric of the brain, signaling to one another at lightning-fast speed without even touching. But they couldn’t do it without all the other residents of Planet Brain, which collectively are as numerous as the neurons. Just how numerous is that?


In 2013, neuroscientist Suzana Herculano-Houzel gave a TED Talk titled “What Is So Special About the Human Brain?”17 It could just as readily have been called “Brain Soup.” Herculano-Houzel is to “blame” for the fact that we lost about fourteen billion from our brain’s neuron count. Her work with “brain soup” brushed aside the oft-claimed count of one hundred billion (which she herself had cited before, noting that she could never track down the original reference for itxxxv). Math (a hundred billion minus fourteen billion) tells you that the number her group came up with was eighty-six billion. How did they go about counting high enough to arrive at such a specific reduction in actual versus mythological neuron numbers?




Obviously, counting neurons that number in the billions one by one is not tenable; nobody’s got the time for it (literally—it would take about ninety-five years by one estimate to count just to one billion).18 But Herculano-Houzel landed on the idea of making brain soup to count cells. Once you read about her strategy, you’ll likely experience two reactions: amazement at how straightforward it seems, and disgust because it sounds disgusting. Your insula is giving you an assist on this.


To make brain soup, you need a brain (or part of one), detergent, an antibody (an immune system protein) that targets another protein present in most neurons and only in neurons, and a fluorescent tag you can attach to that antibody. First, the tissue gets a dunk in formaldehyde, which fixes the components in place. The next step is to dissolve the brain in the detergent, which breaks up the fatty cell membranes—much like detergent breaks up grease—releasing the cell contents but leaving the nuclei intact. Now you’ve got a “soup” full of free nuclei from the brain you dissolved, something Herculano-Houzel compared to hazy apple juice. There’s the disgust.


To count neurons in this concoction, you take samples of the soup. To ensure an even distribution in your samples, shake up the soup a bit to evenly disperse the contents, like stirring real soup before ladling it to get a nice allocation of its components.xxxvi




Incubate these samples with that antibody that sticks only to neurons, add the fluorescent tag that sticks only to that antibody, and then look at a bit of the “soup” under a microscope and count what you see. Everywhere there’s a fluorescent glow, the antibodies will have piled up only on a neuron’s nucleus. They won’t have attached to other cell nuclei in the brain. A machine can count the glows for you. Once you’ve got your nucleus count, you just correct it for the full volume of the brain soup, and voila! You’ve counted billions of neurons.


When Herculano-Houzel and her team did this in their 2009 study with human brains, they came up with eighty-six billion neurons, not a hundred billion. The difference, as Herculano-Houzel pointed out in a Vanderbilt University profile of her work, is an “entire baboon brain and change.”19


THE BODIES ELECTRIC


Those eighty-six billion neuronal citizens of Planet Brain are not all alike. The brain has dozens of types of neurons, and we aren’t going to go over them here. Throughout the book, where relevant, I will specify a type if it matters.


One reason these cells can be so tough to categorize is that we’ve got a half dozen ways to do it. Some neurons bring in information from the senses, and some neurons send out messages about how to respond, so we categorize them that way. But some neurons inhibit the cell they communicate with, whereas others excite it, and we categorize them that way.


Some neurons send out their projections, called axons, to the same target, so we categorize them based on that behavior. Some neurons have a single cell body, an axon, and a terminus, whereas others have a cell body at the center of two axons sticking out in different directions, like they’re doing the splits. Still others have many branches around the cell body—called dendrites because they look like naked tree branches (dendrite = “branched”)—whereas others have no branches at all. Neurons also can be characterized biochemically, based on which neurotransmitters (neural-signaling molecules) they send or receive.


It’s complicated. But Figure 1.7 is a diagram of a simple neuron so that you’ll have an idea of the appearance and basic anatomy of the average neuronal citizen of the brain. Its shape just screams, “Electricity!,” which is appropriate because that’s what it uses internally to transmit a signal.
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Figure 1.7. A basic neuron.








Neurons receive incoming signals at the cell body, through the dendrites, which look a bit like a fright wig. Dendrites in turn have twiglike extensions called spines that take these signals. If an incoming signal is of the “excitable” sort, it can build up where the body and the axon connect. When that buildup reaches a certain threshold, there’s a burst of voltage pushing a current that travels down the axon to its terminal. That’s the neuron “firing.”


At the terminal of the axon, this wave of electricity can trigger a release of chemicals into the space outside the neuron, called the synapse. These chemicals diffuse to the next cell, bind to the dendritic spines there, and trigger a voltage change in the neighbor.


In sequences like this,xxxvii neurons pass along messages. Their axons, often bundled, form the communication networks that link the metropolitan hubs of the connectome. Unlike the human citizens of planet Earth, these citizens of the brain are also structural and functional contributors to their planet.




The dendrites that make up that fright wig around the cell may have many, many spines, through which a neuron can receive thousands of inputs from other neurons. Two key signaling chemicals are involved in this process. One is glutamate (aka GLUT, pronounced “glute”), which is associated with “exciting” or activating neurons. The other is GABA (gamma-aminobutyric acid, which isn’t as fun a name), which is associated with inhibiting or dampening neuronal enthusiasm.xxxviii If the incoming signal is inhibitory (GABA), then the neuron doesn’t build up tension at the connection between cell body and axon and doesn’t fire.xxxix




For a real-world example of how these two work on your brain, consider this: consuming alcohol promotes a GABA boost and dials back the excitatory glutamate, leaving you with that loose, relaxed feeling alcohol brings on.



THE GLUE


The neuronal citizens of Planet Brain are only about half of its resident population. The other half are non-neuronal cells, or glia. The antibodies in brain soup would have ignored these cells. You might have learned at some point in your schooling that the brain’s grey matter consists of the cell bodies of neurons, unprotected parts of the cell that receive incoming signals. You’ll also find a lot of other components in the grey matter, including naked axons and glia (which means glue—they once were thought to be connective tissue), among other things.


The brain’s white matter consists of axons that have been wrapped in the fatty protective insulating sheath that makes them glisten white, giving them their collective name. According to one estimate, if you separated out these eighty-six billion fibers and laid them end to end, they would stretch across more than a hundred thousand kilometers, or more than sixty-two thousand miles. That’s just from one human brain. That’s quite an extension cord, and it is what makes the connectome possible.20


Glia called oligodendrocytes produce the myelin insulation for these axons. Another type of glial cell, the astrocyte, has many roles, one of which is to ensure energy supply to the neurons, passing nutrition to them on demand.xl




THE SOCIAL PLANET


The backdrop of evolution in this chapter can serve as a reminder of something: the unit that evolves in nature is not the individual but the population.xli Our brains, collectively and individually, are the outcome of millions of brains that preceded us. Each of us has a brain that’s just part of chains of brains shaped over millennia into what we have today.




The pressures that shaped those brains weren’t individual either. They, too, were collective. Our interactions with each other—as mate to mate, parent to child, sibling to sibling, group to group—molded our brains into organs that are responsive to these sculpting factors.


Yet when we pick up a book about making our brains better, the focus is almost always on the individual. You can hack your brain to get what you want from your brain, to make your brain better for you. As though that brain cropped up like a novel plant after a fresh rain, no prelude, no current company, no sequel.


I propose that we take a more collective approach to this tailoring. Rather than each of our brains being a lonely planet, they are connected and interactive and in exchanges with hundreds or thousands of other brains, influencing each other along diverse pathways, like neurons themselves. Individualism is all well and good, to a point, but almost none of us live alone, in a cave, cut off from the rest of our species.


Our brains do not stop at the membranes that encase them. When we seek improvements—when we strive to tailor the brain—we should always keep in mind that with rare exceptions, we are tailoring brains. Not a brain. Indeed, I wrote this book, and although we (likelyxlii) have not met, I am sharing the work of my brain with your brain in the hope that our collective brains will all end up at least a smidge better than when we started.




END-OF-CHAPTER CHECKLIST




✓ Planet = brain


✓ Continents = lobes (frontal, parietal, temporal, occipital)


✓ Countries = association areas and somatosensory and motor cortexes


✓ Cites and communications network = hubs (such as the left insula or the posterior cingulate cortex) in networks (such as the DMN)


✓ Citizens include neurons and glia


✓ Communications = axons, synapses, dendrites


✓ Taken together = you (singular) and all of us (plural)





Footnotes




i Just reading the question gives me a great disturbance.


ii The “soft spot” of the skull not covered by bone. It persists through the first months of life, before the skull bones suture together.


iii Curious about this visual, I watched videos of people melting copper, which is a surprisingly robust corner of YouTube, and it seems to me that it might be a reference to feeling a subdural hematoma, or blood-filled clot, on the raised ridges, or gyri (singular “gyrus”), of the brain surface.




iv No word on what this meant for people who didn’t produce sperm.




v They do not.




vi Although we are prone to describing trees as “lungs of the earth” and to comparing penguin plumage to a tuxedo.




vii Housed online at http://human.brain-map.org/, along with a half dozen other atlases for different stages of development and species.


viii When we do this for Earth, the GIS stands for “geographic information system.”




ix Even when, as with the vessels that serve the heart, a little redundancy would be lifesaving.




x I know that organ-specific enthusiasts will quibble—“but the kidney!” and so on—but it’s still true.




xi The spike entered his head from below his jaw, passed behind his eye, and exited through his left frontal lobe. He could still talk after it happened. After surviving what sounds like a horrible infection arising twelve days later that involved brain tissue pushing out of his wound, by day twenty-four he was walking. He worked for a few years before the seizures developed.




xii Plural “sulci.”




xiii A fissure is a deeper, wider version of a sulcus.




xiv In anatomy, if you are “deep,” you are far from the surface, which is “superficial.” Anatomy often reflects real life this way.


xv Latin for “related to a border.”






xvi Greek for “seahorse” because of its shape.




xvii Remember that all these structures occur in pairs.


xviii “Sadness,” for example, could tint a recollected happy memory blue, a sign of the bittersweetness of nostalgia.






xix And they also shift around within our own brains as we age and connections change.




xx In fact, the study of this connectome is called hodology, which means the study of roads or pathways; hodos = Greek for “paths.”




xxi Other species use both tools and language, but we’re the only species that has placed a helicopter on Mars.




xxii Individually, the risk that we’ll experience terrible or fatal outcomes by going to extremes becomes more personal, of course.




xxiii So-called after Jules Cotard, who first described it in 1882. The initial case he described involved a forty-three-year-old woman who was convinced she consisted only of skin and bone and would exist eternally if she were not burned.




xxiv Indeed, her ailment showed a strong association with neurological diseases, such as pain syndromes, seizures, and strokes.




xxv Raichle seems to have some regret about the title, noting in a 2015 review, “Parenthetically, it had not occurred to us that others would anoint the constellation of areas exhibiting this unique behavior as the brain’s default mode network. The name obviously caught on.” It did. Sorry—now it’s all over this book.




xxvi An enduring myth. We use the entirety of our brains.




xxvii Brain networks have fandoms.




xxviii In their defense, we do this for all our organs and tissues when identifying their anatomical or functional location.




xxix For extra credit: the medial prefrontal cortex is divided into two functional regions, one on top of the other. If your only word bank is anatomical terms, what would you call these? If you said, “Dorsal medial prefrontal cortex on the top, and ventral medial prefrontal cortex below it,” you are right.




xxx To keep things straightforward, examples in this book will often use three networks in particular, but they are not the only functional networks that have been identified, and what’s known about their contours is always being refined.




xxxi And yes, there is a posterior insula, the part lying horizontally toward the back of your head.


xxxii Like a dorsal fin. The opposite is ventral, which means “belly.”






xxxiii To make this even more complicated, it also has been characterized as a division between the CEN and the dorsal attention network, or DAN. If any field needed a central body making calls about terminology to limit confusion, that field is neuroscience.




xxxiv These networks have different names depending on who’s authoring the studies, so I’m going here with the ones that seem to be common and that make sense based on what the network does. The exception, of course, is the DMN, with the name that doesn’t tell us much of anything and is misleading.




xxxv As one researcher pointed out to me, it’s possible that people were just rounding to the nearest hundred billion.




xxxvi Apologies if this ruins apple juice and/or soup for you.




xxxvii It’s not the only way neurons signal to each other, but it’s a good basic construct.




xxxviii Mnemonic: GLUE = GLUtamate Excites; GABI = GABA Inhibits.


xxxix The brain relies on a host of other signaling molecules that play various roles in communication between neurons. These neurotransmitters include serotonin, dopamine, and noradrenaline. As with the networks, for the sake of focus, I have tried to select representative examples of processes rather than providing a compendium of action for each of these.






xl This description of glia is extremely basic. They are a complex group of non-neuronal cells, and the list of their roles and their importance just keeps growing. That information could fill a book. For this book, I just want you to know that they exist and have these roles.




xli The definition of “evolution” is a change in the frequency of a gene variant in a population over time.




xlii If we have met, well then, hello again!











OEBPS/images/publisher-logo.png
BOOKS





OEBPS/images/PageNo_19_a0-Fig1-5.jpg
Motor cortex Somatosensory

x cortex

Speech area
(Wernicke’s)

Speech Primary and secondary
area .

, visual areas
(Broca’s) 7
Secondary

motor cortex

Auditory areas





OEBPS/images/PageNo_7_a0-Fig1-1.jpg





OEBPS/images/PageNo_18_a0-Fig1-4.jpg





OEBPS/images/PageNo_15_a0-Fig1-3.jpg





OEBPS/images/PageNo_26_a0-Fig1-6.jpg
Medial prefrontal

FRONTAL LOBE t Anterior cingulate

Left anterior insula o> SNTT-SN—"8N +— Right anterior insula

PARIETAL LOBE

Left lateral parietal ~—> DIMIN_ ¢  DNIN < Right lateral parietal

Posterior cingulate

OCCIPITAL LOBE





OEBPS/images/9781541647015.jpg
FROM KETAMINE,
TO KETO, TO COMPANIONSHIP,
A USER’S GUIDE TO
FEELING BETTER AND

THINKING SMARTER

THE

BRAIN

EMILY WILLINGHAM





OEBPS/images/PageNo_31_a0-Fig1-7.jpg
Dendrites, where
the neuron
receives signals

Axon, where
signals travel from
top to terminal

i
i
b
o
¢
g
i

Axon terminal,
where signals
pass to another
cell






OEBPS/images/PageNo_14_a0-Fig1-2.jpg
Sulcus GYIUS

Parietal

Frontal

Occipital

Temporal





OEBPS/images/Art_tit.jpg
FROM KETAMINE,

TO KETO, TO COMPANIONSHIP,
A USER’'S GUIDE TO
FEELING BETTER AND
THINKING SMARTER

THE
TAILORED
BRAIN

EMILY WILLINGHAM

BASIC BOOKS

New York





