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To our amazing son Callum – without whom this book would have been finished in half the time.





Introduction



Albert Einstein once remarked: ‘The greatest scientists are artists as well.’ It was a bold thing to say, because science can appear a very uncreative process. Constrained by data, facts and evidence, it might seem as if there’s little room for the power of ideas, and the power of creativity. But in fact, nothing could be further from the truth. Einstein’s point was that the truly pioneering minds in science are also some of the most creative. And it’s their ideas rather than their technical ability that have changed the world.


It’s true that the vast majority of scientific research builds upon the work of others – science generally is a gradual evolution in our understanding. But every so often, a scientist of prodigious creative ability comes to the fore, and their insights bring not evolution but revolution – often turning their field on its head, and taking our understanding to a whole new level. Take, for example, Einstein and his elegant theory of relativity, Darwin and his radical ideas on evolution by natural selection, or Richard Feynman’s bold re-imagining of the subatomic particle world.


Not that these individuals didn’t possess great levels of technical skill as well – of course, they did. But without that spark of creative genius, no amount of mathematical aptitude or knowledge of the natural world could have brought about such wholesale transformations in science. It’s a useful reminder for educators that science in school shouldn’t all be about rote learning and passing tests.


Laid out in the chapters ahead are 50 of the greatest ideas that scientists have come up with over the ages. The choice of topics is quite personal – doubtless, if someone else had written this book, the contents page would look very different. But we’ve attempted to keep a good balance, and we hope you find them as interesting as we do. Where space permits, we’ve supplemented the science with brief biographies of the scientists themselves, detailing their backgrounds and personal lives. It’s a fascinating journey into the accomplishments of some of science’s most creative minds. We can only imagine what exciting new ideas are fomenting in the minds and on the drawing boards of scientists today – and, indeed, over the years to come.


Paul Parsons & Gail Dixon





01   Fermat’s principle



In the late 17th century, French mathematician Pierre de Fermat summed up the behaviour of light rays in a single, beautiful law: light travelling between two points takes the quickest possible path. His idea would pave the way for an even more powerful principle that sits at the heart of modern theoretical physics.


By 1662, physicists had long known about the phenomenon of ‘refraction’, the way a beam of light bends sharply when crossing the interface between one substance and another. A good example is air and water: dip a pencil into a glass of water and, when viewed from the side, the pencil appears bent at an impossible angle. Refraction occurs when the two substances forming the interface have different ‘optical densities’, making the light travel at different speeds within them: the angle by which the beam is bent can be calculated by plugging the ratio of these speeds into a mathematical formula called Snell’s law (see box). What wasn’t so clear was why this should be so.


FERMAT’S PREVIOUS THEOREM


Fermat’s insight was to propose what he called the ‘principle of least time’. In essence, light would always take the quickest route between two points. This fundamental assumption, plus a little maths, led directly to Snell’s law.


A good analogy is a lifeguard on a beach trying to reach a swimmer in distress. The lifeguard is some way along the beach from the swimmer, meaning that a combination of running along the beach and swimming through the water is required. The question is: how much of each?


The shortest distance between the lifeguard and the swimmer is just a straight line connecting the two, so you might expect that also to be the quickest route. But it’s not, because the lifeguard can run much faster than she can swim. Taking the straight-line path would mean spending far too much time moving slowly through the water. Running along the beach to get as close as possible to the swimmer before diving in also isn’t optimal, because the total distance travelled is just too far. The quickest route is a balance between the two: running diagonally down the beach towards a carefully calculated point on the shoreline, then turning sharply and heading directly towards the swimmer through the water – just like a ray of light being refracted.


The physical justification for Fermat’s principle comes from the wave theory of light, in particular the phenomenon of interference – the way two waves combine into one. If the peaks of one wave coincide with the troughs of the other they will cancel out – which is called destructive interference. On the other hand, if peaks and troughs line up the result is one very big wave – constructive interference. For almost every possible path of the light ray, there will be another that interferes destructively to cancel it out. The exception is the one path that minimizes the travel time, which is why that’s the path that we see the light ray take. Fermat’s principle also explained the laws governing how light is reflected at an interface between two media, including the phenomenon of ‘total internal reflection’, in which a light beam in a dense medium is unable to escape when it strikes the surface at a very shallow ‘grazing’ angle. This idea is key to how fibre optic cables work.




Snell’s law




Although named after the Dutch mathematician Willebrord Snellius, the first account of what’s today known as Snell’s law dates back more than 600 years earlier, to the work of the Muslim mathematician Ibn Sahl.


Given an interface between two media in which the speed of light is v1 and v2, then the respective angles, θ1 and θ2, between the light beams and a line perpendicular to the interface is given by the formula


sin θ1 / sin θ2 = v1 / v2


(where sin is the standard trigonometric function).
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Lagrangian dynamics




Analysing the behaviour of complex dynamical systems was nightmarishly complicated until Italian mathematician Joseph-Louis Lagrange used the principle of least action to come up with what’s now known as Lagrangian dynamics.


It offered a systematic way of solving problems involving the motion of many objects under the action of different forces – a good example being the Sun and the many bodies orbiting in the Solar System, all moving in response to the gravitational interactions between each other.


Lagrange’s approach involved setting up coordinates for the position and speed of every object. This enabled him to write down a general form for the Lagrangian – the total kinetic energy minus potential energy of the system. Summing this over all possible paths through space and time yielded a formula for the ‘action’ (see here), which Lagrange then minimized to give a generalized set of equations describing the motion of each object.


In the case of the Solar System, the relative speeds of the Sun and the planets implied the total kinetic energy, while the position of every object relative to every other gave the total potential energy, which in this case is supplied by gravity. The resulting equations of motion describe the orbits of the planets around the Sun.








But there were much bigger developments to come. In 1744, another French mathematician, Pierre-Louis Maupertuis, wondered whether Fermat’s principle could be extended to explain not just the behaviour of light rays but also the dynamics of moving objects. He replaced time in Fermat’s reasoning with the kinetic energy of an object added up along the particular path that it travels. Then he postulated that the path the object actually takes is the one for which this quantity is minimized.


ACTIONS SPEAK LOUDEST


Later that century, the idea was refined further by Italian mathematician Joseph-Louis Lagrange and Irish physicist William Rowan Hamilton. They tweaked Maupertuis’s theorem to sum not just the kinetic energy of a moving object, but the kinetic energy minus its stored or ‘potential’ energy. (For example, a stone fired from a catapult will start out with zero kinetic energy, but a large potential energy stored in the stretched rubber.) Lagrange and Hamilton argued that it was this new summed quantity, known as the ‘action’, which is minimized along the path that the object actually takes. Their simple approach led neatly to Newton’s laws of motion for moving bodies (see here), and became known as ‘the principle of least action’.


‘NATURE IS THRIFTY IN ALL ITS ACTIONS.’


Pierre-Louis Maupertuis


Soon it became clear that other theories in physics could also be derived by minimizing an action, including electromagnetism and general relativity (see here and here). The principle was especially powerful when it came to combining theories. For example, calculating the behaviour of a body in the presence of both electromagnetic and gravitational forces simply involves summing the actions for both theories and then finding the path that minimizes this new, combined action.


In the 1940s, American physicist Richard Feynman exploited the principle of least action to build his ‘path integral’ formulation of quantum field theory (see here). In this, the probability distribution for the state of a particle at some time in the future is given by summing the contributions over every possible path, weighted by the probability of that path being taken. The 20th-century American physicist Edwin Jaynes even proposed that there are deep connections between physics and information theory (see here).


Fermat’s principle, and the principle of least action, remain some of the most powerful tools in physics and now lies at the heart of attempts to unify the forces of nature (see here) and to explain the very origins of our universe (see here).


The condensed idea


Light beams take the quickest path




TIMELINE




984 CE





Arabic mathematician Ibn Sahl publishes the first known instance of Snell’s law




1622





Pierre de Fermat suggests that light rays follow the principle of least time




1744





French mathematician Pierre-Louis Maupertuis proposes the principle of least action




1788





Joseph-Louis Lagrange uses Maupertuis’s principle to develop Lagrangian dynamics




1915





German mathematician David Hilbert derives Einstein’s general relativity from an action




1948





American physicist Richard Feynman formulates the path integral approach to quantum theory








02   Newton’s laws



In 1687, Isaac Newton published a book that is widely regarded as seeding the birth of modern mathematical physics. At the heart of his revolution were three principles that encapsulated how objects behave under the influence of forces. These laws would dominate the physics of motion until the 20th century.


For hundreds of years, Newton’s three laws of motion have offered the best description of how everyday objects move and interact – the branch of physics known as ‘mechanics’. They were published, after much experimental and theoretical research, in 1687, as part of his book Philosophiae Naturalis Principia Mathematica (Mathematical Principles of Natural Philosophy), better known simply as the Principia. Prior to this time, mechanics had been dominated by the theories of the Greek philosopher Aristotle – which the burgeoning experimental science of the 17th century had by now proven to be deeply flawed. Not only was Newton’s version of mechanics the first to be cast in terms of rigorous mathematical equations, but the answers the equations gave were spot on.


Newton’s first law says that a body will continue in its present state of rest or uniform motion unless acted on by a force (an idea originally put forward by Italian mathematician and astronomer Galileo Galilei in 1632). In essence, an object that’s stationary will remain stationary and an object that’s already moving will keep moving at the same speed and in the same direction unless an external force is applied. You might wonder then, if you drop this book, why it falls towards the ground, but that’s because gravity exerts a constant downward force. Outside of gravitational fields, or in situations of effective ‘zero gravity’ such as Earth orbit, objects really do hang in space when released from rest, just as Newton predicted.


LINE OF FORCE


The second law quantifies how exactly the motion of an object changes when acted on by a force. Newton postulated that the object accelerates in the same direction as the force and at a rate that satisfies the mathematical equation force = mass x acceleration. This means that lighter objects will accelerate faster than heavier ones under the action of the same force: halve the mass of an object and it will accelerate twice as rapidly.


The resistance to motion of massive objects is called ‘inertia’. You can think of it in terms of the first law. A body continues in its state of rest or uniform motion unless acted on by a force, and it’s the inertia of the body – governed by its mass – that determines exactly how much that state of rest or uniform motion gets disturbed when the force acts.




Isaac Newton (1643–1727)




Isaac Newton was born at Woolsthorpe, a tiny hamlet in the English county of Lincolnshire. In 1661, he went up to Trinity College, Cambridge. He obtained his BA degree in 1665, before retreating to Woolsthorpe for two years to avoid that year’s Great Plague. It was during this period of enforced isolation that he is said to have developed some of his most important ideas.


After returning to Cambridge in 1667, Newton was elected a fellow of Trinity College. Two years later, aged just 26, he became Lucasian Professor of Mathematics.


During his distinguished career Newton made seminal contributions not only to the physics of motion but also to gravity, optics, fluids, thermal physics and mathematics. He built the world’s first reflecting telescope, and is even credited by some with inventing the cat flap. In 1703, he became president of the Royal Society, the world’s oldest scientific society, and in 1705 he was knighted.


Newton never married, and he famously made many enemies, often over the priority of scientific discoveries. During later life, he worked as Warden and Master of the Royal Mint, where he prided himself in sending dozens of counterfeiters to the gallows. He died in his sleep on 31 March 1727. The death was registered as ‘natural causes’, though it’s possible mercury poisoning incurred during his many alchemical experiments may have contributed.








Newton’s third law is all about how objects interact. It states that for every action there is an equal and opposite reaction. So when you sit on a chair, your weight pressing downwards under the action of gravity is balanced by an equal and opposite force pushing upwards from the chair. The source of this ‘normal reaction’, as it’s known to physicists, is the network of chemical bonds between the atoms and molecules from which the chair is made. There’s no guarantee, of course, that this chemical infrastructure will be up to the job – if you weigh too much, the chair will break and the normal reaction will vanish.


RECOIL REVEALED


It’s Newton’s third law that explains why a rifle kicks back against your shoulder when you fire it. Pulling the trigger releases the firing pin, igniting the powder in the cartridge. The expanding gases propel the bullet forwards but, thanks to Newton’s third law, there’s an equal and opposite force pushing the rifle back towards you. Incidentally, we can also invoke Newton’s second law here – force = mass x acceleration – to explain why the bullet accelerates so much faster than the much heavier body of the gun.


Strictly speaking, Newton’s laws only apply to objects whose masses are concentrated at a single point in space. They are a theoretical idealization that makes calculations easier, but may not give the full picture. In or around 1750, the prolific Swiss mathematician Leonhard Euler (pronounced ‘oiler’) extended Newton’s treatment to include rigid objects of non-zero size. He found that if you consider the mass of the object to be concentrated at its centre of gravity, then Newton’s laws still apply. However, he also discovered additional laws governing how the object rotates – based on the turning forces, or ‘torques’, applied to the object and the precise distribution of its mass around the centre of gravity. The resulting Newton-Euler equations give an accurate description of objects in the real world.
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‘NATURE AND NATURE’S LAWS LAY HID IN NIGHT: GOD SAID, “LET NEWTON BE!” – AND ALL WAS LIGHT.’


Alexander Pope (1727)


MOVING ON


It would later emerge that even these laws don’t quite give the full story in extreme cases. In 1905, Albert Einstein put forward his special theory of relativity (see here), in which the behaviour of objects travelling at close to light speed differs significantly from Newton’s predictions. Later, Einstein’s general theory of relativity (see here) led to further discrepancies in the presence of strong gravitational fields. Meanwhile, during the 1920s, it became clear that at the scale of subatomic particles of matter, the ordered deterministic view of Newtonian physics is replaced by the randomness of quantum mechanics (see here). Nevertheless, Newton’s laws of motion remain an excellent approximation at the speeds and length scales, and in the ambient gravity, of our everyday world. In this regime, they have been verified by centuries of experimental study, and accurately describe the motion of everything from colliding billiard balls to planets orbiting the Sun.


The condensed idea


Moving bodies obey three mathematical rules




TIMELINE



4TH CENTURY BCE





Greek philosopher Aristotle puts forward his ideas on the behaviour of moving objects




1021





Persian philosopher Al-Biruni proposes the concept of acceleration as change in velocity




1632





Italian astronomer Galileo publishes his ideas on the concept of inertia




1687





Isaac Newton publishes his three laws of motion in his book Principia




1750





Swiss mathematician Leonhard Euler extends Newton’s laws to rigid bodies




1905





Einstein’s special relativity marks the first major departure from Newton’s laws








03   Newtonian gravity



In 1687, Isaac Newton published the first ever mathematical theory of gravity. It described everything from the motion of projectiles through the air to the orbits of the planets around the Sun – and, of course, the descent of falling apples. The theory has countless applications, ranging from air travel to satellite TV.


As well as his three laws of motion (see here), Isaac Newton’s masterwork Principia, published in 1687, also contained the first rigorous treatment of the force of gravity. Cast with his trademark mathematical precision, Newton’s law of universal gravitation explained phenomena such as balls rolling downhill and the orbits of the planets. The law states that the gravitational force between two massive bodies is proportional to their masses multiplied together, divided by the square of the distance between them. Double either of the masses and the force doubles, too. However, double the distance between them and the force diminishes by a factor of four. It’s a relatively simple mathematical relationship – one that Newton had arrived at after studying the behaviour of falling objects and astronomical data on the motion of the planets.


FALLING APPLES


The law says that an object released from rest on Earth, such as an apple dropping from a tree, accelerates towards the ground at a rate determined purely by the planet’s mass and size. At the surface of the Earth, the rate of acceleration due to gravity is 9.8 metres per second (32 ft per second) every second. That is, for every second of free fall, the downward speed increases by 9.8 metres per second – the mass of the object being dropped is irrelevant. Objects thrown vertically into the air will initially lose speed at the same rate before falling back to the ground. And those with a horizontal component to their velocity arc through the air on a curved trajectory, called a parabola, which brings them back to Earth at a point some way away from where they started.






Newton’s law of gravity




Mathematically, Newton’s law of universal gravitation says that if two bodies, with masses m1 and m2 are separated by a distance r, then each body experiences a force of attraction g towards the other, given by the formula:
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Where G is the gravitational constant, 6.67×10−11 (6.67/100,000,000,000). The force g is measured in Newtons, where 1 Newton will cause a mass of 1 kilogram (2.2 lb) to increase in speed by 1 metre (3.3 ft) per second every second.










Applying Newtonian gravity to projectiles on Earth is only an approximation in practice, because our atmosphere introduces air resistance – a drag force that slows moving objects down, significantly so at high speeds. Air resistance caps the speed of a falling object at a so-called ‘terminal velocity’ dependent on its aerodynamic properties. For example, a skydiver free-falling head first towards the ground has a terminal velocity of up to 530 kilometres per hour (330mph). Opening their parachute slows this to 28 kilometres per hour (17mph). On the Moon, however, where the atmosphere is negligible, Newton’s predictions are bang on – as US astronaut Alan Shepard demonstrated, having smuggled a 6-iron aboard the Apollo 14 lunar lander mission in 1971. As Shepard put it, the golf ball he struck went for ‘miles and miles and miles’.


INTO ORBIT


Keep increasing the speed of a projectile launched from Earth and eventually it won’t come back down. Instead, it will reach orbit – circling the planet indefinitely. Add more speed and the orbit grows wider and wider until the Earth’s gravity can no longer hold on to it and the projectile flies off into deep space. Newton was particularly proud of this ‘universality’ of his theory – the fact it applies equally well at the Earth’s surface as it does millions of miles away on the fringes of the Solar System. He was able to demonstrate this by using the theory to mathematically derive Kepler’s laws of planetary motion (see here).






The cannonball experiment




Isaac Newton devised a thought experiment to demonstrate that his new law of gravity was just as good at describing the planets orbiting the Sun as it was apples falling from trees He imagined a cannon fired horizontally from a high mountaintop. The trajectory of the cannonball is determined by its speed and the pull of Earth’s gravity.
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For relatively slow speeds, the ball arcs downwards as gravity pulls it to the planet’s surface (path A on the diagram). Increase the speed of the ball and the point where it lands gets progressively further away from the mountain (e.g., path B). Eventually, the speed of the ball is high enough that the planet’s spherical surface falls away at the same rate the ball is falling towards it, and the ball never reaches the ground. Instead, it circles in orbit around the Earth (path C). Higher speeds still stretch the orbit into a wide ellipse (path D), until finally the Earth’s gravity can no longer hold on to the cannonball and it flies off into space (path E). The speed required to do this, called the ‘escape velocity’, is determined purely by the planet’s gravity and is independent of the mass of the cannonball: in Earth’s case it is 11.2 kilometres per second (7 miles per second).










Not everyone agreed that Newton’s work was a triumph, however. The British natural philosopher Robert Hooke accused Newton of plagiarism, claiming that he had already come up with the idea of modelling gravity as an ‘inverse square law’ (the /r2 bit of Newton’s formula – see box on here). It’s true that Hooke did indeed present ideas on gravity to the Royal Society as early as 1666, but modern historians believe the idea of gravity following an inverse square law had been well established for some time, so neither Hooke nor Newton deserves full credit. What is beyond dispute is that Newton was the first to go the extra mile by incorporating the inverse square law into a full working theory, and demonstrating its correctness.



THE BIG G


The first laboratory test of Newtonian gravity wasn’t carried out until 1798 – 70 years after Newton’s death – by the British physicist Henry Cavendish. Cavendish used a piece of apparatus called a ‘torsion balance’, which measures twisting forces on a wire, to measure the tiny gravitational attraction between lead weights. The results of the experiment verified the theory and led to the first accurate determination of the constant of proportionality G in Newton’s equation – currently estimated at 6.67 x 10–11 m3/kg/s2.


‘I CAN CALCULATE THE MOTION OF HEAVENLY BODIES, BUT NOT THE MADNESS OF PEOPLE.’


Sir Isaac Newton


Newtonian gravity would prevail for another 120 years, until Albert Einstein published his general theory of relativity, a new approach involving curvature of space and time (see here). Einstein resolved various anomalies that were emerging with Newton’s theory, such as failure to explain the strange orbit of the planet Mercury and the bending of light rays around the Sun. Nevertheless, the predictions of general relativity only differ significantly from Newton’s model in strong gravitational fields, and Newton’s simpler theory can still be used today in applications ranging from weather prediction to computing the trajectories of spacecraft.


In particular, the British science fiction writer Arthur C. Clarke realized in the 1940s that the Newtonian laws mean there is a particular altitude above the Earth at which a satellite will orbit at the same rate that the planet is rotating – completing one orbit every 24 hours. Viewed from the ground, the satellite will appear to hang in the sky. These ‘Clarke orbits’, 35,786 kilometres (22,236 miles) above sea level, now form the basis of satellite communications, used daily to beam information and entertainment around the globe.


The condensed idea


What goes up must come down. Maybe






TIMELINE



1609-1619





German mathematician Johannes Kepler publishes his three laws of planetary motion




1666





Robert Hooke presents his early ideas on gravity to the Royal Society




1687





Isaac Newton introduces his full theory of gravity in his book Principia




1798





British physicist Henry Cavendish carries out first lab test of Newtonian gravity




1916





Albert Einstein’s general relativity replaces Newton’s theory in extreme cases




1945





Using Newtonian gravity, Arthur C. Clarke lays the foundations for satellite communication








04   Electromagnetism



One of the greatest technological tools of the modern age is mobile communication via radio signals. Yet this is only possible thanks to a string of discoveries in the 19th century, culminating in James Clerk Maxwell’s realization that electricity and magnetism are just different aspects of the same thing.


One of the earliest clues to the connection between electricity and magnetism emerged from the experiments of Danish physicist Hans Christian Ørsted. In 1820, he noted that passing an electric current through a wire moved the needle of a nearby magnetic compass. By moving the compass, Ørsted found that the lines of magnetic force trace out circles around the wire. Later that same year, the French physicist André-Marie Ampère learned of Ørsted’s discovery and set about formulating a piece of theory to explain it. He saw that the magnetic fields around two parallel wires make the wires attract each other if the currents are going the same way, and repel each other when they’re moving in opposite directions. He was able to capture this behaviour in a mathematical relationship, now known as Ampère’s law, which gives the magnetic field around each wire in terms of the current producing it – and allows calculation of the force between the two.


CURRENT AFFAIRS


In 1831, British physicist Michael Faraday demonstrated the converse effect. He connected a battery to a coil of insulated wire wrapped around one side of an iron ring. Around the other side of the ring, he wound a second coil of insulated wire, the ends of which were connected to a galvanometer (an instrument for measuring electric current). When he switched on the left-hand coil, Faraday noticed a brief current in the galvanometer on the right. The left-hand coil had created a magnetic field in the iron, which had in turn induced a current in the right-hand coil. The same thing happened when an ordinary magnet was moved near the right-hand coil. Faraday concluded that a time-varying magnetic field produces an electric current, an effect now known as induction. He utilized the principle to build the first electric generator – the dynamo.


‘I HAPPEN TO HAVE DISCOVERED A DIRECT RELATION BETWEEN MAGNETISM AND LIGHT, ALSO ELECTRICITY AND LIGHT, AND THE FIELD IT OPENS IS SO LARGE AND I THINK RICH.’


Michael Faraday


The breakthrough that was to completely reveal the complex interplay between electricity and magnetism was made in 1861 by Scottish physicist James Clerk Maxwell. Working at King’s College, London, Maxwell distilled the findings of Faraday, Ampère, Ørsted and others into four coupled mathematical equations. Take any configuration of electric charge and/or electric current, and the equations tell you exactly how the resulting electric and magnetic fields behave. They would become known as Maxwell’s equations.


The first two equations summed up earlier work by the German physicist Carl Friedrich Gauss. He had shown that the electric field around a static electric charge increases in direct proportion to the size of the charge – this was Maxwell’s equation 1. Equation 2 essentially said that the net magnetic field around a point is zero. Equation 1 meant that lines of electric field around an electric charge are all directed radially outwards – so that there is a net electric field leaving the charge. However, equation 2 stated that the same is not true for magnetism. It was another way of saying that whereas isolated electric charges (‘monopoles’) can exist freely, magnetic poles must always come in pairs (‘dipoles’), so that the field leaves at one pole and enters at the other. This marries up with our experience: magnets always come with a north and south pole.


Maxwell’s third equation is a restatement of Faraday’s discovery that the electric field around a point (or equivalently the current flowing through a circuit) is determined by the rate of change of the magnetic field with time. Meanwhile, the fourth and final equation was an extension of Ampère’s law – which simply said that the magnetic field around a point is given by the current. In keeping with his third equation, Maxwell amended Ampère’s law to include a contribution to the magnetic field from any time-varying electric fields present.


Maxwell’s realization that not only do changing electric fields make magnetic fields, but also changing magnetic fields make electric fields, soon led to another momentous breakthrough. He showed that it’s possible for a pair of time-varying electric and magnetic fields to exist together, in empty space, in the absence of any electric charges or currents. The magnitude of each field rises and falls in a steady rhythm – with the oscillations of one driving the other via Maxwell’s third and fourth equations. Maxwell had discovered electromagnetic waves, and when he worked out the speed of these waves through space – which, from his equations, turned out to be just a simple combination of the electric and magnetic properties of empty space – the number he got was extremely close to existing measurements of the speed of light (currently 299,792,458 metres per second (186,282 miles per second). His conclusion, which he published in 1864, was simple: light itself is an electromagnetic wave.
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Michael Faraday demonstrated how a current from the battery in the left-hand coil briefly induces a current in the coil on the right.



WAVE POWER


Visible light has a wavelength of between 380 and 760 nanometres (millionths of a millimetre). But Maxwell’s theory predicted the existence of waves at all wavelengths. Some were already known, such as infrared and ultraviolet, but others awaited discovery. In 1888, German experimental physicist Heinrich Hertz used apparatus inspired by Maxwell’s theory to generate and detect electromagnetic waves with wavelengths between a millimetre to many kilometres. They became known as radio waves and are central to most of the wireless communication that we enjoy today.






James Clerk Maxwell (1831–79)




Maxwell was born in Edinburgh in 1831. He was educated by his mother until the age of eight, by which time he had already demonstrated prodigious intellect. When his mother died, he was sent to the Edinburgh Academy. He struggled to fit in there at first, but by the age of 13 was winning awards. He published his first scientific research paper aged 14. It concerned drawing geometric curves using string, and was presented on his behalf to the Royal Society of Edinburgh.


In 1847, Maxwell went to study at the University of Edinburgh. He published two further papers there, before moving to Cambridge in 1850, where he remained until 1856. After four years running a department at Marischal College, Aberdeen, he took up a professorship at King’s College, London, where he carried out his seminal work on electromagnetism.


Maxwell was married to Katherine Mary Dewar in 1858, but they had no children. He died of abdominal cancer in 1879, at the age of just 48, and is buried at Parton Kirk in Galloway, Scotland.








Like Newtonian mechanics, Maxwell’s classical theory of electromagnetism would, in the early to mid-20th century, be surpassed by a new treatment (see here). But Maxwell’s equations were a revolution in their own right. They cemented with physicists not only the important concept of fields, but also that of ‘unification’ – the idea of consolidating all the fundamental forces of nature into one overarching theory of everything, a pursuit that now lies at the very heart of modern physics research (see here).


The condensed idea


Electricity and magnetism are different sides of the same coin




TIMELINE



1820





Ørsted discovers that electric currents cause magnetic fields




1820





Ampère develops a theoretical explanation for Ørsted’s observations




1831





Faraday demonstrates how magnetic fields can create electric current




1835





Gauss explains electric and magnetic fields around static electric charges




1861





Maxwell formulates his four equations unifying electricity and magnetism




1864





Maxwell uses his new theory to predict the existence of electromagnetic waves








05   Thermodynamics



Driven by the need to make steam engines more efficient in the industrial revolution, scientists developed our understanding of the complex interplay between heat, energy and motion. Today, the science of thermodynamics is applied in everything from aircraft design to speculations about the fate of the universe.


Temperature and movement are intimately connected, as you’ll be aware if you’ve ever noticed how a bicycle pump gets warm as you use it, or a spray deodorant feels cold as its expanding vapour hits your skin. Thermodynamics is the branch of physics that governs these processes and a raft of others. It determines how heat (the energy locked away in a physical system because of its temperature) gets converted into ‘work’ (physicists’ speak for useful mechanical movement). For example, when you compress the bicycle pump, you’re applying mechanical work to the air inside, which gets converted into heat and raises its temperature. Meanwhile, the spray deodorant is doing the opposite, converting heat into mechanical work, and cooling down as the gas expands.


Thermodynamics began in the late 17th century when British physicists Robert Hooke and Robert Boyle, and German inventor Otto von Guericke, independently built mechanical air pumps. Studying the behaviour of these contraptions led Boyle and Hooke to realize that a simple law governed the behaviour of a gas – namely, that its pressure is inversely proportional to its volume: reduce one, and all other things being equal, the other goes up.



AGE OF STEAM


In 1697, English inventor Thomas Savery built on these concepts to create the first working steam engine – a device to convert the heat in steam into motion of a piston rod. In 1712, Thomas Newcomen refined these ideas further to build an engine that was used commercially across Britain. In the late 17th century Scottish engineer James Watt made further modifications – but even Watt’s engine could only convert around 3 per cent of the energy in steam into useful work. It was a French military engineer named Sadi Carnot who figured out why. In 1824, he realized that steam engines require a difference in temperature in order to operate – the piston moves because hot gas on one side is expanding into cold gas on the other. Increase the temperature difference, and the efficiency of the engine goes up, too. Thanks to this discovery, steam engine efficiency leapt to 30 per cent by the mid-19th century.


[image: img]


In Watt’s engine design, steam from the boiler pushes the piston upwards. At the top of the stroke, the condenser valve opens and the hot steams floods into the condenser where it is rapidly cooled with cold water. Atmospheric pressure then drives the return stroke, pushing the piston back to its starting position.


But what about the energy that’s not converted into work? In 1850, German physicist and mathematician Rudolf Clausius came up with the concept of ‘entropy’ to describe this essentially useless residual heat. Entropy can be thought of as the ‘degree of disorder’ of a heat engine. Low entropy means the engine is in a highly ordered state, with well-defined hot and cold sides (corresponding to an engine that is highly efficient). On the other hand, a high-entropy engine has a largely uniform temperature: very little heat flows, and very little useful work can be extracted.


STATE OF DISORDER


Clausius further deduced that entropy must always increase. Place a hot and a cold object side by side (a state of low entropy) and heat will flow from the hot body to the cooler one until both are at the same temperature (high entropy). He enshrined this observation in what is now known as the second law of thermodynamics: entropy increases. Another good example is a box with a partition down the middle, either side of which is a different type of gas. This is a highly ordered, low-entropy state. Take away the partition and slowly the gases begin to diffuse together. Eventually the whole box will be filled with a uniform mix of both gases – this is a high-entropy, disordered state. The converse, a mixture of gases spontaneously separating, is so unlikely that it will never happen.




‘NOTHING IN LIFE IS CERTAIN EXCEPT DEATH, TAXES AND THE SECOND LAW OF THERMODYNAMICS.’


Seth Lloyd




However, it’s always possible to violate the second law locally. For example, let’s say the inside of your car has the same temperature as the outside – a high-entropy state. Switching on the air conditioning creates a big temperature difference and an apparent reduction in entropy. But on a larger scale, the car’s engine has to do extra work to power the air con, and because the engine isn’t 100 per cent efficient, the entropy rise this creates is always greater than the localized drop inside the car. Thus the entropy of the whole universe increases, and the second law holds.


LAW ENFORCEMENT


There are in total four laws of thermodynamics. The first says that the increase in a body’s internal heat energy is just the heat entering the body minus any work that it does. The third law says that zero temperature also corresponds to zero entropy. The ‘zeroth’ law, recognized after the other three, but considered more fundamental, says that if body ‘A’ is in thermodynamic equilibrium with body ‘B’ (so that no heat flows between the two) and body ‘A’ is in equilibrium with body ‘C’, then ‘B’ must also be in equilibrium with ‘C’.


Although pioneered for the development of mechanical systems, thermodynamics soon found other applications – describing phenomena such as heat transfer during chemical reactions and the behaviour of weather systems. Entropy has also become a powerful concept in statistics and information theory (see here).






Small world




Classical thermodynamics describes the large-scale, ‘macroscopic’ behaviour of bodies, in terms of bulk quantities like temperature and pressure. In his 1738 book Hydrodynamica, Swiss mathematician Daniel Bernoulli began to apply thermodynamics to much smaller units – atoms and molecules. He outlined what has since become known as kinetic theory – the idea that the temperature of a gas is due to the individual motions of its constituent particles. The physical sensation of heat is actually caused by these particles drumming against your skin.


Later it was realized that not all particles in a gas move at the same speed. Scottish physicist James Clerk Maxwell and Austrian Ludwig Boltzmann came up with a statistical distribution giving the number moving at any particular speed, for a given temperature. It was the birth of ‘statistical mechanics’ – the application of probability and statistics to the microphysics of matter in order to make predictions about its macrophysics.


In the 20th century, statistical mechanics took another quantum leap forward, quite literally – incorporating the newly discovered laws of quantum mechanics, which govern the behaviour of subatomic particles (see here). Probability operates very differently in the quantum world. And this, along with other new and exclusively quantum behaviours, drastically alters the resulting thermodynamics.
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