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PROLOGUE



I can’t believe what I am seeing: It is early 2018, and I am attending a business psychology conference at a chain hotel in Chicago. I have flown here on a tip by someone who calls himself an artificial intelligence (AI) evangelist. I am late to this session on using artificial intelligence in hiring, but upon sneaking in through the side door, I am struck by what is being shown up front—the future is already here!


On the screen is a video of a white man looking into the camera. Graphic dots dapple his eyes, eyebrows, nose, and mouth and a square resembling that of facial recognition software surrounds his face.


On the upper-left corner, percentages for his face are listed:




• Smile: 0 percent


• Brow Raise: 100 percent


• Brow Furrow: 0 percent


• Frown: 0 percent




On the upper-right side, it says:




• Joy: 0 percent


• Disgust: 0 percent


• Valence (the pleasantness or unpleasantness of an emotion): 20 percent


• Engagement: 100 percent




The AI, developed by a company called HireVue, analyzed the man’s facial expressions and emotions, explains Nathan Mondragon, the company representative onstage. I learn later that HireVue’s technology has been used by large companies, including Delta Air Lines, Unilever, and Hilton.


HireVue’s AI, Mondragon says, analyzes not only facial expressions but also tone of voice and the words job applicants use during video interviews allegedly to predict a job seeker’s success in a particular job.1 That is quite a promise.


At the time, I was stunned and fascinated. It sounded like magic. A more objective, scientific way to hire people? A tool so powerful that it could almost read our minds and therefore predict whether we would succeed? What company wouldn’t want this product?


YOU ARE A ZERO


Lizzie,i a young makeup artist in the United Kingdom, didn’t feel the magic of HireVue. Instead, she thinks the tool cost her her livelihood. During the pandemic, she was laid off using a HireVue one-way video interview.


Lizzie had been working at a MAC Cosmetics makeup counter in a department store for just over three years when, a few months into the pandemic, the company announced that it needed to lay off half the staff. Layoff decisions would be based on employees’ previous performance, a HireVue assessment, and sales metrics.


Lizzie hated one-way video interviews because there was no human on the other side to talk to; instead, she had to stare at her screen and answer prerecorded questions alone in her room. But she wasn’t too worried about it since the same type of HireVue interview three years earlier got her hired into the job in the first place. “I never saw the score, but I got the job, so I can only assume that it went well,” she said.


Lizzie was surprised when her manager informed her that the company was letting her go. She asked why she was laid off. “I scored full marks on my performance. But then on HireVue, I scored zero,” said Lizzie, recalling what her manager told her.


She lost her job and her income. “It was a very stressful time because I didn’t know what the future looked like.” But she just couldn’t believe the low interview score. Together with two other laid-off makeup artists, she found pro bono employment lawyers and started legal action against her former employer. “We all believe that we’d lost our jobs unfairly,” said Lizzie.


She was right.


When Lizzie reviewed the data her former employer had on her, she found that the second HireVue interview, the basis for her layoff, was never scored. But no one caught the problem, even when she appealed the decision. Her performance had been rated well and she had been a successful salesperson, she said, but because of a mistake in the AI program, she was let go. The “revolution” and fair decision-making that AI vendors promise were definitely missing in her case. In fact, the technology was causing harm.


PROMISES AND WARNINGS


As a society, we are entering a new era when we are hearing many promises of the transformative power of AI. This book is a case study of one major application: how companies and institutions are using AI to hire, monitor, promote, and fire employees at scale. Even experts, vendors, and HR managers describe this unfolding world as a new “Wild West,” where unregulated algorithms rule the world of work.


By exploring how AI is used in our workplaces, we will be better prepared to question its usage when we encounter it everywhere else. And, as it turns out, there is good reason to prepare ourselves. There is trouble ahead.


One former executive even compared companies in the HR tech world to Theranos, the discredited start-up that promised to revolutionize health care with tests that only needed a few drops of blood. The two executives, Elizabeth Holmes and Ramesh “Sunny” Balwani, were later found to have lied about the capabilities of their technology and are both serving prison sentences for defrauding investors.


“There’s a lot of companies that aren’t quite Theranos but are similar. That’s way more common than we would think,” said Eric Sydell, the former executive vice president of innovation at Modern Hire, an HR tech vendor.


A former employment lawyer, Matthew Scherer, who specialized in vetting AI hiring software, has a similar opinion after taking a closer look at many of these tools: “The vast majority of the tools that are available today are not ready for prime time.”


Maybe you have applied for a job lately and wondered why you never heard back. Have you been passed over for leadership training or for a promotion or a pay raise? Have you been laid off?


You might be blaming yourself, thinking you did something wrong or you didn’t deserve the opportunity, but what if it was something else? These negative outcomes may not be due to anything you did or did not do. They might have happened because of a faulty algorithm.


An algorithm is merely a set of tasks that is coded into computer software. “Artificial intelligence,” or its subset called machine learning, often includes algorithms that are trained with data.ii The trained model then sifts through a vast body of new data (possibly much more than a human being ever could process) to reveal patterns that help predict outcomes. At least, that is what is promised.


But what’s really happening inside the algorithms that are increasingly ruling our lives? It’s hard to tell, and that’s intentional. AI is now quietly taking over the high-stakes decision-making in hiring, promoting, and even firing.


Right under our noses, but mostly out of our sight, the world of work (and of course medicine, banking, policing, etc.) is fundamentally changing because of AI. It can be difficult for job seekers and employees to understand the ways these black box machines impact our lives and how to outperform the algorithm to get promoted or find a dream job.


AI is already everywhere in the world of work: 99 percent of Fortune 500 companies use algorithms and artificial intelligence for hiring,2 but few people are aware of its broad application. “The dawn of robot recruiting has come and gone, and people just haven’t caught up to the realization yet,” said Ian Siegel, CEO and founder of the online job board ZipRecruiter. “What percentage of people who apply to a job today will have their résumé read by a human? Somewhere between 75 percent and 100 percent are going to be read by software. A fraction of that is going to be read by a human after the software is done with it.”


HireVue has been at the forefront of revolutionizing another part of the hiring process by allowing job applicants to record their responses to prerecorded questions without the presence of a human interviewer. As of late 2022, this approach has been utilized in over thirty-three million interviews, according to the company.3


The promise of AI in the hiring process is that these tools will find the most qualified candidates at a lower price in less time without bias. Vendors sell the idea of democratization of the hiring process: every candidate gets a fair shake because the algorithm looks at every résumé and scores every candidate in the same way.


Another difference to traditional hiring is the scale and scope: A human hiring manager can only discriminate against a limited number of people. If an AI system that turns out to be biased is used on all job candidates in a large corporation, hundreds of thousands of people could potentially be affected. That’s why many critics believe that the rise of algorithms making high-stakes decisions, including hiring, is one of the most important civil rights issues of our time because discrimination could be rampant in these automated systems.


I was thrown into this world by chance: In late 2017 at a conference in Washington, DC, I first heard about automatic hiring. I needed a ride to the train station, so I got into a Lyft and asked the driver how he was doing. I usually get a “Great, thanks” reply, but this driver’s reaction was different. He hesitated for a second and then shared with me that he’d had a weird day because he had been interviewed by a robot. That got me interested. “Wait. A job interview with a robot?” I asked. He had applied for a baggage handler position at a local airport, and instead of a human being, a “robot” had called him that afternoon and asked him three questions. I had never heard of job interviews conducted by “robots” or algorithms.


Once I started looking into this new world, I understood why many companies are desperate for a technological solution: it is impossible for their human hiring managers to weed through the deluge of résumés and applications sent through online portals like Indeed, Monster, ZipRecruiter, and a company’s own website. IBM and Google, for example, each receive around three million job applications a year;4 Unilever, around 1.8 million;5 and Delta Air Lines, over three hundred thousand applications from flight attendant candidates.6 At Goldman Sachs, around 230,000 people applied for internships in 2022.7


When job platforms like Monster.com and Indeed.com first started, they were supposed to give everyone an easy chance to apply to any job—leveling the playing field. Instead, these platforms have led to a deluge of résumés overwhelming companies, which are now using more and more technological solutions to sift through applications.


This need and the simultaneous development of AI have led to an exponential growth of the human resources technology industry (HR tech) that offers thousands of solutions to companies. Veteran industry analyst Josh Bersin estimated in 2017 that the recruiting industry was valued at around $200 billion.8 IBISWorld, a market research company, estimated in early 2023 that the global HR and recruitment industry is worth over $760 billion.9


Using AI drastically reduces the time and the human labor it takes to hire an applicant, which saves companies lots of money. IBM has fully embraced algorithmic hiring solutions and laid off 30 percent of its HR workforce by early 2019.10


But AI is not only being used for hiring new employees. Companies now use predictive analytics to figure out which of their employees is a “flight risk”—someone likely to leave the company within the next year—who is a high performer, who is a bully, who should be promoted, and who should be let go.


Since the start of the COVID-19 pandemic, more than half of large employers now use AI to monitor at least some of their employees.11 Productivity metrics are tracked by eight out of the ten largest US employers.12


This book is the story of the rise of artificial intelligence to rule the world of work. In the following chapters, I remove the cloaks of secrecy surrounding this industry and show how algorithms are making life-altering decisions on humans: AI is now being used throughout the entire “life cycle” of employees, from hiring to retirement.


I have talked to over two hundred people, including AI enthusiasts, vendors, lawyers, professors, HR managers, job applicants, regulators, experts, whistleblowers, organizational psychologists, and really anyone who wanted to talk to me about this profound change in the world of work, and found people who have been harmed or have witnessed the discrimination some of these tools have inflicted. In my own tests, many tools did not deliver on their basic promises.


I am not advocating that we go back to solely human hiring practices, especially not at scale: people of color, women, those with disabilities, and other marginalized groups have been underestimated and overlooked by human hiring managers for decades, resulting in discrimination and pay and employment gaps.13


But if we want to make sure that every member of our society has a chance to find (fulfilling) work that puts food on their table and a roof over their head, we need to ensure that employment opportunities are based on merit and qualifications and not based on where you’re from, your gender, whether you have a disability, or what your hobbies are.


As algorithms take over the world of work, we need to pay attention now to make sure we are not scaling up already entrenched biases and obfuscating discriminatory hiring and employment practices under the guise of “objective AI.”


Right now, these algorithmic tools are most often used for hiring hourly employees in retail, fast food, warehouses, hospitality, and call centers, but over the past few years, AI is also being used more often in white-collar professions. Algorithms are now ubiquitous for recent college graduates who are looking for entry-level jobs, especially in finance and banking. They are also being used to hire teachers, flight attendants, nurses, and even data engineers. Every job board, from Indeed and Monster to ZipRecruiter and LinkedIn, uses some form of AI.


In a recent survey, almost 90 percent of business leaders said that their AI tools have rejected qualified candidates.14 That’s not okay. Why are we automating a badly functioning system? In human hiring, almost 50 percent of new employees fail within the first year and a half.15 If humans have not figured out how to make good hires, why do we think automating this process will magically fix it? And why do we think people analytics can find a more diverse set of employees to promote into leadership positions when humans have failed at this for years?


This book is an in-depth investigation into all kinds of AI tools that quantify humans at work. I am advocating going beyond these tools: We need to talk about how we hire, promote, monitor, and fire human beings—with or without AI. We also need to talk about how to change the incentives inside companies so managers can hire the right people and understand whether their hires are successful versus being rated on how many days it took them to hire someone, which is an often-used benchmark today. And we need to talk about how we want to treat humans in an AI-driven world.


To me, this new era is just the starting point and it’s on all of us to learn how the workplace is fundamentally changing. AI is not going away; in fact, it will soon touch every corner of our lives and we need to know how these tools operate so we can effectively demand change. The book is an exposé and a warning about AI hype.


If you are worried about what could happen—and what we might do about it—as more and more of our lives are controlled by AI, this book is for you. My case studies also apply to AI outside of the world of work. Many AI tools function similarly, so my methods and insights can help you evaluate the AI used in banking, policing, the justice system, and applications you use in everyday life.


This book is also for you for if you are looking for more practical applications, such as if you are thinking of changing jobs and want to understand what job hunting is like in the age of AI. (For tips on what job applicants can do to beat the machines and what employees who suspect they are being surveilled at work can do, see the appendix.) Or if you are (happily) employed and are wondering what kinds of technologies your company is using to measure your successes and failures or how health tracking is playing a larger role in your work life and threatens your privacy and hireability.


This book is for HR managers, chief human resource officers, and C-suite executives. I will show how you can investigate these tools and what questions to ask before buying a new AI solution. It’s also written with lawmakers and stakeholders from civil society in mind. I want us all to understand how this industry works, what kind of regulations will be most effective, and how we can build AI tools that serve us all.


The first part of the book is a deep dive into the new world of AI-driven hiring: from discrimination based on race in résumé screeners to tone of voice and facial expression analysis and Cambridge Analytica–like methods that distill our online lives and try to find out “how we really tick.”


I am telling the stories of job seekers and employees who have been subjected to these technologies and have chosen to fight back. I was also able to get my hands on some of these tools to test them myself—many tools do not work as advertised and further marginalize people, including women, people of color, and people with disabilities, exactly the opposite of what they promise to do.


In Chapter 5, I dig into the origins of some ideas such as analyzing facial expressions for clues about emotions and compare them to how previous efforts of analyzing handwriting or blood type have failed to help HR managers hire the right people.


In the second part of the book, I look more closely at how companies use AI “in the flow of work.” Managers can use predictive analytics to find “hidden gems” among employees. I also reveal the different surveillance methods that many workers in the United States are already subjected to and how wellness and health programs are often undercutting employee privacy and making us extremely vulnerable.


The last chapter shows how algorithms are used to fire employees.


In the appendix, you will find tips on how to apply for jobs in the age of AI (for example, how to use ChatGPT to help you write cover letters and résumés) and what to do if you think you are being monitored at work.


A vast schism is opening up in the world of work. Company leaders want adaptable, creative workers. At the same time, the technology exists to compile all kinds of data on employees, and some of those leaders are also surveilling their employees on an unprecedented scale by quantifying their every move. Employers are starting to assess people’s personalities—moving us toward what I call a predictive society in which algorithms assess and predict our behavior and ultimately might make decisions for us about where we should work.


This books reveals the profound change from human hiring practices and human oversight at work to machines quantitatively assessing and surveilling us. Contrary to public opinion, I don’t believe that robots and algorithms will replace the majority of humans in the workplace in the short term, but these automatic systems will quantify and surveil our work in ways never seen before.


I invite you on this journalistic detective journey with me to meet real people who are affected by these AI tools and who have chosen to fight back to help all of us. You will also meet the people who built and use these tools as well as many other stakeholders. Through exclusive testimony from whistleblowers, countless Freedom of Information Act requests to obtain internal company documents, and my own real-world tests, I have found that these algorithms make high-stakes decisions that do more harm than good.


As you will discover, many AI companies sell their services by promising magical formulas for finding and keeping the best employees. But the results are out of sync with these promises. Again and again, we see that the effectiveness of AI tools depends on the quality of the human intelligence and understanding that goes into them as well as the proper parameters for protecting the rights and privacy of those affected. We are in the beginning stages of these algorithms dominating our lives and threatening our human future, and now is the best time to fight back—before they become so entrenched that it is too late.


Footnotes


i Lizzie asked to have her last name withheld for fear of retribution.


ii Machine learning is a subset of AI that is commonly used in HR technology. Artificial intelligence, machine learning, and algorithms are often used interchangeably.
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CHAPTER 1



Does the Algorithm Like You?


On Résumé Screeners


The need for AI in hiring is a direct result of the success of the Digital Age, which forces job seekers to face an odd conundrum: How can it be that there is a shortage of workers in the United States and other countries, yet companies are flooded with résumés and still complain there are not enough good applicants?1


Companies receive a lot of applications because it’s easy to apply for an open position. Instead of finding job ads in magazines and newspapers and filling out individual paper application forms or mailing in a résumé, job seekers can apply on job boards like Monster, Indeed, and ZipRecruiter, which collect all job ads and make it easy to apply. Large language models like ChatGPT also make it easier for applicants; these tools can generate cover letters and résumés in seconds. And it often just takes a few clicks of the mouse to send a résumé to a potential employer.


In turn, HR departments are overwhelmed and desperate for help because their recruiters can’t sift through the volume of résumés they receive. So, companies turn to algorithms and AI in hopes these technologies will surface the best candidates and help hiring managers keep track of, score, rank, and reject candidates automatically. To make their lives easier, companies use four main strategies that often involve AI to cut down the number of applicants: résumé screeners, assessments including AI games, one-way video interviews, and AI tools that conduct background checks and can scan candidates’ online lives. In this chapter, we look at the first of these strategies: screening, evaluating, and ranking résumés.


If you have ever sent a résumé through one of the job boards or submitted an application on a large company’s website, chances are high that AI was used to evaluate your submission. Many job seekers wonder if something is wrong with them or their résumés because they keep getting rejected or more often don’t hear anything back. Why is it so hard for so many people to get hired when AI is in the mix?


There is, of course, nothing inherently wrong about using technology to make our lives easier, but it turns out that the AI tools that are meant to help companies are not always doing that. Instead, some are causing more problems and discrimination.


“SOPHIE”


Sophiei is a software developer in her late twenties. On paper, she is a dream for recruiters: she is a computer engineer, a Black woman, and a veteran—all desirable qualities for employers that seek to diversify their workforce, especially in tech jobs.


She graduated in May 2021 with a master’s degree in data science and interaction design, basically a software developer/engineering degree, from Rutgers University in New Jersey. She has an undergraduate degree in information technology. She is a perfectionist, and so she made sure she attended and graduated from a coding boot camp on top of her graduate degree. She also taught girls how to code—all in anticipation of finding the perfect job.


When I spoke to her, we were both surprised that it took her around six months and 146 applications to find a job. She documented every application in an Excel spreadsheet.


“Every time I apply for a job, I use a tracker,” Sophie said. “After I apply, I look up recruiters on LinkedIn. I shoot them a quick message. Sometimes I got a reply, sometimes I didn’t.” Messaging recruiters, she learned, was the best way to get interviews. Afterward, she always sent a thank-you note. “I was really trying to get myself out there.”


While job hunting, she wondered why it was taking so long: “I don’t understand how the tech industry makes it difficult to get in, but then they complain that they don’t have enough people to hire,” said Sophie. “What’s the problem?”


Sophie never got an answer to this question. She recounted how throughout the process she rarely spoke to a human. Most of her applications were mediated by technology.


“It was just weird not having human interaction because it’s like, ‘Okay, so who is picking me? Is this robot thing picking me or is a human being picking me?’” Sophie lamented.


And she is not alone. John Jersin, the former vice president of product management at LinkedIn, has studied this problem. “I’ve done some analysis with teams in the past across a variety of platforms, including all of the big ones, and found that it actually takes a surprising number of applications in many cases for someone to get a job successfully. And the number of applications that it frequently takes is sometimes dozens of applications, sometimes hundreds of applications for people to get a certain job that they’re looking for.”


As a software engineer, Sophie has a much better understanding of the job-screening technologies than many other job seekers. When we talked, she wondered whether the low rate of follow-up she got when she applied via job boards like Glassdoor, LinkedIn, and companies’ websites had something to do with the underlying data these algorithms are trained on.


Algorithms look for patterns, and she described her background and experience as nontraditional, so an AI may not have readily surfaced her résumé because it did not match with targeted patterns. She is a Black woman in tech; she grew up in a housing project in the Bronx and served in the US Navy. “I was four years active, four years reserve, and I went on two deployments,” Sophie said. “I completed my bachelor’s degree in information technology where there’s rarely any Black people or any Black women.”


Her experiences and those of many others are in stark contrast to the promise of the technology: job boards like Indeed, Monster, and LinkedIn were supposed to democratize hiring. Everyone can find the right companies, browse through thousands of open positions, and easily apply. But somewhere along the way, the system has broken.


THE RÉSUMÉ SCREENERS


After our first talk, we both dug a little deeper into AI hiring algorithms that analyze résumés. I found that some résumé screeners have been shown to be biased regarding race and gender. Thus, they may exclude many qualified applicants and many employers know and tolerate that.


Amazon is one of the few companies that has gone public with its struggles. Its résumé screener is a cautionary tale of biased algorithms.2 A few years back, the company built an AI-based résumé screener to ingest applicants’ résumés and basically compare them to patterns found in previous applicants’ résumés to predict which job seekers would be successful.


The training data set included more résumés of men than of women, reflecting the gender disparity in many tech jobs. The tool picked up on male preferences and systematically downgraded applicants with the word women’s on their résumés, as in “women’s chess club” or “women’s soccer team”—attributes that had nothing to do with an applicant’s abilities or qualifications for a job but that weren’t typically found in the majority of “successful” résumés since those were submitted mostly by men.


Amazon’s engineers tried to fix the tool but couldn’t. Eventually, the company had to scrap it. (Amazon said the tool was never solely used on job applicants.)


But imagine other large companies using similar tools. It could lead to discrimination against thousands or even hundreds of thousands of female job applicants if the training set is skewed toward patterns of male employees.


Amazon publicly shared its experience with AI in the hiring process, but experts told me discrimination based on training data happens more often than we think. One reason these problems aren’t widely known is that vendors have no incentives to tell the public—or journalists or really anyone—that the software they built didn’t work. Companies that use the products also have no interest in sharing publicly that the products they bought and used are flawed. They fear job applicants suing them for using faulty products in their hiring assessments.


Companies also fear reputational damage after seeing what happened with Amazon’s disclosure and the PR backlash. That’s why many companies require anyone involved in vetting and using AI products to sign nondisclosure agreements. Additionally, some of these tools are built in-house; journalists and academics rarely can access the training data or test the systems independently.


So, for now, we mostly have to rely on whistleblowers and industry insiders to learn more about this rather closed-off world.


CORRELATION BEGETS BIAS


The first source I convinced to come forward and share their experience on the record was John Scott. I encountered him when I was researching my first story on AI and hiring. A bunch of sources told me I needed to get in touch with him. Scott has been an organizational psychologist for decades. We talked briefly on the phone, and when we realized that we would be at the same conference a few weeks later, he said we should meet in person. He had some information to share.


It was early Saturday afternoon at a large chain hotel in National Harbor, Maryland, outside of DC, on the last day of the conference and I remember getting an awful-tasting chicken soup from the hotel food stand because I had skipped lunch. We sat in a ground-floor hotel lobby that looked like a small New England town, with a wall of hotel room windows overlooking this gigantic atrium.


John Scott is the chief operating officer of APTMetrics. His company helps other companies find the right assessments to check whether job applicants are the right fit. APTMetrics builds assessments and recommends tools that can be purchased from other vendors. The company also provides litigation support, and companies hire Scott to test new tools for legal compliance and potential bias.


He is a tall white man close to retirement age who is composed, well spoken, and very cordial. Everyone at the conference knew him and lots of people came over to chat with him. In between handshakes and small talk, Scott unpacked the goods.


Over the past few years, he has inspected two résumé screening tools and three other algorithmic-based hiring and selection tools that included résumé screeners. (He declined to name the companies because he’d signed nondisclosure agreements.) Most résumé screeners are supposed to analyze résumés of “successful” current employees to find the matching keywords and other patterns that predict success in a given role. The tools then analyze incoming résumés from job applicants and check for overlap. Scott loves this field and has a keen sense of what’s right and wrong; he strongly feels that some of the tools he has taken a closer look at were wrong. He found biased variables and suspicious predictions in all five tools he investigated.


One tool predicted success for candidates named Thomas or Elsie.3 It also rated positively those people who mentioned Seattle, Syria, or Canada on their résumés, or hobbies such as football, basketball, or biking. A couple of the tools used words like church and various nationalities to predict success in a given job.


These keyword correlations are based on statistics. Of course just being named Thomas does not mean that a person without any qualifications for a particular job would be good at that job. Scott thinks that the résumé screener probably found the names Thomas and Elsie on résumés of a few employees and that this finding was statistically significant, so the algorithm interpreted it as a predictor of success.


“Because you’ve got large data sets, in many cases you’re going to find spurious correlations that make no sense,” Scott said. “Maybe there are three or four people named Thomas who are successful, and so you get a point.”


Scott says that the non-job-related variables he found the tools using had more to do with the demographic characteristics of the employees than the knowledge, skills, and abilities needed to perform the work in question.


One problem that résumé screeners have is that almost everyone puts the most important skills mentioned in a job description on their résumé, so if that’s the criteria, basically everyone makes it to the next round, which defeats the point of a screener. As a result, algorithms might begin weighting other “predictors,” such as first names, schools, or hobbies and other common keywords.


If I were an applicant and learned that my résumé for my dream job was rejected because my first name wasn’t Thomas or Elsie, I would be livid. The rejection feels unfair because it’s arbitrary and not based on any kind of evidence of inability or relation to the job requirements.


But there is more here: Employment lawyers have said that selecting job applicants based on nationality or country (Syria and Canada) could be considered “discrimination based on national origin,” which is prohibited in the United States. Gender discrimination could be an issue when résumé screeners assign points for hobbies like football, which is heavily skewed toward men.


The systems also used variables that could be proxies for nationality, race, gender, political affiliations, and disabilities to predict how candidates would perform on the job, Scott said.


He is not the only one who found résumé screeners using troubling keywords.



THE PROBLEM WITH KEYWORDS



Another whistleblower who got access to these tools is Ken Willner. I met him at a conference for organizational psychologists called “The Leading Edge Consortium,” which was devoted to artificial intelligence in the workplace. It was a gathering of HR folks, recruiters, a couple academics, a few lawyers, some government workers, and psychologists—and one journalist—coming together to discuss the newest technologies in hiring.


Willner, an employment attorney, was on a panel talking with Adam Klein, a lawyer who specializes in class action lawsuits. Klein aired his doubts about how these tools work or don’t work and said that he was trying to build a class action lawsuit.


Willner, on the other hand, a middle-aged white man not particularly interested in being in the spotlight, is a quiet lawyer. He was dressed down in a tweed jacket and his hair looked meticulously combed over his head. He let Klein do most of the talking. He just softly suggested that companies take their heads out of the sand and hire employment lawyers like him to do due diligence before using AI tools.


He stated that if there was a lawsuit, most judges would probably find the company—not the software vendor—liable for AI tools that even inadvertently discriminated against applicants.


Willner didn’t name names but hinted at some wrongdoing he had seen. I approached him afterward and he offered to chat on the phone after the conference.


He’d retired in 2023, but when he was a partner at DC law firm Paul Hastings, Willner advised companies that were creating their own AI hiring tools in-house or buying them from vendors. When large enough companies want to buy new hiring technology from a vendor, they often have the buying power to wrestle the vendor into “opening the black box” so that the company’s lawyers and consultants can make sure the tool won’t cause the company legal trouble. Willner is one of the few people who has looked inside the black box.


One problem he found was in résumé screeners, which essentially predicted success based on keywords, just as John Scott explained. But an AI tool finding a pattern of keywords to make a prediction if someone will succeed in a given job is not enough. “A place where employers get into trouble,” Willner said, “is if they rely solely on correlation without looking for a logical relationship between the word and qualifications for the job.”


He gave an interesting example that illustrated how protected groups, including women, could be inadvertently discriminated against, which is called disparate or adverse impact: “Let’s say you trained your algorithm on an employer that has mostly men in a particular job and only a few women. The algorithm could look for shoe size, and people with a larger shoe size may be associated with doing well; people with smaller shoe size may not be. That’s not related logically to job performance; it just happens to be a correlation that may exist. But it also may happen to have an adverse impact on women, who have smaller shoe sizes on average.”


This is obviously a theoretical example, but it describes the randomness of the correlations these machines might turn up. He counseled his clients to make sure any keywords the résumé screeners use are related to the job to ensure this part of the hiring process is fair and legal.


In one résumé screener he investigated, he found a troubling keyword that was used to score job applicants: Afric*. (The asterisk is a wildcard character that is a placeholder for other characters in a search.) People with different iterations of the word Afric*, including Africa or African American, on their résumés got more or fewer points, depending on whether the employees whose résumés were used to train the screener were considered successful or unsuccessful. The report that Willner read stated only that the word Afric* was used. It didn’t clarify whether the word was used to up- or downgrade applicants.


He told his client that using these kinds of keywords was a bad idea: “Employers would want to be very careful before making decisions that in any way are based upon whether the word Africa, something that can be very clearly race-related, is contained on a résumé.… Either way, if an employer is making decisions based on whether the word Africa is in a résumé, it is looking for trouble on the discrimination front.”


This means that at least some of these résumé screeners take words into consideration that have nothing to do with applicants’ ability to perform a certain job but have to do with who they are or what racial group they belong to—traits that shouldn’t be considered when making hiring decisions. In fact, predicting whether an applicant will be a high or low performer based on racial identity treats one group of applicants differently from others, and many would probably consider this discrimination.


Out of the dozens of software screenings Willner has done over the course of his career, he has found problematic variables in about a quarter of them. Each instance of discrimination was caught only when an outside lawyer or expert examined the screeners. It was not caught by the algorithms’ developers.


Although the employers using the résumé screeners that Willner investigated removed discriminatory keywords, experts question whether this type of intervention actually solves the problem. Maybe next time the tool picks up Hispanic or Latin* as a pattern? Willner worries that companies don’t check these tools for potentially discriminatory keywords and don’t understand how keywords should be related to the job. If the way these algorithms infer success on the basis of random and demographic keywords isn’t fixed, these systems are bound to make the same kind of mistake again.


In another tech investigation, Willner found an instance of gender discrimination when the word softball was scored negatively and the word baseball positively. This could be an example of gender discrimination, he said, because softball is predominantly played by women and baseball is predominantly played by men.


“If you get a positive correlation and someone wants to rely on it,” Willner said, “then you might expect that their reason would be because it promotes teamwork. Someone who has played on a baseball team has demonstrated good teamwork and learned good teamwork skills. But that’s not really any different for softball. So it’s really important when you find keywords to be able to give a job-related reason why that keyword is important.”


Such a connection would be hard to make in this instance. Softball and baseball are very similar team sports, so why would the algorithm weight one differently from the other? Likely because successful people whose résumés were used to build the algorithm were predominantly men, and some of those men played or liked baseball. Baseball then became associated with success in the job even though it actually has no meaningful relation to the job, except that a few successful workers happen to like baseball.


Mark Girouard, another employment lawyer I spoke with, found similar problematic keywords in a résumé screener. “Two of the biggest predictors of performance were having played high school lacrosse or being named Jared,” said Girouard, an attorney at Nilan Johnson Lewis in Minneapolis, Minnesota. Based on the training data the system was fed, the computer correlated those two variables with positive performance.


“That was probably a very simple tool where the data set it was fed was ‘Here’s a bunch of individuals who are strong performers and here are their résumés.’ The tool just finds those correlations and says, ‘These must be predictors of performance,’” Girouard said.


“So, could somebody say, ‘Playing lacrosse in high school—maybe you are very good at teamwork? Teamwork is something that’s job relevant here’?” I asked.


But if teamwork is an essential quality for the job, why does only lacrosse and not other sports such as softball or volleyball or basketball or even choir matter?


Girouard said I was thinking like a human trying to find meaning in the algorithm’s output. “You are making a connection that the tools are not making, because you are saying that there is some kind of theoretical reason why playing football would have something to do with the success there—as being aggressive or being a go-getter. But all the tools are saying is people who have football on their résumé tend to do well. And therefore we should take people who have football on their résumé without really thinking of the why. And that’s what’s missing: the why.”


For this résumé screener, there was no deeper meaning associated with the applicant’s name or even what sport they play or are interested in.


“The people who were rated as high performers also happened to have those things in their résumés, even if there isn’t a logical correlation,” Girouard said.


It was just a statistical correlation that says nothing about a person’s ability to do this job. And it probably happens because résumés are semi-unstructured and it is not as easy for a digital tool to ingest and rank text on résumés as one might think. Some applicants label one section, for example, “Relevant Experience,” whereas others may call it “Work History,” so to be on the safe side, some tools ingest all words on a résumé, which then can lead to résumé screeners predicting success by first name or hobby.


Although statistically many recruiters spend only six or seven seconds reading a résumé, Matthew Scherer, senior policy counsel at the Center for Democracy and Technology, prefers humans over digital résumé screeners.4 “I would take six seconds of most HR recruiters looking at a résumé over what most of these machines do, seven days a week and twice on Sunday,” he said.


“In those six seconds, their eyes will go to the parts that matter on the résumé. I don’t care if a résumé parser reads every single word on the résumé and looks at what extracurricular activities they engage in, that shouldn’t matter for the job.”


He added that hobbies and extracurricular activities should be excluded from the decision-making process because, more often than not, they are based on social and cultural factors and are probably not connected to the person’s actual ability to perform the job.


The problem is that many companies simply let the tools run without supervision; not many people are looking under the hood to see what the machines are actually doing.


Hiring and other employment decisions in the United States are governed by a set of laws (Title VII of the Civil Rights Act and others) and the uniform guidelines—a list of principles created by different government agencies in 1978.5 Surprisingly to me, these laws and guidelines do not mandate which screening tools employers can use or that a company needs to use a tool that picks the most qualified candidates or makes accurate predictions. “They could hire only Lakers fans if they wanted to,” said Aaron Konopasky from the Equal Employment Opportunity Commission (EEOC) Office of Legal Counsel, even when basketball has nothing to do with the job. “There are no sort of general requirements that the employer has to make rational decisions or great business decisions or anything like that.”


When hiring, employers in the US are not allowed to discriminate against applicants because of their race, color, religion, sex, national origin, age, disability, or genetic information.6 So if an employer wants to hire only Lakers fans, for example, for an administrative assistant job at a healthcare company, even though the job has nothing to do with basketball, that would be fine if protected groups go through the screens or assessments in roughly equal proportions.


But if an assessment tool, including résumé screeners, causes a negative impact on groups of candidates based on sex or race,7 an employer’s hiring tools could be challenged in court and hiring managers might be asked: “Why do they need to know what my favorite sports team is? What possible role could that be playing in predicting whether I am going to be a good accountant or not?”


Thus, Konopasky recommends that employers choose tools that are accurate and predictive and that work. He also suggests that companies ask vendors which variables are being used during the selection process and question why potentially problematic ones like hobbies, which are probably not relevant to the job, are even used. “You have to ask, ‘What has been done to make sure that this thing is making the kinds of decisions that we want it to make?’ rather than focusing on some sort of irrelevant factor or duplicating past discrimination.”


The EEOC has never updated the uniform guidelines. But the commission has investigated individual companies. In 2022, the EEOC filed a lawsuit against a Chinese company, under the brand name “iTutorGroup,” which hired English speakers to tutor students in China. The EEOC alleged that the company used algorithmic tools to automatically reject applications from women over fifty-five years old and men over sixty years old. The EEOC stated that more than two hundred applicants in the United States were harmed.8 The lawsuit is significant, because it was the first lawsuit by the EEOC which involved a company’s use of AI, according to Reuters.9 In 2023, iTutorGroup settled the suit and agreed to pay $365,000.


In early 2023, the EEOC investigated DHI, a company that operates a job platform for talent in tech called Dice.com, for potentially allowing discrimination based on national origin. Some job descriptions on the site stated that applicants on certain visas were preferred (“OPT,” “H1B,” or “Visa” near the words only or must), possibly constituting discrimination against American citizens. In an agreement with the EEOC, DHI consented to use AI to scrap these kinds of keywords from job postings on Dice.com.10


GENDER-BASED DISCRIMINATION


And sometimes when AI meets the unintentional behavior of job applicants, that can cause systematic discrimination as well. I learned this from John Jersin, the former vice president of product management at LinkedIn.


There are numerous ways unfair practices, including gender bias, could creep into a job platform’s algorithm, possibly hurting thousands or tens of thousands of applicants who use these sites to find a job. The stakes are high.


“We are talking about people’s economic opportunities, their careers, their ability to earn income and support their families, and we’re talking about these people not necessarily getting the same opportunities presented to them because they’re in a certain gender group,” Jersin said.



THE DATA IT TAKES



The potential discrimination I have uncovered is hidden in the pile of data we all produce when we visit job platforms, sign up for their services, and apply for jobs. The most problematic type is behavioral data—the trail of data we leave when we are interacting with the platform.


“What actions you’re taking on the platform can tell us a lot about what kinds of jobs you think are fit for you or which kinds of recruiters reaching out about opportunities are more relevant to you,” John Jersin said.


We all think that we are unique individuals, and we are, but it turns out that our background is often intertwined with our behavior. When Jersin and his colleagues took a closer look at job platforms, they found that, overall, men and women behaved slightly differently from each other, which could have led to discrimination against women.


It’s not a secret that many men (of course not all!) apply to jobs even when they only partly have the experience and skills needed to do the job, whereas many women (of course not all!) only apply to jobs for which they are at least 80 percent if not a 100 percent or 120 percent qualified.11


“So we see that men are slightly more aggressive in applying to jobs relative to the level of qualification that they have,” Jersin said.


Nothing wrong with that, except Jersin knew that these gender differences could be amplified by artificial intelligence when the AI is tasked with matching people to jobs.


“You can end up with situations where you are treating groups of people differently and you might be recommending, for example, more senior jobs to one group of people than another, even if they’re qualified at the same level,” Jersin said.


Many job platforms don’t just task their AI with finding the potential employees who are most qualified for a given job; instead, they instruct the AI to find the people who are qualified and likely to apply or have interacted with the target company before. “Most platforms are trying to optimize something like the number of applications per job or the likelihood that someone is to respond to a message,” Jersin said.


The folks who are more engaged on the platform, for example, in messaging recruiters—which men on average do more often than women—the AI will likely recommend more often to recruiters. The AI doesn’t “know” who is a woman and who is a man, but it detects these gendered behavioral patterns and may inadvertently recommend to recruiters more men than women based on the patterns.


The root problem is that AI tools are programmed to make decisions to rank “similar looking” applicants.


“We certainly shouldn’t want our systems to work that way to pick up on these potentially minor behavioral differences and then drive this radical difference in terms of opportunity and outcome as a result,” Jersin said. “But that’s what happens in AI. It takes whatever data you give it and it takes these small differences and it really works hard to optimize whatever small difference exists by really digging into that, really leaning into that difference so it can get slightly better results than you would get in a random environment.”


The outcome, according to Jersin, is that women, on average, receive probably fewer opportunities on job platforms than men. This is a problem that platforms need to be aware of and fix because users can’t opt out of it. Unfortunately, most AI tools are not set up to course-correct.


In 2021, I spoke to representatives at Monster, CareerBuilder, and ZipRecruiter about this problem. None of the platforms at the time checked for this kind of discrimination, which worries John Jersin. He believes that this kind of problem might go unnoticed because standard bias mitigation strategies, including hiding names, profile photos, and gender pronouns, are not helping to prevent it.


AI TO FIGHT AI


At LinkedIn, John Jersin came up with an unusual solution to curtail this potential form of discrimination and have diversity by design: his team built AI to fight AI. They called the intervention “representative results.”12


“What representative results does, it tries to catch that bias in the algorithm before it hits the end user,” in this case the recruiter or the employer, Jersin said. The new AI ensures that before giving a list of job seekers to a recruiter, the recommendation system includes a representative distribution of qualified job applicants across genders.


Here is a simplified example: In City A, male Python software developers outnumber females 80 percent to 20 percent. If the AI includes behavioral data, including signals of candidates expressing interest in the hiring company and signals of men in the pool who behave on average more aggressively on the platform than women, on the first pages of results the distribution of qualified candidates may look more like 90 percent males to 10 percent females. Representative results pushes against this and roughly tries to keep the original ratio of 80 percent to 20 percent on the first few pages of the results it sends to a recruiter. It maintains the level of quality of job candidates but makes sure women are not discriminated against, Jersin said.


There is unfortunately no way to test how well representative results works, but there might be some indirect evidence pointing to it working. Aleksandra Korolova, a former computer science professor at the University of Southern California, and her team investigated this “gender skew” on LinkedIn and Facebook by posting job ads for pizza drivers and supermarket shoppers in 2021.13 The researchers found the gender skew in job ads posted on Facebook—significantly more men were offered pizza driver jobs although the qualifications for pizza drivers and supermarket shoppers were the same—but they didn’t find it at LinkedIn, where representative results was employed.


Not only does AI potentially skew the list of qualified job candidates recruiters are shown, but it also affects the opportunities job seekers see on online platforms. For example, the job ads you see on a job platform are selected by AI and might also be infected by bias and discrimination in that an AI tool is more likely to show senior positions to a person who applies to more senior positions regardless of whether their qualifications match the job requirements. And more men apply for more “reach positions” than women, so more men will likely get served more senior job ads, Jersin said.


But maybe, you ask yourself, this is not a big concern because technically anyone can seek out any job opportunity online? But who has the time to google around to find appropriate job ads? We go to these job platforms to find the right jobs for us. If LinkedIn, Indeed, or ZipRecruiter offers us these “personalized” opportunities, we may start believing that these are really the jobs “people like us” are qualified for and should be applying to.


AI picks up patterns of behavior, just not the right ones in the case of gendered behaviors, which have nothing to do with how qualified individual job seekers are but more how they have been culturally conditioned to behave.


THE ERROR FACTOR


And sometimes the problem with automatic tools is not based on complicated algorithms. Programming and clerical problems are significant as well, the experts say.


Another company former employment lawyer Ken Willner worked with discovered problems with its algorithms by accident. The company, a long-term client of his, built adaptive tests for hiring. Adaptive tests are preemployment tests that adjust to the level of the job candidate taking the test. If a job candidate answers a question correctly, the next question is harder. If they answer a question wrong, the next question is easier.


Willner’s client wasn’t trying to solve this particular problem. It came across it by chance. The team essentially discovered that the adaptive mechanism was upside down: folks who had answered a question right, who should have gotten a harder question, were scored as having gotten the question wrong and were served easier questions. Job applicants who answered questions incorrectly were scored in the system as having given the correct answers and received harder questions. This happened to lots of the job applicants, which meant that many were probably rejected based on this software flaw. The company fixed this problem going forward but couldn’t do anything to fix it retroactively.


Brian Kropp, former managing director at Accenture, where he covers human resources, shared an equally troubling story of a coding mix-up.


“Candidate 20 got the results from Candidate 21, Candidate 21 got results from Candidate 22, Candidate 22 got the results from Candidate 23. One of their rows in their data field was off,” Kropp said.


For about three months all the hiring decisions at this company were wrong. This is not the only time Kropp has seen this problem. “The number of simple programming mistakes that occur in these sorts of places are significant.”


Harvard business professor Joe Fuller has identified other systemic problems prevalent across the industry. He started questioning a narrative that is all too familiar to many of us: Companies complain there are no qualified candidates, and yet they also complain that they are drowning in applications. And candidates are frustrated that it sometimes takes hundreds of applications to find a job. Both candidates and jobs are out there. “How could such a breakdown in the fundamental laws of supply and demand occur?” queried a study coauthored by Joe Fuller.14


He and his Harvard Business School and Accenture research team surveyed more than two thousand company leaders in the United Kingdom, the United States, and Germany and found that over 90 percent of the companies surveyed used some form of algorithm-based technology to filter or rank a candidate pool: to shrink the number of applicants considered for hire.


The team concluded this is one of the reasons why many workers have to submit lots of applications to secure a job. The technology that is supposed to make everything easier ends up filtering out many qualified candidates in the name of cost savings.


According to the research, these résumé screener tools reject too many candidates because they are optimized for efficiency. “A large majority (88 percent) of employers agree, telling us that qualified high-skills candidates are vetted out of the process because they do not match the exact criteria established by the job description” (emphasis in the original).15


Job seekers have long guessed the technology that promised to democratize access to jobs was doing the opposite: only letting very few applicants through. And for the first time we have proof that executives know and accept that résumé screening tools are broken and eliminate qualified candidates from being considered.


In general, Fuller said, companies’ hiring pipelines are broken. The tools are designed to shrink the talent pool, so they are programmed to seek the words used in the job description and proxies such as a college degree or a precisely described skill. Folks with adjacent skills or no college degree, who still have relevant experience, may be excluded.


Another problem in the hiring process is ballooning job descriptions. Over time, most employers simply add new criteria to job descriptions and don’t evaluate whether someone really needs all these skills and competencies to get the job done. In job postings for entry-level retail clerks, Fuller found the average number of skills today is thirty-one. Way too many, in his opinion.


With more and more skills listed in job descriptions, AI tools are then used to essentially exclude more and more job seekers who lack “nice to have” skills because they don’t check all the boxes of what an employer wants. Instead of a basic filter that looks for the five skills that really matter on the job, the tools are more like a fine mesh rejecting lots of candidates and only letting a few through. The tool then ranks candidates, and that gives recruiters a sense of precision, but it’s a false one, Fuller said. Some of the tools are very rudimentary. In some résumé screeners, even using slightly different words to describe the same skills as mentioned in the job description can lead to a rejection.


This narrowing of the selection criteria might also be the reason why hiring managers are so often unhappy with the candidates they take a closer look at. The ones who check all the boxes might be average, possessing all the skills they are asked to have, but might lack outstanding skills.


The day I connected with Joe Fuller, he had spoken to an executive in the UK who confirmed this hypothesis. The executive had asked his people to scrutinize their hiring process. They found that their system had rejected people who got near-perfect scores on almost all criteria and then scored a zero on the last criterion. The company ended up with a bunch of people who had middle-of-the-road scores across the board, and the hiring managers complained they couldn’t find highly qualified people.


Fuller also found that some résumé screeners and in-house applicant tracking systems (ATSs) use criteria that are unfair. For example, a gap in full-time employment longer than six months can lead to automatic exclusion by almost half of the tools used by executives Fuller’s team surveyed, even though a work gap has nothing to do with whether a candidate is qualified for a job.


“A recruiter will never see that candidate’s application, even though it might fulfill all of the employer’s requirements,” the team wrote in their report.16


The reason why these applicants temporarily left the workforce doesn’t matter to the tool. They could be applicants whose spouse or child was ill, who had physical or mental health needs, who had a difficult pregnancy, who relocated due to a new posting as a military spouse, who were incarcerated, or who were taking care of young children or their parents. None of these reasons matter: one strike and you’re out.


A human recruiter might be more understanding of the reasons someone would have to leave the workforce for a while. During the early months of the pandemic, for example, roughly 3.5 million mothers with school-age children left active work.17 A human recruiter might remember that and put a résumé on the yes pile even though the applicant was out of work for longer than six months.


This six-month gap is a “pretty insidious filter,” Fuller said. It doesn’t matter if you are the most qualified candidate; algorithms are unforgiving. They do what they are programmed to do: “Minimize the time and costs recruiters spend in finding job candidates,” Fuller said.


These systems must change. HR managers need to investigate the tools they use and understand whether the selection criteria are meaningful and lead to hiring people that are successful long term.


“How do I link my performance management system results with the personnel files, so I can see ‘here are the five best performers in this job hired in the last five years’?” Fuller asked. HR managers need to start digging and really understand why these folks have been successful: “What are their common attributes? What does it say in the performance reviews? How are we measuring effectiveness, let’s say, productivity? Who stayed?” HR managers also need to account for bias that may have crept into the system.


These are the questions and steps that will help companies build better tools and also understand on what grounds the machine learning software rejects candidates.


But when it comes to an applicant getting hundreds of rejections, it’s hard to turn off the little voice asking if maybe they just aren’t qualified. How do we know that it is not the applicant’s fault when they don’t get chosen? Joe Fuller believes that if a candidate is reasonably qualified for the position, a rejection is probably not on them.


He argues that AI systems are so good at rejecting qualified applicants that when companies start using programs that hire people who have previously been “hidden”—they were rejected from the talent pool by automated tools—the companies are surprised that these job seekers turn out to be overachievers. They are more productive, more motivated, more engaged than folks recruited through more traditional hiring channels. “I think it’s pretty compelling evidence,” Fuller said.


So, why is recruiting still broken? It’s because many companies are focused on the wrong metrics: their first priority is to reduce costs and the time it takes to fill a position. Most often recruiters are evaluated by how fast someone is hired. “A recruiter eager to fill a position as cheaply and as quickly as possible will not spend time contemplating the potential of candidates from nontraditional backgrounds,” wrote the team in their report.18


Joe Fuller’s report calls it ironic that company leaders keep complaining about not having enough qualified candidates for jobs, when they know that their own hiring processes are broken and actively excluding the very applicants they claim to so desperately want: “Employers almost universally acknowledge that these negative filters cause them to inadvertently exclude qualified candidates some, if not most of the time.”19


FIGHTING DISCRIMINATION IN HIRING TOOLS


The hiring process needs to change, but traditionally, hiring and human resources have been seen as cost factors that don’t directly contribute to the company’s bottom line, although, arguably, hiring top talent might be the most important task many companies can do for their bottom line.


With the progress of AI, it might be possible to understand which new hires are successful, but I have not seen this done in the real world, maybe because it would take a long time to set up and years of tracking employees. Companies would also have to understand what makes someone productive or successful, which is a pretty hard thing to do.


I am hoping that companies learn from this and become more cautious, first analyzing and testing applicant tracking systems before they use them on job seekers and make material decisions about who gets hired and who gets rejected.


Some of what Joe Fuller found about the hiring industry might have affected Sophie as she was searching for a job. After we chatted, Sophie dug deeper to see if she could find out why she had been rejected so many times. She embarked on a little research project.


She uploaded a job description and her résumé to an online tool that helps applicants understand how their résumé will likely be scored by an automated résumé screener. From the results, she deduced that if her résumé was being analyzed only by AI, “I would never make it regardless of my skill set because my résumé is only 40 percent read by the machine,” she explained.


A 40 percent match for a job description is pretty low. A 60 percent to 80 percent match rate score is what some online services suggest applicants should aim for. But for Sophie, this explained some of her experiences when she uploaded her résumé into companies’ hiring systems that sorted the data into a spreadsheet. Often, the software would show her that some fields such as experience, education, or skills either were empty or had the wrong information copied into them from her résumé.


“I always had to fill in the rest of the stuff to match what my résumé says,” Sophie said.


She applied to nearly 150 jobs and only ever advanced to the next round when she contacted recruiters directly on LinkedIn, essentially circumventing the applicant tracking systems.


Now Sophie sees part of her mission to detect and take down discrimination in tools: “Getting into tech, I’m excited, but I know we have a lot of work to do as far as getting rid of algorithmic biases. And this is only the beginning because history repeats itself. We’re getting away from the whole racist discrimination with us people. But now we have a whole other battle having to do with robots.”


In the future, there might be less possibility for a human workaround to avoid the machines because it is likely companies will employ more AI and automation, not less. But new AI tools are helping job seekers as well. Many applicants are using ChatGPT to write their résumés, cover letters, and answers to potential interview questions.


One social media user rejoiced that someone had gotten a job interview after using ChatGPT to write their résumé and cover letter: “I’m just laughing at the notion of the résumé screening bots liking the ChatGPT-written ones the best.” Others commented how ironic it was that HR has been using AI tools that now have to deal with résumés and cover letters written by AI. AI versus AI—may the best tool win!


Footnote


i Sophie is a Black woman with a unique name trying to break into the tech industry. Because she is criticizing the hiring methods of potential employers, she has asked me not to use her real name. Sophie is a pseudonym she chose.


19






OEBPS/images/Art_inliney.jpg





OEBPS/images/publisher-logo.png
=] QoaKschette





OEBPS/images/9780306827365.jpg
How Al DEcCIDES
WHO GETS
HIRED, MONITORED,
PROMOTED & FIRED
& WHY WE NEED
TO FIGHT BACK NOW

HILKE
SCHELLMANN






OEBPS/images/Art_tit.jpg
THE
ALGORITH

How Al DECIDES
WHO GETS
HIRED, MONITORED,
PROMOTED, AND FIRED
AND WHY WE NEED
TO FIGHT BACK NOW

M

HILKE
SCHELLMANN

Emmy Award-winning investigative journalist,
professor of journalism at NYU, and contributing reporter
for The Wall Street Journal and The Guardian

5] hachette

BOOKS
NEW YORK





OEBPS/images/Art_Piv.jpg
01000
1001000 O
1001000 O
1001000 O
1001000 O
1001000 011001

0

0

0

0

0

1100 01101100 1
1111
1100 01101100
1100 01101100
1100 01101100
1100 01101100
1100 01101100
1100 01101100
1100 01101100
1100 01101100
1100 01101100
1100 01101100
01101100
1100 01101100
1100 01101100
1100 01101100
1100 01101100
1100 01101100
1100 01101100
1100 01101100
1100 01101100
1100 01101100
1100 01101100

1001000
1001000
1001000
1001000
1001000
1001000 011001
1000 011001
1001000 011001
1001000 011001
1001000 011001
1001000 011001
1001000 011001
1001000 011001
1001000 011001
1001000 011001
1001000 011001
1001000 011001

I = T S S S

O O O O O O O O O O O O O O O O O O O O O O O o

5 O 0O 0O 00 00000000 0000000000 O O O
5 O 0O 0O 0O 0 000000000000 0000000 O O
[
=}
o
O O O 0O 0O OO0 00 0000000000000 OO0 OO0 O O
) O O 0O 0O 0O OO0 00 000000000000 OO O O O

001000 01100 1 101100 01101100 111
1001000 01100101 1100 01101100 1
1001000 O 00101 1100 01101100 1

0010 0 0 01101100 01101100 01101111

O O O O O O O O O O O O O O O O O O O O O O OO O O O O O
o
o





