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To Iris, Anna, and Mridu


PROLOGUE: THE ETERNAL WAR

The universe is made of energy, matter, and information, but information is what makes the universe interesting. Without information, the universe would be an amorphous soup. It would lack the shapes, structures, aperiodic orders, and fractal arrangements that give the universe both its beauty and its complexity.

Yet information is rare. It hides in pockets as it battles the universe’s perennial march to disorder: the growth of entropy. This book is about the growth of information, and about the mechanisms that allow information to battle randomness and grow. These mechanisms include the natural processes that allow information to emerge and the social and economic mechanisms that contribute to the accelerating growth of information in society. This book is about the growth of information—the growth of physical order—that makes our planet unique, rich, and uneven, from atoms to economies.

Much of this book will focus on our planet and our species. This is because, from a cosmic perspective, our planet is a special place. We know of many places in our universe that concentrate more matter and energy than the Earth, but not of places that concentrate more information. Neutron stars are so dense that a spoonful of them weighs more than the Empire State Building. Black holes are so massive that they twist the geometry of space. Energy is also extremely abundant in the billions of stars that populate our galaxy, but not so much in our planet. So what makes our planet special is not that it is a singularity of matter or energy, but that it is a singularity of physical order, or information. Our planet is to information what a black hole is to matter and what a star is to energy. Our planet is where information lives, grows, and hides in an otherwise mostly barren universe.

But where does information come from? Why is information concentrated in our planet, and how is the growth of information facilitated by life? What are the social and economic mechanisms that enable information to continue growing in society? How does the social accumulation of information improve our capacity to accumulate even more information? And how do the mechanisms that contribute to the growth of information contribute to the social and economic unevenness of the global economy?

In the following pages, we will learn what information is, where it comes from, and why it grows. We will learn about the natural, social, and economic mechanisms that help information rebel against entropy. We will learn about the mechanisms that help information win small battles, prevailing stoically in our universe’s only true war: the war between order and disorder; between entropy and information.


INTRODUCTION: FROM ATOMS TO PEOPLE TO ECONOMIES

Ludwig was an unhappy man. Did the death of his son push him over the edge? Or was he broken down by his colleagues’ criticisms? Maybe he loved atoms too much?

While on summer vacation, Ludwig killed himself. Elsa, his youngest daughter, found him dangling from a rope. She refused to talk about this episode throughout her life.

Of course, the Ludwig that I am talking about is Ludwig Boltzmann. Ludwig was a successful scientist, but also an insecure man. Ludwig made important contributions to our understanding of nature. His scientific contributions, however, did not go unchallenged.

Ludwig believed in atoms at a time when many of his colleagues considered atoms to be nothing more than a convenient analogy. Their skepticism troubled him. On the one hand, he knew he was on the right track. He had shown that the empirical behavior of gases could be attributed to the collective motion of molecules, or atoms. This finding gave him indirect evidence of the existence of atoms, but no way to observe these directly.

The lack of direct evidence left Ludwig vulnerable to the critiques of his colleagues. His nemesis, the physicist turned philosopher Ernst Mach, maintained that science should focus only on relationships among directly observable quantities. Additional theoretical constructs, like Boltzmann’s atoms, were not allowed.

But Ludwig’s troubles were not just social. For decades he had been trying to explain the origins of physical order. His attempts, while scientifically fruitful, were also unsuccessful. Ludwig’s theory predicted the opposite of what he wanted to show. His everyday experience indicated that order was increasing all around him: flowers bloomed, trees sprouted, and the rapidly industrializing society mass-produced new gadgets every day. Ludwig’s theory, however, predicted that order should not grow but disappear. It explained why heat flows from hot to cold, why swirls of milk disappear in coffee, and why whispers vanish in the wind. Ludwig showed that the microstructures of the universe gnaw away order, making it ephemeral. But he understood that this was not the full story and that he was missing the mechanisms that helped information transcend.

The growth of order troubled Ludwig. It disturbed him in a way that only a scientist can understand. He knew that something was missing from his theory, but he was unable to identify what that was. At the dusk of life, Ludwig became tired of battling both people and nature. Using a rope, he decided to take matter into his own hands. What was left was a shell of atoms that began a steady but certain decay, just as his theory predicted.
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In 1906 Ludwig ended his life, but not the philosophical problems that troubled him. To explain the origins of physical order, Ludwig connected phenomena occurring at different spatial scales, mainly atoms and gases.1 Although it makes sense today, in Ludwig’s time working across spatial scales was a practice that violated an implicit contract among scientists. Many of Ludwig’s colleagues saw science as a hierarchy of Russian nesting dolls, with new structures emerging at each level. In this hierarchy, transgressing boundaries was thought unnecessary. Economics did not need psychology, just as psychology did not need biology. Biology did not need chemistry, and chemistry did not need physics. Explaining gases in terms of atoms, although not as preposterous as explaining human behavior in terms of biology, was seen as a betrayal of this implicit deal. Boltzmann had “sinned” by trying to explain the macroscopic properties of gases in terms of the motion of atoms.
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The twentieth century vindicated Ludwig’s view of atoms, and to a lesser extent his passion for crossing academic boundaries. Quantum mechanics helped connect Ludwig’s atoms with chemistry and material science. Molecular biology and biochemistry helped connect the biology of the cell with the chemical properties of the proteins that populate them. On a parallel front, biology romanced psychology, as Darwin’s theory became a staple explanation of human behavior.2 Yet not all of the cross-fertilization took place near known scientific boundaries. Amid these multidisciplinary tangos, there was one concept that was promiscuous enough to play the field. This was the idea of information.

Information was the object of Ludwig’s fascination. It was the thing that eluded him and also the thing he sought tirelessly to explain: why order in the universe could deteriorate even as it grew on Earth.

As information continued to grow in the twentieth century, so did the academic efforts looking to understand it. This time, however, the study of information was inspired not by the beauty of nature but by the horrors of war. During the Second World War competing armies developed a need to communicate using secret codes. These codes motivated efforts to decode intercepted messages, jump-starting the mathematical study of information.

Encoding and decoding messages was a mathematical problem that was too interesting to be abandoned as the war dwindled. Mathematicians continued to formalize the idea of information, but they framed their efforts in the context of communication technologies, transcending the efforts to decipher intercepted messages. The mathematicians who triumphed became known as the world’s first information theorists or cyberneticists. These pioneers included Claude Shannon, Warren Weaver, Alan Turing, and Norbert Wiener.

In the 1950s and 1960s the idea of information took science by storm. Information was welcomed in all academic fields as a powerful concept that cut across scientific boundaries. Information was neither microscopic nor macroscopic.3 It could be inscribed sparsely on clay tablets or packed densely in a strand of DNA. For many practical purposes, the scale at which information was embodied was not crucial. This scale independence made the idea of information attractive to academics from all fields, who adopted the concept and endowed it with their own disciplinary flavor.

Biologists embraced the idea of information as they explored how genes encoded inheritance. Engineers, inspired by the work of Shannon, designed transmitters and receivers as they wired the world with analog and digital networks. Computer scientists, psychologists, and linguists attempted to model the mind by building electronic thinking machines. As the twentieth century outgrew its atomic zeitgeist, information became the new ace in everyone’s hand.

The idea of information also found its way into the social sciences, and in particular into economics. Friedrich Hayek, an Austrian economist and a contemporary of Shannon, argued famously that prices transmitted information about the supply of and demand for goods. This helped reveal the information needed for Smith’s “invisible hand” to work. As Hayek wrote, “In a system in which the knowledge of the relevant facts is dispersed among many people, prices can act to coördinate the separate actions of different people.”4

The idea of information also helped economists understand some important market failures. George Akerlof became famous by showing that markets could fail to operate when people had asymmetric information about the quality of the goods they wanted to exchange.5 On a parallel front, Herbert Simon, a polymath who contributed to economics, organizational theory, and artificial intelligence, introduced the idea of bounded rationality, which focused on the behavior of economic actors who had limited information about the world.

As the twentieth century continued to roar, the idea of information grew in status to an idea of global importance. Yet as the idea of information became more popular, we slowly began to forget about the physicality of information that had troubled Boltzmann. The word information became a synonym for the ethereal, the unphysical, the digital, the weightless, the immaterial. But information is physical. It is as physical as Boltzmann’s atoms or the energy they carry in their motion. Information is not tangible; it is not a solid or a fluid. It does not have its own particle either, but it is as physical as movement and temperature, which also do not have particles of their own. Information is incorporeal, but it is always physically embodied. Information is not a thing; rather, it is the arrangement of physical things. It is physical order, like what distinguishes different shuffles of a deck of cards. What is surprising to most people, however, is that information is meaningless, even though the meaningless nature of information, much like its physicality, is often misunderstood.
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In 1949 Claude Shannon and Warren Weaver published a short book entitled The Mathematical Theory of Communication. In its first section, Weaver described the conceptual aspects of information. In the second section, Shannon described the mathematics of what we now know as information theory.

For information theory to be properly understood, Shannon and Weaver needed to detach the word information from its colloquial meaning. Weaver made this distinction early on his essay: “The word information, in this theory, is used in a special sense that must not be confused with its ordinary usage. In particular, information must not be confused with meaning.”6

Shannon also made this point early in his section, albeit invoking engineering arguments instead of semantic distinctions: “The fundamental problem of communication is that of reproducing in one point either exactly or approximately a message selected at another point. Frequently, the messages have meaning. . . . These semantic aspects of communication [referring to the meaning of a message] are irrelevant to the engineering problem.”7

But why were Shannon and Weaver so eager to divorce information from meaning? They needed to separate information from meaning for both technical and philosophical reasons. On the technical side, Shannon was interested in the construction of machines that could help communicate information regardless of the meaning of the message. Mixing information and meaning obfuscated the engineering problem. On the philosophical side, Shannon and Weaver understood that their use of the words information and meaning referred to concepts that were fundamentally different. Humans, and some machines, have the ability to interpret messages and infuse them with meaning. But what travels through the wires or electromagnetic waves is not that meaning. It is simpler. It is just information.

It is hard for us humans to separate information from meaning because we cannot help interpreting messages. We infuse messages with meaning automatically, fooling ourselves to believe that the meaning of a message is carried in the message. But it is not. This is only an illusion. Meaning is derived from context and prior knowledge. Meaning is the interpretation that a knowledge agent, such as a human, gives to a message, but it is different from the physical order that carries the message, and different from the message itself. Meaning emerges when a message reaches a life-form or a machine with the ability to process information; it is not carried in the blots of ink, sound waves, beams of light, or electric pulses that transmit information.

Think of the phrase “September 11.” When I say that phrase, most Americans automatically think of the 2001 attack on the Twin Towers. Chileans usually think about the 1973 coup d’état. But maybe when I am saying “September 11” I am just telling my students that I will be back at MIT on that date. As you can see, the meaning of the message is something that you construct. It is not part of the message, even if it seems to be. Meaning is something that we attach seamlessly as we interpret messages, because humans cannot help interpreting incoming bursts of physical order. This seamlessness does not mean that meaning and information are the same.

To create machines that could transmit information regardless of the meaning of the message, Shannon needed a formula to estimate the minimum number of characters required to encode a message. Building on the work of Harry Nyquist and Ralph Hartley, Shannon estimated how much information was needed to transmit a message through a clean or noisy channel. He also estimated the economies of communication brought by correlations in the structure of messages—such as the fact that in English the letter t is more likely to precede h than q. Shannon’s philosophical excursions put him on a mathematical path similar to the one traversed by Boltzmann. At the end of the path, Shannon found a basic formula for encoding an arbitrary message with maximum efficiency. This formula allowed anyone to embody information in a magnetic disk, electromagnetic waves, or ink and paper. Shannon’s formula was identical to the one Boltzmann had put forth almost fifty years earlier.8 This coincidence was not an accident.
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The convergence of Shannon’s formula with Boltzmann’s points to the physical nature of information. That physical reality is critical to seeing how a study of atoms can help us understand the economy. For the most part, the natural sciences have focused on describing our universe from atoms to people, connecting the simplicity of the atom with the complexity of life.* The social sciences have focused on the links among people, society, and economies, recasting humans as a fundamental unit—a social and economic atom, if I may. Yet this divorce is not lossless, as the mechanisms that allow information to grow transcend the barriers that separate the lifeless from the living, the living from the social, and the social from the economic.

So I will dedicate the following pages to an exploration of the mechanisms that contribute to the growth of information at all scales, from atoms to economies. Not from atoms to people, or from people to economies, as it is usually done. This will help us create bridges between the physical, biological, social, and economic factors that contribute to the growth of information and also limit our capacity to process information. That information-processing capacity involves computation, and at the scale of humans it requires the “software” we know colloquially as knowledge and knowhow. The result will be a book about the history of our universe, centered not on the arrow of time but on the arrow of complexity.

And it is the arrow of complexity—the growth of information—that marks the history of our universe and species. Billions of years ago, soon after the Big Bang, our universe did not have the capacity to generate the order that made Boltzmann marvel and which we all take for granted. Since then, our universe has been marching toward disorder, as Boltzmann predicted, but it has also been busy producing pockets that concentrate enormous quantities of physical order, or information. Our planet is a chief example of such a pocket.

The wave of stars that preceded the formation of our solar system synthesized the atomic elements needed for life to form. These elements included carbon, oxygen, calcium, nitrogen, and iron. From the corpses of these stellar ancestors a new generation of stars was formed. This time around, the planets that orbited them had the chemical richness required for life to evolve. Our planet, which is four to five billion years old, has since then exploited this chemical richness to become a singularity of complexity. For billions of years information has continued to grow in our planet: first in its chemistry, then in simple life-forms, more recently in us. In a universe characterized mostly by empty space, our planet is an oasis where information, knowledge, and knowhow continue to increase, powered by the sun but also by the self-reinforcing mechanisms that we know as life.

Yet the continuity between the physics of the stars and the life-forms that populate our planet includes just two stops along the timeline of complexity and information. The evolution of information cuts across all boundaries, extending even to the information begotten by our economy and society. Information, when understood in its broad meaning as physical order, is what our economy produces. It is the only thing we produce, whether we are biological cells or manufacturing plants. This is because information is not restricted to messages. It is inherent in all the physical objects we produce: bicycles, buildings, streetlamps, blenders, hair dryers, shoes, chandeliers, harvesting machines, and underwear are all made of information. This is not because they are made of ideas but because they embody physical order. Our world is pregnant with information. It is not an amorphous soup of atoms, but a neatly organized collection of structures, shapes, colors, and correlations. Such ordered structures are the manifestations of information, even when these chunks of physical order lack any meaning.

But begetting information is not easy. Our universe struggles to do so. Our ability to beget information, and to produce the items, infrastructures, and institutions we associate with prosperity, requires us to battle the steady march toward disorder that characterizes our universe and which troubled Boltzmann. To battle disorder and allow information to grow, our universe has a few tricks up its sleeve. These tricks involve out-of-equilibrium systems, the accumulation of information in solids, and the ability of matter to compute. Together these three mechanisms contribute to the growth of information in small islands or pockets where information can grow and hide, like our body or our planet.

So it is the accumulation of information and of our ability to process information that defines the arrow of growth encompassing the physical, the biological, the social, and the economic, and which extends from the origin of the universe to our modern economy. It is the growth of information that unifies the emergence of life with the growth of economies, and the emergence of complexity with the origins of wealth.

Yet the growth of information is uneven, not just in the universe but on our planet. It takes places in pockets with the capacity to beget and store information. Cities, firms, and teams are the embodiment of the pockets where our species accumulates the capacity to produce information. Of course, the capacity of these cities, firms, and teams to beget information is highly uneven. Some are able to produce packets of information that embody concepts begotten by science fiction. Others are not quite there.

So by asking what information is and why it grows, we will be exploring not only the evolution of physical order but that of economic order as well. We will be connecting basic physical principles with information theory, and also with theories of social capital, economic sociology, theories of knowledge, and the empirics of industrial diversification and economic development. By asking why information grows, we will be asking about the evolution of prosperity, about rich and poor nations, about productive and unproductive teams, about the role of institutions in our capacity to accumulate knowledge, and about the mechanisms that limit people’s capacity to produce packets of physically embodied information. We will be taking a step back from traditional approaches to understanding social and economic phenomena. Instead, we will be generating a description that seeks to integrate physical, biological, social, and economic mechanisms to help explain the continuous growth of something that is not a thing. That something, which fascinates you and me as much as it did Boltzmann, is physical order, or information. It is the high concentration of complexity that we see every time we open our eyes, not because information is everywhere in the universe but because we are born from it, and it is born from us.
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* The obvious exceptions to this are geology and astronomy.


PART I

Bits in Atoms


1

The Secret to Time Travel

The chair where I waited for my daughter’s delivery was not that comfortable. My wife, Anna, and I had arrived at the Massachusetts General Hospital at 6:30 p.m. that Saturday. We had stayed at home waiting for her contractions to evolve and decided to hit the hospital when they were only a few minutes apart. Her contractions intensified when she was in triage, but the epidural she received a couple of hours later brought her the numbness she needed to rest. It was now 2:00 a.m. The night was peaceful. All we could hear was the infrequent noise of the pump inflating her blood pressure monitor. The room was lit by a few displays and by the streetlights bouncing off the Charles River. In that dim light all I could see was Anna resting peacefully in her bed. I held her hand as I waited for the delivery of our daughter in an armchair that, as I told you, was not that comfortable.

At 3:00 a.m. the nurse told us that it was time for Anna to start pushing. Anna was fully dilated, and Iris—our daughter—was making one of the most important trips of her life. It took only twenty-six minutes for Anna to push Iris into the hands of the nervous but focused medical student who received her. Twenty-six minutes sounds like a short time for delivery, and it is. Yet I will argue that the trip that Iris made that night was not a twenty-six-minute trip down a few inches of birth canal but a hundred-thousand-year journey from a distant past to an alien future. In twenty-six minutes Iris traveled from the ancientness of her mother’s womb to the modernity of twenty-first-century society. Birth is, in essence, time travel.

Up until that night, with the exception of a few sounds, Iris had experienced a world that was no different from the one experienced by babies one hundred thousand years ago. She had been carried inside her mother’s womb hearing mostly the voices of her parents, oblivious to the complexity of the modern world that swirled around her. That obliviousness changed that night.

Iris was born at 3:26 a.m. in a room that was illuminated not by sunbeams but by fluorescent and incandescent bulbs. Her paternal grandparents, who were anxiously waiting to hear about her delivery, saw her face for the first time in an email attachment. The music that filled the delivery room minutes after Iris was born came not from the birds or the trees but from the speakers of a tablet computer that obeyed the orders of an algorithm that chose a song for us.* Iris’ trip that night was only a few inches long and lasted a few minutes, but in a deep sense it was a much longer journey. That night, she traveled from a distant past into a present that was literally fantastic.

Although Iris’ trip is special to me, her form of time travel is not uncommon. Being born in the twenty-first century is an alien experience for most babies. The twenty-first century is a world quite different from the one where our species evolved. It is a surreal world populated by tangible objects that were dreamed before they were constructed. The delivery room where Iris made her journey was full of tangible objects, but those objects, per se, were not what made the world she found modern. The difference between the world where Iris was born and the world of early hominids resides not in the physicality of matter but in the way in which matter is arranged. That physical order is information. Iris’ nighttime delivery was facilitated not by objects, but by the information embodied in these objects and by the practical uses of knowledge and knowhow that these objects implicitly carry. Her nighttime delivery was illuminated not just by light bulbs but by the understanding of electricity, energy, and materials embodied in those light bulbs. Iris was kept warm that night not by a random collection of threads but by blankets that wove together matter, knowledge, and imagination. Paradoxically, Iris was born into a nonfictional world that, although tangible, is made of fiction. This world is different from the one in which our species evolved only in the way in which matter is arranged.

The fact that objects embody information and imagination may seem obvious. Information is a fundamental aspect of nature, one that is older than life itself. It is also an aspect of nature that accelerated with life. Consider the replication of information-rich molecules, such as DNA and RNA. The replication of DNA and RNA is not the replication of matter but the replication of the information that is embodied in matter. Living organisms are highly organized structures that process and produce information. Yet, our focus here will not be on the information-generating capacity that is embodied in the intimacy of our cells but that which emerged with humans and society. Humans are special animals when it comes to information, because unlike other species, we have developed an enormous ability to encode large volumes of information outside our bodies. Naively, we can think of this information as the information we encode in books, sheet music, audio recordings, and video. Yet for longer than we have been able to write we have been embodying information in artifacts or objects, from arrows to microwave ovens, from stone axes to the physical Internet. So our ability to produce chairs, computers, tablecloths, and wineglasses is a simple answer to the eternal question: what is the difference between us, humans, and all other species? The answer is that we are able to create physical instantiations of the objects we imagine, while other species are stuck with nature’s inventory.1

In the next pages I will describe the physical, social, and economic mechanisms that explain the growth of information in our world and our universe. These are the mechanisms responsible for producing the physical order that made the destination of Iris’ birth both tangible and magical. On the one hand, we will study the physics of information. This will explain what information is and the physical mechanisms that allow information to emerge. Yet the physics of information can explain only the simplest forms of physical order. To explain the order that pervades our modern society, we will need to go beyond physics and explore the social and economic processes that allow groups of people to produce information. These processes involve the formation of the social and professional networks in which the capacity to socially process information resides. This capacity involves the accumulation of knowledge and knowhow.

Knowledge and knowhow are two fundamental capacities that relate to computation, and both are crucial for the accumulation of information in the economy and society. Yet knowledge and knowhow are not the same. Simply put, knowledge involves relationships or linkages between entities. These relationships are often used to predict the outcomes of events without having to act them out.2 For instance, we know that tobacco use increases the likelihood of lung cancer, and we can use that linkage to anticipate the consequences of tobacco use without the need to use tobacco ourselves.

Knowhow is different from knowledge because it involves the capacity to perform actions, which is tacit.3 For example, most of us know how to walk, even though we do not know how we walk. Most of us know how to identify and label objects in an image, even though we do not know how we accomplish those perceptual and verbal tasks. Most of us know how to recognize objects from different angles, identify faces, digest food, and recognize emotions, even though we cannot explain how we do it. We can do these tasks, however, because we have knowhow. Knowhow is the tacit computational capacity that allows us to perform actions, and it is accumulated at both the individual and collective levels.

The tacit nature of knowhow seems strange, as it makes us feel like automatons that are unaware of what we are doing. Yet there is nothing strange in that. As Marvin Minsky, one of the fathers of artificial intelligence, once said: “No computer has ever been designed that is ever aware of what it’s doing; but most of the time, we aren’t either.”4

Another distinction that I should mention up front is the one between information as something and information about something, such as the information we transmit in a message. Think of a car. I can tell you that my car is red and has a six-speed manual transmission and a 1.6 liter engine. This is all information about my car, but it is not the information that my car is. As we will learn in the next chapters, my car is made of information that is not about something. This is physical order.

For the most part, I will use the word information to indicate physical order, like that embodied in objects; I will go into the weeds of this definition in the next chapter. I use this definition because it helps me construct a simpler theory of the growth of information, in which physical order, regardless of whether or not it was produced to convey meaning, coevolves with the universe’s ability to compute. In a social and economic context this computational capacity involves both knowledge and knowhow.

So to explain the growth of information in nature and society we will explore the coevolution of physical order and the knowledge and knowhow that allow our universe to beget that physical order. This will bring us from the simplest physical systems, where information emerges spontaneously, to the complexity of our society, where large accumulations of knowledge and knowhow are needed for information to continue to grow.

The case of society and economies is the one that is most complex, as here the accumulation of knowledge and knowhow becomes highly constrained. Much like information, which is embodied in objects, knowledge and knowhow always need to be physically embodied. Yet unlike information, knowledge and knowhow are embodied in humans and networks of humans that have a finite capacity to embody knowledge and knowhow. The finiteness of humans and of the networks we form limits our ability to accumulate and transmit knowledge and knowhow, leading to spatial accumulations of knowledge and knowhow that result in global inequality. So the need for knowledge and knowhow to be embodied in humans and networks of humans can help explain the unevenness of our world. These are ideas that I will cover in Parts III and IV and which I will validate using data on the products produced by groups of people in different locations, since products—which are made of information—are expressions of the knowledge and knowhow that are available in a location.

So the central actors that I will use to describe the growth of information in our planet include physical objects, as the physical embodiment of information, and people, as the fundamental embodiment of knowledge and knowhow. From this fundamental perspective we will describe the economy as the system by which people accumulate knowledge and knowhow to create packets of physical order, or products, that augment our capacity to accumulate more knowledge and knowhow and, in turn, accumulate more information. We will focus largely on the growth of information, knowledge, and knowhow in the economy by first creating a theory of products in terms of physical order and then explaining the social and economic mechanisms that enable our society to accumulate the knowledge and knowhow we need to produce products.

Before we go there, however, I need to make sure we have a common understanding of the fundamental physics of information and its non-obvious origins. I will start by explaining what information is both mathematically and physically. As we will see, this will help us understand why Boltzmann and Shannon both bumped into the same formula; it will also teach us about the fundamental physical principles that allow information to grow.
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* The song was “Raindrops,” by Cillo. It played in Pandora, and I thumbed up the song that night.


2

The Body of the Meaningless

            Suppose that we were asked to arrange the following into categories—distance, mass, electric force, entropy, beauty, melody. I think there are the strongest grounds for placing entropy alongside beauty and melody, and not with the first three. Entropy is only found when the parts are viewed in association, and it is by viewing or hearing the parts in association that beauty and melody are discerned.

—ARTHUR EDDINGTON

            To invent, you need a good imagination and a pile of junk.

—THOMAS A. EDISON

A few months ago an article on the front page of a Chilean newspaper’s business section caught my eye. The article talked about a Chilean who had bought the world’s most expensive car. The car, a Bugatti Veyron, had a sticker price of more than $2.5 million, and its purchase represented one of the most flamboyant acts of conspicuous consumption I have ever seen.

After a quick Web search I estimated the per-kilo price of the car, which turned out to be roughly $1,300 (or about $600 a pound).1 To put this price in context, we can look at the per-kilo price of gold and silver. Depending on the day, the price of a kilo of pure silver is about $1,000, while that of a kilo of gold is around $50,000.2 For comparison, consider that the per-kilo price of a regular car ranges from $10 for a Hyundai Accent to $60 for a top-of-the-line BMW such as the M6. So although the Bugatti is not worth its weight in gold, it is worth more than its weight in silver, and a Hyundai accent is worth at least its weight in bronze.

Now, you may argue that comparing a kilo of Bugatti and a kilo of silver is pure nonsense, since there is not much you can do with an actual kilo of Bugatti. Yet this nonsense has much to teach us about how physical order, or information, is packed into a product.

Imagine for a second that you just won a Bugatti Veyron in the lottery. Pumped up, you decide to take your new car for a drive. In your excitement, you crash the Bugatti into a wall, escaping unharmed but a little sad, since you did not have any car insurance. The car is a total wreck. Now, how much is that kilo of Bugatti worth?

The answer to this question is perfectly obvious. The dollar value of the car evaporated in the seconds it took you to crash it against that wall, but its weight did not. So where did the value go? The car’s dollar value evaporated in the crash not because the crash destroyed the atoms that made up the Bugatti but because the crash changed the way in which these were arranged. As the parts that made the Bugatti were pulled apart and twisted, the information that was embodied in the Bugatti was largely destroyed. This is another way of saying that the $2.5 million worth of value was stored not in the car’s atoms but in the way those atoms were arranged.3 That arrangement is information.4

So the value of the Bugatti is connected to physical order, which is information, even though people still debate what information is.5 According to Claude Shannon, the father of information theory, information is a measure of the minimum volume of communication required to uniquely specify a message. That is, it’s the number of bits we need to communicate an arrangement, like the arrangement of atoms that made the Bugatti.

To grasp Shannon’s definition of information firmly, however, it is better to start with something simpler than a Bugatti. Here I will use a tweet. A tweet is a message of 140 characters used in the microbroadcasting platform known as Twitter. A tweet, like a Bugatti, is a little packet of information, but unlike the Bugatti, we create it as an act of communication. For the purposes of Shannon’s theory, however, that doesn’t matter. According to Shannon, information is the minimum volume of data we need to specify a message, any message. Whether this message is a tweet made of random characters or the wittiest tweet you ever saw is irrelevant from the perspective of Shannon’s information theory.

So how much information is contained in a tweet? To put a number on a tweet’s information content, consider a hypothetical game played by two Twitter users, Abby and Brian. In this game, Abby and Brian have to guess each other’s tweets using only yes-or-no questions. To play the game they have a book that contains every possible tweet that could be ever tweeted. The game starts when Abby randomly chooses a tweet from her book. Then she asks Brian to guess her tweet using only yes-or-no questions. What Shannon teaches us is that the amount of information that is embodied in a tweet is equal to the minimum number of yes-or-no questions that Brian needs to ask to guess Abby’s tweet with 100 percent accuracy.6 But how many questions is that?

For simplicity, we will assume that Abby and Brian are using an “alphabet” of thirty-two characters: the lowercase English alphabet plus a few extra characters, such as the space ( ), the slash (/), the comma (,), the period (.), and of course the at symbol (@) and the hash (#). Also, without any loss of generality, we will assume that Abby and Brian have tables mapping each character to a number (a = 1, b = 2, [ . . . ], @ = 31, # = 32).

The best way for Brian to guess Abby’s tweet is to use each question to divide the search space of possible tweets in half. Brian can do this by guessing Abby’s tweet character by character. If Brian decides to use this strategy, his first yes-or-no question should be “Is the first character larger than 16?” If Abby answers no, then Brian will know that the first character in Abby’s tweet is between the letters a and p. With that information in mind, Brian should ask a second question that splits in half the set of remaining characters: “Is the first character larger than 8?” If Abby says yes, Brian will know that the first character of Abby’s tweet is between character 9 and character 16 (between the letters i and p). Now, you should be able to guess what Brian’s next question will be: “Is the first character larger than 12?”
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