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Collective Blindness


 


 


I


On 9 August 2001, Habib Zacarias Moussaoui, a thirty-three-year-old French-Moroccan, enrolled at the Pan Am International Flight Academy in Eagan, Minnesota.1 This was a facility, complete with high-fidelity simulator, providing a comprehensive training programme on how to fly commercial airliners. On the surface, Moussaoui seemed like any of the other men who wanted to learn how to fly jumbo jets. He was friendly, inquisitive and seemingly wealthy. And yet over the course of two days, his instructors became suspicious. He paid for the bulk of the $8,300 course with $100 bills.2 He seemed unusually interested in the cockpit doors. He kept asking about flight patterns in and around New York.


The staff became so doubtful that two days after Moussaoui enrolled at the school, they reported him to the FBI in Minnesota. He was duly arrested. The FBI questioned him, and applied for a warrant to search his apartment, but couldn’t show probable cause. Crucially, they failed to connect what they knew about Moussaoui with the broader threat of Islamic extremism. Here was a man with a suspected immigration violation enrolling at a flying school weeks before the biggest terrorist attack in history.


*


In the months after 9/11, multiple investigations were launched to work out why such an audacious plot was not foiled by America’s intelligence agencies, a group totalling tens of thousands of personnel and in command of a combined budget of tens of billions of dollars. Many of these investigations concluded that the inability to prevent the attack represented a catastrophic failure.


The CIA came in for much of the severest criticism. This is the body, after all, that had been specifically created to coordinate the intelligence community’s activities against threats, especially those originating from abroad. From the time the attacks were approved by Osama bin Laden in late 1998 or early 1999, the agencies had twenty-nine months to thwart the plot. They didn’t. Richard K. Betts, director of the Saltzman Institute of War and Peace Studies, called it ‘a second Pearl Harbor for the United States’. Milo Jones and Philippe Silberzahn, two leading intelligence experts, described it as ‘the greatest debacle in the history of the CIA’.


One might be tempted to concur given the clues that had accumulated in the years before 9/11. Al Qaeda had broken its religious taboo on suicide bombing as early as 1993. Bin Laden, a Saudi-born son of a wealthy businessman, constantly cropped up in raw intelligence reports about Arab terrorist groups. Richard Clarke, a former National Coordinator for Security under Ronald Reagan, said: ‘There seemed to be some organizing force and maybe it was he. He was the one thing that we knew the terrorist groups had in common.’


Bin Laden publicly declared war on the United States on 2 September 1996, saying in a recorded message that he wanted to destroy the ‘oppressor of Islam’. His strident message was gaining ground among disenfranchised Muslims. Half of terrorist organisations last less than a year, and only 5 per cent survive a decade. Al Qaeda had longevity. It was an outlier.3


The idea of an aeroplane being used as a weapon had been circulating for almost a decade. In 1994, an Algerian group hijacked a plane in Algiers and reportedly intended to blow it up over the Eiffel Tower.4 Later that year, Tom Clancy penned a thriller about a Boeing 747 being flown into the US Capitol building. It debuted at number one on the New York Times bestseller list. In 1995, police in Manila filed a detailed report about a suicide plot to crash a plane into CIA headquarters.


In 1997, Ayman Al Zawahiri – bin Laden’s deputy – underscored the intent of Al Qaeda by inciting a massacre of tourists in Egypt, an atrocity that left 62 dead, including children. One Swiss woman witnessed her father’s head being severed from his body. The Swiss federal police concluded that bin Laden had financed the operation. Unlike previous terrorist groups, Al Qaeda seemed committed to maximising human suffering, including that of innocents.


In 1998, bin Laden went even further in his thirst for violence against the United States. In a widely published fatwa, he said: ‘. . . to kill the Americans and their allies – civilians and military – is an individual duty for every Muslim who can do it in any country in which it is possible to do it.’ On 7 August, simultaneous Al Qaeda bombings in Nairobi and Dar es Salaam killed 224 people and wounded over 4,000. The first was achieved with an explosive device containing more than 2,000 lbs of TNT.


On 7 March 2001, six months before the attack on the World Trade Center, the Russians submitted a report on Al Qaeda providing information on thirty-one senior Pakistani military officers actively supporting bin Laden and describing the location of fifty-five bases in Afghanistan.5 Soon after, the Egyptian president Hosni Mubarak warned Washington that terrorists were planning to attack President Bush in Rome using an aeroplane stuffed with explosives. The Taliban foreign minister confided to the American consul general in Peshawar that Al Qaeda was planning a devastating strike on the United States of America. He feared that American retaliation would destroy his country.


In June 2001, just a few weeks before Moussaoui enrolled at the aviation school in Minneapolis, Kenneth Williams, an FBI analyst in Arizona, sent an email to colleagues. It said: ‘The purpose of this communication is to advise the bureau and NY [New York] of the possibility of a coordinated effort by Osama Bin Laden to send students to attend civil aviation universities and colleges.’ He advised HQ of the need to make a record of all the flight schools in the country, interview the operators, and compile a list of all Arab students who had sought visas for training. This was to become known as the legendary ‘Phoenix memo’. Yet it wasn’t acted upon.


With so many pieces of evidence, critics were scathing that the intelligence agencies didn’t identify let alone infiltrate the plot. The Joint Senate Committee concluded: ‘The most fundamental problem . . . is our Intelligence Community’s inability to “connect the dots” available to it before September 11, 2001, about terrorists’ interest in attacking symbolic American targets.’


It was a damning assessment. Perhaps understandably, the CIA responded defiantly. They defended their record, arguing that it is easy to detect terrorist plots – but only with the benefit of hindsight. They pointed to the research of the psychologists Baruch Fischhoff and Ruth Beyth who, before the historic trip of Richard Nixon to China, asked various people to estimate the probability of different outcomes. Would it lead to permanent diplomatic relations between China and the United States? Would Nixon meet with Mao Zedong at least once? Would Nixon call the trip a success?


In the event, the visit was a triumph for Nixon, but what was remarkable was how subjects ‘remembered’ their estimates. Those who thought it would be a disaster, for example, recalled being highly optimistic about its success. As Fischhoff put it: ‘Subjects reconstructed having been less surprised by the events . . . than they really should have been.’ He called it ‘creeping determinism’.6


Translated into 9/11, the plot may have seemed glaringly obvious after the event, but was it really so obvious beforehand? Was this not another case of ‘creeping determinism’? Were the CIA being condemned for an attack that was, at the time, difficult to detect amid so many other threats?7


A nation like the United States is the subject of countless dangers. Terrorist groups stretch around the planet. Surveillance picks up digital chatter moment by moment, the vast majority of which amounts to little more than trash talk and idle threats. The agencies could investigate all threats, but this would overwhelm their resources. They would be over-diagnosing the problem, hardly an improvement. As one counterterrorism chief put it, the problem was sorting ‘red flags in a sea of Red flags’.8


To the CIA and their defenders, 9/11 was not a failure of intelligence but a symptom of complexity. This debate has raged ever since. On one side are those who say that the agencies missed obvious warning signs. On the other are those who say that the CIA did everything they reasonably could, and that plots are notoriously difficult to detect before the event.


What few people considered is the possibility that both sides were wrong.


II


In the years after it was founded in 1947, the CIA operated rigorous hiring policies. This was an organisation that demanded the best of the best. Potential CIA analysts were not only put through a thorough background investigation, polygraph examination and financial and credit reviews, but also a battery of psychological and medical exams. And there is no doubt they hired exceptional people.


‘The two major exams were a SAT-style test to probe a candidate’s intelligence and a psychological profile to examine their mental state,’ a CIA veteran told me. ‘The tests filtered out anyone who was not stellar on both tests. In the year I applied, they accepted one candidate for every twenty thousand applicants. When the CIA talked about hiring the best, they were bang on the money.’9


And yet most of these recruits also happened to look very similar: white, male, Anglo-Saxon, Protestant Americans. This is a common phenomenon in recruiting, sometimes called ‘homophily’: people tend to hire people who look and think like themselves. It is validating to be surrounded by people who share one’s perspectives, assumptions and beliefs. As the old saying goes, birds of a feather flock together. In their meticulous study of the CIA, Milo Jones and Philippe Silberzahn write: ‘The first consistent attribute of the CIA’s identity and culture from 1947 to 2001 is homogeneity of its personnel in terms of race, sex, ethnicity and class background (relative both to the rest of America and to the world as a whole).’10 Here is the finding of an inspector general’s study on recruitment:


 


In 1964, the Office of National Estimates [a part of the CIA] had no black, Jewish, or women professionals, and only a few Catholics . . . In 1967, it was revealed that there were fewer than 20 African Americans among the approximately 12,000 non-clerical CIA employees. According to a former CIA case officer and recruiter, the agency was not hiring African Americans, Latinos, or other minorities in the 1960s, a habit that continued through the 1980s . . . Until 1975, the IC [the United States Intelligence Community] openly barred the employment of homosexuals.FN1 11


In June 1979, the agency was taken to court for failing to promote female operations officers, settling out of court a year later. Not long after, the agency paid out $410,000 to settle a gender discrimination case brought by an officer with twenty-four years’ experience. In 1982, it paid $1 million in a class-action case accusing the agency of the same biases. And yet the CIA didn’t significantly alter its personnel policies. ‘Nothing really changed,’ one analyst said.12


Talking of his experience of the CIA in the 1980s, one insider wrote: ‘the recruitment process for the clandestine service led to new officers who looked very much like the people who recruited them – white, mostly Anglo-Saxon; middle and upper class; liberal arts college graduates . . . Few non-Caucasians, few women. Few ethnics, even of recent European background. In other words, not even as much diversity as there was among those who had helped create the CIA.’13


At a conference in 1999 entitled ‘US Intelligence and the End of the Cold War’, there were thirty-five speakers and presenters, of which thirty-four were white males. ‘The one exception was a white female who introduced a dinner speaker’.14 Of the 300 people who attended, fewer than five were non-white.


There are no publicly available numbers on the religious orientation of CIA officials responsible for deciding the agency’s tasking priorities, but Jones and Silberzahn state: ‘we can assume based on what we know of Langley’s homogeneity that there were few (if any) Muslims amongst them’.15 This was corroborated by a former CIA staffer, who said: ‘Muslims were virtually non-existent.’


Diversity was squeezed further after the end of the Cold War. In Legacy of Ashes by the Pulitzer prize-winning reporter Tim Weiner, Robert Gates, director of the CIA in the early 1990s, is quoted as saying that the agency became less willing to employ ‘people that are a little different, people who are eccentric, people who don’t look good in a suit and tie, people who don’t play well in the sandbox with others. The kinds of tests that we make people pass, psychological and everything else, make it hard for somebody [with] unique capabilities to get into the Agency.’


A former operations officer said that through the 1990s, the CIA had a ‘white-as-rice culture’. In the months leading up to 9/11 an essay written for the International Journal of Intelligence and CounterIntelligence commented: ‘From its inception, the Intelligence Community [has been] staffed by the white male Protestant elite, not just because that was the class in power, but because that elite saw itself as the guarantor and protector of American values and ethics.’


The homogeneity at the CIA led to occasional head-shaking from politicians who were aware of it. They worried that the CIA was unrepresentative of the society it was created to protect. They believed that if there were more women and ethnic minorities, it would encourage others to come forward. They wanted a more inclusive workforce. But CIA insiders always held what seemed like a trump card. Any dilution in their focus on ability, they said, would threaten national security. If you are hiring a sprint relay team, you select the fastest runners. If they are all of the same colour and gender, so what? To use any criteria of recruitment beyond speed is to undermine performance. In the context of national security, putting political correctness above safety was not an acceptable option.


This idea that there is a trade-off between excellence and diversity has a long tradition. In the United States, it formed the basis of a seminal argument by Justice Antonin Scalia for the Supreme Court. You can either choose diversity, he contended, or you can choose to be ‘super-duper’. If a diverse workforce, student population, or whatever, emerges organically through the pursuit of excellence, that is one thing. But to privilege diversity above excellence is different. And it is likely to undermine the very objectives that inspired it.


In a relay team, you end up losing the race. If you are a business, it’s even worse: you jeopardise your existence. A bankrupt company cannot sustain any workforce, diverse or otherwise. And, when it comes to national security, there is a risk that you will imperil the very population you are tasked to protect. And how can that be an ethical course of action? As one former CIA analyst told me: ‘There was a strong feeling that there should be no compromise. It didn’t make sense to “broaden” the workforce – whatever that means – if it meant that we might lose our cutting-edge. It wasn’t pig-headedness; it was a patriotism.’


As late as 2016, security experts were making the same point. In a column for the National Review, Fred Fleitz, a former CIA analyst who became chief of staff for the National Security Council under President Trump, criticised an initiative to increase diversity at the CIA. ‘Protecting our nation from such threats requires extremely competent and capable individuals to conduct intelligence operations and write analysis in challenging security and legal environments . . . The CIA’s mission is too serious to be distracted by social-engineering efforts.’


Part of the reluctance to recruit ethnic minorities was fear of counter-espionage, but it went far deeper. Those who called for a broader intake were shouted down for undermining excellence. The CIA should be about the brightest and the best! Defence is too important to allow diversity to trump ability! As one observer put it: ‘Political correctness should never be elevated above national security.’


What they didn’t realise was that this was a false, and perilous, dichotomy.


III


This is a book about diversity, about the power of bringing people together who think differently from one another. At one level, this might seem like a curious objective. Surely, we should aim to think correctly or accurately, not differently. One should only wish to think differently from other people when they are in the wrong. When other people are right, thinking differently will only lead you into error. This seems like common sense.


Another seemingly commonsensical statement was that made by Justice Scalia. He argued that recruiting people because they are different, in one way or another, is to jeopardise performance. You should hire people because they are smart, or knowledgeable or fast. Why would you hire people who are less knowledgeable, fast or talented, just because they are different?


In the coming pages, we will show that both these intuitions are false, at least when it comes to the challenging problems we care most about. If we are intent upon answering our most serious questions, from climate change to poverty, and curing diseases to designing new products, we need to work with people who think differently, not just accurately. And this requires us to take a step back and view performance from a fundamentally different vantage point.


Consider an irony in the way we traditionally think about success. If you look at science or, indeed, popular literature, the focus is on individuals. How can we improve the knowledge or perceptiveness of ourselves or our colleagues? Fine books such as Peak by Anders Ericsson and Robert Pool, Sources of Power by Gary Klein and Mindset by Carol Dweck have become bestsellers. All examine, in their different ways, how we can improve individual abilities through time.


A host of other excellent books follow this approach but in a slightly different way. Even when we have developed expertise, we can still be vulnerable to biases and quirks that undermine our capacity to make wise judgements. Thinking, Fast and Slow by Daniel Kahneman, Predictably Irrational by Dan Ariely and Misbehaving by Richard Thaler all seek to improve performance by understanding these biases, and how to guard against them.


But by focusing on individuals, there has been a tendency to overlook what we might call the ‘holistic perspective’. A good way to understand the difference is to consider a colony of ants. A naive entomologist might seek to understand the colony by examining the ants within the colony. Individual ants, after all, deploy a vast range of behaviours, such as collecting leaves, marching, etc. They are busy and fascinating creatures. And yet you could spend a year, indeed a lifetime, examining individuals and learn virtually nothing of the colony. Why? Because the interesting thing about ants is not the parts but the whole. Instead of zooming in on individual ants, the only way to understand the colony is to zoom out. One step removed, you can comprehend the colony as a coherent organism, capable of solving complex problems such as building sophisticated homes and finding sources of food. An ant colony is an emergent system. The whole is greater than the sum of its parts.


This book will argue that a similar irony applies to human groups. Pretty much all the most challenging work today is undertaken in groups for a simple reason: problems are too complex for any one person to tackle alone. The number of papers written by individual authors has declined year by year in almost all areas of academia. In science and engineering, 90 per cent of papers are written by teams. In medical research, collaborations outnumber individual papers by three to one.


In business, we see the same trend. A team led by Brian Uzzi, a psychologist at Kellogg School of Management, examined more than two million patents issued by the United States since 1975 and found that teams are dominant in every single one of the thirty-six categories. The same trend is seen in the marketplace. Twenty-five years ago, most equity funds were managed by individuals. Now, the vast majority are run by teams. ‘The most significant trend in human creativity is the shift from individuals to teams, and the gap between teams and individuals is increasing with time’, Uzzi writes.


And this is why the holistic perspective is so imperative. We need to think of human performance not from the standpoint of the individual but from the standpoint of the group. From this more rounded perspective, we’ll see that diversity is the critical ingredient driving what we might term collective intelligence.


There are, of course, many types of diversity. Differences in gender, race, age and religion are sometimes classified under the heading ‘demographic diversity’ (or ‘identity diversity’). We will be focusing not upon demographic diversity, but cognitive diversity. That’s to say, differences in perspective, insights, experiences and thinking styles. There is often (but not always) an overlap between these two concepts. People from different backgrounds, with different experiences, often think about problems in different ways. We will analyse the precise relationship later in the book.


Cognitive diversity was not so important a few hundred years ago, because the problems we faced tended to be linear, or simple, or separable, or all three. A physicist who can accurately predict the position of the moon doesn’t need a different opinion to help her do her job. She is already bang on the money. Any other opinion is false. This goes back to our common-sense intuition. Thinking differently is a distraction. With complex problems, however, this logic flips. Groups that contain diverse views have a huge, often decisive, advantage.


Another point worth noting is that these are not speculative claims; rather, they emerge from rigorous, if initially puzzling, axioms. Indeed, as Scott Page, an expert in complexity science at the University of Michigan, Ann Arbor has pointed out, these axioms apply as much to computers as to humans. As we shall see, artificial intelligence today is no longer about single algorithms, however sophisticated. Rather, it is about ensembles of algorithms that ‘think’ differently, search differently and encode problems in diverse ways.


Over the coming pages, the contours of a new science will emerge. Our journey will take us to some unusual destinations: the death zone at the summit of Mount Everest, the American neo-Nazi movement after the 2008 Presidential Election and sub-Saharan Africa at the dawn of our species. We will see why the US Air Force endured so many crashes in the early 1950s, how the Dutch reinvented football and why most diets suit almost nobody. We will look at success stories, peeling back the layers of how they happened and examining their hidden logic. We will look at seminal failures, too. Often, it is looking at what went wrong that can provide the most vivid pointers about how to get things right.


By the end of the book, we will be equipped with a fresh perspective on how success happens, one with implications not just for governments and business, but for all of us. Harnessing the power of cognitive diversity is set to become a key source of competitive advantage, and the surest route to reinvention and growth. You might even say that we are entering the age of diversity.


But let’s start out by looking at a selection of puzzles and thought experiments. These will help to shed light on what cognitive differences mean, and why they matter. We will then return to the build-up to 9/11 and one of the defining intelligence failures of modern times. Often, it is real-world examples that shine the greatest light of all.


IV


In 2001, Richard E. Nisbett and Takahiko Masuda, two social psychologists from the University of Michigan at Ann Arbor, took two groups – one from Japan and the other from the United States – and showed them video clips from underwater scenes. When asked to describe what they had seen, the Americans talked about the fish. They seemed able to recall high levels of detail about the objects. They said things like: ‘Well, I saw three big fish swimming off to the left, they had white bellies, and pink dots.’ The Japanese, on the other hand, overwhelmingly talked about the context rather than the objects: ‘I saw what looked like a stream, the water was green, there were rocks and shells and plants on the bottom . . . Oh, and there were three fish swimming off to the left.’16


To the experimenters, it was as if the group were seeing different scenes, shaped by differences in culture. America is a more individualistic society; Japanese culture is more interdependent. Americans tend to focus on objects; Japanese on context.


In the next stage of the experiment, the subjects were shown new underwater scenes, with some objects they had seen before and some they had not. When the initial objects were placed in a different context, this threw the Japanese. They struggled to recognise the objects. It was as if the new context diverted their attention. The Americans, on the other hand, had the opposite problem. They were blind to changes in the context.


To the researchers, this was a profoundly surprising result. For decades, a central tenet of psychology was that humans apprehend the world in fundamentally similar ways. This is called ‘universalism’. As Nisbett put it: ‘I had been a lifelong universalist concerning the nature of human thought . . . Everyone has the same basic cognitive processes. Maori herders, !Kung hunter-gatherers, and dotcom entrepreneurs all rely on the same tools for perception, memory, causal analysis . . . etc.’


But the underwater experiment showed that even in our most direct interaction with the world – the act of looking at it – there are systematic differences shaped by culture. Nisbett’s paper has now been cited more than a thousand times and inspired a thriving research programme. We might say, taking a step back, that Americans and Japanese operate with a different ‘frame of reference’. The Americans – on average and acknowledging differences within the group – have a more individualistic frame. The Japanese, on the other hand, have a more contextual frame. Each frame attends to useful information. Each frame picks out important features of the underwater scene. Each frame also contains blind spots. The pictures are incomplete.


But now suppose you were to combine a Japanese and an American in a ‘team’. Alone, they might perceive only a partial picture. Alone, they each miss aspects of the scene. Together, however, they are able to recount both objects and context. By combining two partial frames of reference, the overall picture snaps into focus. They now have a more comprehensive grasp of reality.


 


This experiment is a first, tentative attempt at gently pushing back on one of the intuitions mentioned earlier. You’ll remember that Judge Scalia argued that organisations could choose diversity or they could ‘choose to be super-duper’. This implied a trade-off between diversity and excellence. And this is certainly true in a linear task like running (or predicting the orbit of the moon).


And yet the underwater scene experiment hints that, in different contexts, this logic begins to fray. If two people have perspectives that are incomplete, joining them together can yield more insight, not less. They are both wrong, so to speak. They both miss something. But they are wrong in different directions. This means that their shared picture is richer and more accurate. You can glimpse this in a slightly different way by examining a fresh problem, this time something called an ‘insight puzzle’. Consider the following teaser:


 


Suppose you are a doctor faced with a patient who has a malignant tumour in his stomach. It is impossible to operate on the patient, but unless the tumour is destroyed the patient will die. There is a kind of ray that can be used to destroy the tumour. If the rays reach the tumour all at once at a sufficiently high intensity, the tumour will be destroyed. Unfortunately, at this intensity the healthy tissue that the rays pass through on the way to the tumour will also be destroyed. At lower intensities the rays are harmless to healthy tissue, but they will not affect the tumour, either. What type of procedure might be used to destroy the tumour with the rays and at the same time avoid destroying the healthy tissue?17


 


If you can’t solve this puzzle, you are not alone. More than 75 per cent of people say that there is no solution, and that the patient will die. But now read the following, seemingly unrelated, story:


 


A fortress was situated in the middle of the country, surrounded by farms and villages. Many roads led to the fortress through the countryside. A rebel general vowed to capture the fortress but learned that mines had been planted on each of the roads. The mines were set so that small bodies of men could pass over them safely, but any large force would detonate them. The general divided his armies into small groups and dispatched each group to the head of a different road. When all was ready, he gave the signal and each group marched down a different road. Each group continued down its road so that the entire army arrived together at the fortress at the same time. In this way, the general captured the fortress.18


 


Now, think back to the medical problem. Can you see the solution now? When tested, more than 70 per cent of people found a way to save the patient having read the story about the fortress, treble the initial number. Somehow, by hearing the analogy of the fortress, they were able to glimpse a solution that had previously eluded them. (The solution is to set multiple ray guns around the patient to deliver 10 per cent of the radiation with each gun. This destroys the tumour, but without the rays harming healthy tissue.)


This is, of course, an artificial example. But it nevertheless offers a sense of how different perspectives can contribute to solving a challenging problem – in this case, someone with a military background might be of assistance to an oncologist. In such examples, it is not so much a case of one person being right and another wrong. Rather, it is a case of how looking at a problem through different lenses can jog new insights, new metaphors – and new solutions.


This example challenges intuition in another way, too. When faced with a difficult medical problem, the temptation is to recruit more and more doctors. After all, doctors have the most medical knowledge. But if these experts bring similar backgrounds and training (and, by implication, similar frames of reference), they are likely to share the same blind spots. Sometimes you need to look at a problem in a new way, perhaps with the eyes of an outsider.


The critical point is that solutions to complex problems typically rely on multiple layers of insight and therefore require multiple points of view. The great American academic Philip Tetlock puts it this way: ‘The more diverse the perspectives, the wider the range of potentially viable solutions a collection of problem solvers can find.’ The trick is to find people with different perspectives that usefully impinge on the problem at hand.


V


Before resuming our analysis of 9/11, let us briefly examine another area of research that will prove central to this book: ‘perspective blindness’. This refers to the fact that we are oblivious to our own blind spots. We perceive and interpret the world through frames of reference but we do not see the frames of reference themselves. This, in turn, means that we tend to underestimate the extent to which we can learn from people with different points of view.


Perspective blindness was the subject of David Foster Wallace’s address to Kenyon College in 2005, rated by Time magazine as one of the greatest commencement speeches ever recorded. The speech starts in a fish tank. ‘There are these two young fish swimming along and they happen to meet an older fish swimming the other way, who nods at them and says, “Morning, boys. How’s the water?” And the two young fish swim on for a bit, and then eventually one of them looks over at the other and goes, “What the hell is water?” ’


Wallace’s point is our modes of thought are so habitual that we scarcely notice how they filter our perception of reality. The danger arises when we overlook the fact that in most areas of life there are other people, with different ways of looking at things, who might deepen our own understanding, just as we might deepen theirs. John Cleese, the British comedian, put it this way: ‘Everybody has theories. The dangerous people are those who are not aware of their own theories. That is, the theories on which they operate are largely unconscious.’


The journalist Reni Eddo-Lodge has offered many examples of perspective blindness. In one, she describes a period when she couldn’t afford to take the train all the way to work, so had to cycle part of the way instead. The experience opened a new window on the world:


 


An uncomfortable truth dawned upon me as I lugged my bike up and down flights of stairs in commuter-town train stations: the majority of public transport I’d been travelling on was not easily accessible. No ramps. No lifts. Nigh-on impossible to access for parents with buggies, or people using wheelchairs, or people with mobility issues, like a frame or a cane. Before I’d had my own wheels to carry, I’d never noticed this problem. I’d been oblivious to the fact that this lack of accessibility was affecting hundreds of people.19


 


This experience provided her with a perspective that she had not merely lacked previously, but didn’t know that she lacked. It opened her eyes to a blind spot about her blind spots. This example doesn’t imply, of course, that all commuter stations should necessarily be equipped with ramps, stairs or lifts. But it does show that we can only perform a meaningful cost-benefit analysis if the costs and benefits are perceived. We have to see things before we can make sense of them. This, in turn, hinges on differences in perspective. People who can help us to see our own blind spots, and who we can help to see theirs.


Even when we do seek to step beyond our own frames of reference, it turns out to be surprisingly difficult to do so. We can see this in an intuitive way by considering the so-called ‘wedding list paradox’. Couples about to get married often issue a list of presents they would love to receive. But what is remarkable is just how often wedding guests depart from the list and purchase a unique gift, a gift they have personally chosen.


Why do guests do this? In 2011, Francesca Gino from Harvard and Frank Flynn from Stanford conducted an experiment to find out. They recruited ninety people and then allocated them to one of two conditions. Half became ‘senders’ while the other half became ‘receivers’. The receivers were then asked to go to Amazon and come up with a wish list of gifts priced between $10 and $30. Meanwhile, the senders were allocated to either choose a gift from the wish list, or a unique gift.


The results were emphatic. The senders expected that recipients would prefer unique gifts – ones they had chosen themselves. They supposed that recipients would welcome the personal touch. But they were wrong. Recipients, in fact, much preferred gifts from their own list. The psychologist Adam Grant reports the same pattern with friends giving and receiving wedding gifts. Senders prefer unique gifts; recipients prefer gifts from their wedding list.


Why? It hinges upon perspective blindness. Senders find it difficult to step beyond their own frame of reference. They imagine how they would feel receiving the gift that they have selected. And, by definition, they would like it a lot, which is why they chose it. Recipients, by contrast, do not experience the anticipated joy, because they have a different set of preferences. Otherwise, they would have put the gift on the list in the first place.


This helps to explain why demographic diversity (differences in race, gender, age, class, sexual orientation, religion and so on) can, in certain circumstances, increase group wisdom. Teams that are diverse in personal experiences tend to have a richer, more nuanced understanding of their fellow human beings. They have a wider array of perspectives – fewer blind spots. They bridge between frames of reference. A study by Professor Chad Sparber, an American economist, found that an increase in racial diversity of one standard deviation increased productivity by more than 25 per cent in legal services, health services and finance.20 A McKinsey analysis of companies in Germany and the United Kingdom found that return on equity was 66 per cent higher for firms with executive teams in the top quartile for gender and ethnic diversity than for those in the bottom quartile.21 For the United States, the return on equity was 100 per cent higher.FN2


Of course, people from the same demographic do not all share the same experiences. Black people are not, as a group, homogenous. There is diversity within ethnic groups as well as between them. But this doesn’t alter the insight that bringing together individuals with different experiences can broaden and deepen the knowledge of the group, particularly when seeking to understand people. This explains another finding, too: homogenous groups don’t just underperform; they do so in predictable ways. When you are surrounded by similar people, you are not just likely to share each other’s blind spots, but to reinforce them. This is sometimes called ‘mirroring’. Encircled by people who reflect your picture of reality, and whose picture you reflect back to them, it is easy to become ever more confident of judgements that are incomplete, or downright wrong. Certainty becomes inversely correlated with accuracy.


In a study led by Katherine Phillips, Professor at Colombia Business School, for example, teams were given the task of solving a murder mystery. They were given plenty of complex material, composing alibis, witness statements, lists of suspects and the like. In half the cases, the groups tasked with solving the problem were composed of four friends. The other half were composed of three friends and a stranger – an outsider, someone from beyond their social milieu, with a different perspective. Given what we have learned so far, it should come as no surprise that the teams with an outsider performed better. Much better. They got the right answer 75 per cent of the time, compared with 54 per cent for a homogenous group, and 44 per cent for individuals working alone.


But here’s the thing. Those in the two groups had very different experiences of the task. Those in diverse teams found the discussion cognitively demanding. There was plenty of debate and disagreement, because different perspectives were aired. They typically came to the right decisions, but they were not wholly certain about them. The fact that they had had such full and frank discussion of the case meant that they were exposed to its inherent complexity.


But what of the homogenous teams? Their experiences were radically different. They found the session more agreeable because they spent most of the time, well, agreeing. They were mirroring each other’s perspectives. And although they were more likely to be wrong, they were far more confident about being right. They were not challenged on their blind spots, so didn’t get a chance to see them. They were not exposed to other perspectives, so became more certain of their own. And this hints at the danger with homogenous groups: they are more likely to form judgements that combine excessive confidence with grave error.


VI


Osama bin Laden made his declaration of war on the United States from a cave in Tora Bora in Afghanistan on 23 August 1996. ‘My Muslim Brothers of the world,’ he said. ‘Your brothers in the land of the two holiest sites and Palestine are calling upon you for help and asking you to take part in fighting against the enemy, your enemy: the Israelis and Americans.’


Images revealed a man with a beard reaching down to his chest. He was wearing simple cloth beneath combat fatigues. Today, given what we now know about the horror unleashed upon the world, his declaration looks menacing. But here is an insider in the foremost US intelligence agency describing how he was perceived by the CIA: ‘They could not believe that this tall Saudi with a beard, squatting around a campfire, could be a threat to the United States of America.’22


To a critical mass of CIA analysts, then, bin Laden looked primitive and thus of no serious danger to a technological giant like the United States. Richard Holbrooke, one of the most senior officials under President Clinton, put it this way: ‘How can a man in a cave out-communicate the world’s leading communications society?’23 Another expert close to the CIA said: ‘They simply couldn’t square the idea of putting resources into finding out more about Bin Laden and Al Qaeda given that the guy lived in a cave. To them, he was the essence of backwardness.’24


Now, consider how someone more familiar with Islam would have perceived the very same images. Bin Laden wore simple cloth not because he was primitive in terms of intellect or technology, but because he modelled himself on the Prophet. He fasted on the days the Prophet fasted. His poses and postures, which seemed so backward to a Western audience, were those that Islamic tradition ascribes to the most holy of its prophets. The very images that desensitised the CIA to the dangers of bin Laden were those that magnified his potency in the Arab world.


As Lawrence Wright put it in The Looming Tower, his Pulitzer Prize-winning book about 9/11: Bin Laden orchestrated his entire operation by ‘calling up images that were deeply meaningful to many Muslims but practically invisible to those who were unfamiliar with the faith’. This was corroborated by a CIA insider, who said the agency was ‘misled by the raggedy appearance of Bin Laden and his subordinates – squatting in the dirt, clothed in robes and turbans, holding AK-47s and sporting chest-length beards – and automatically assumed that they are an anti-modern, uneducated rabble.’25


As for the cave, this had even deeper symbolism. As almost any Muslim knows, Mohammad sought refuge in a cave after escaping his persecutors in Mecca. This was a period known as the Hejira. The cave was guarded by a series of divine interventions, including an acacia tree that sprouted to conceal the entrance, and a miraculous spider’s web and dove’s egg that made it seemed unoccupied. Muslims know, too, that Mohammad’s vision of the Koran occurred in a mountain cave.26


To a Muslim, then, a cave is holy. It has deep religious significance. Islamic art overflows with images of stalactites. Bin Laden consciously modelled his exile to Tora Bora as his own personal Hejira, and used the cave as backdrop to his propaganda. As one Muslim scholar and intelligence expert put it: ‘bin Laden was not primitive; he was strategic. He knew how to wield the imagery of the Koran to incite those who would later become martyrs in the attacks of 9/11.’ Wright put it this way: ‘It was a product of bin Laden’s public relations genius that he chose to exploit the presence of the ammunition caves of Tora Bora as a way of identifying himself with the Prophet in the minds of many Muslims who longed to purify Islamic society and restore the dominion it once enjoyed.’


The potency of his messages was visible, then, but only to those looking with the right lens. Bin Laden’s messages were reaching far and wide, to Saudi Arabia, Egypt, Jordan, Lebanon, Iraq, Oman, Sudan and even to Hamburg, where a group of asylum seekers were radicalised, travelling to Afghanistan in November 1999 at the precise moment the plot to attack Western targets with planes was reaching its culmination in the minds of the Al Qaeda leadership.


The ‘anti-modern, uneducated rabble’ had, by now, swelled to an estimated 20,000 who passed through the training camps between 1996 and 2000, mostly college-educated and with a bias towards engineering. Many spoke as many as five or six languages. Yazid Sufaat, who would go on to become one of Al Qaeda’s anthrax researchers, had a degree in chemistry and laboratory science from California State University in Sacramento. Many were ready to die for their faith.
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