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To my parents, who don’t know much about economics, 
but taught me other, more useful things.






PREFACE


I have been teaching economics for over 20 years, and like many teachers am always trying to find ways to make the subject enticing, interesting and thought-provoking. This involves avoiding the more complicated jargon as much as possible and making the subject relatable to everyday life. Indeed, looking at economics from a practical perspective, and seeing how it affects our friends and family, can really help bring the subject alive.


The aim of this book is to distill some of the most interesting concepts of economics and present them in a way that’s accessible for both students and general readers. Even if you have never picked up a copy of the Financial Times or have never fully understood what is meant by inflation targets and fiscal responsibility, hopefully this book will simplify and bring to life many of the seemingly esoteric aspects of economics.


The book is designed so you can dip in and out of the chapters, choosing a topic that interests or intrigues you. But, taken together, the chapters present a brief introduction to all that is fascinating about economics – without all those boring bits at the back of the Financial Times!


Tejvan Pettinger 
5 March 2021
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ECONOMIC ERRORS


LUDDITE FALLACY


In the early nineteenth century, a group of skilled English textile workers were alarmed by the rise of automated textile machines. To the self-employed artisans working in a small-scale cottage industry, the newfangled machines and large factories threatened their livelihood; they saw these machines as causing them economic hardship. With pitifully poor employment prospects, they decided to fight back and took to physically smashing machines. The revolt of the skilled working class was ruthlessly put down and the Luddites did nothing to stop the relentless spread of large-scale manufacturing and automated processes. It is a development that continues in the modern world. But the fear that new technology causes job losses is just as strong as 200 years ago.


In economics, the Luddite fallacy has come to mean the mistaken belief that new technology takes away jobs and creates unemployment. In essence, new technology may create some disruption in the economy, but the overall level of employment should generally be unaffected.


If we take the example of nineteenth-century England, the new factories and automated spinning machines significantly increased the productivity of the clothing industry. Artisans who used to make clothes by hand were unable to compete, so demand for their labour dried up. Understandably, they felt that the machines were taking away their livelihoods and were therefore the cause of their poverty. To some extent, they were right: the machines were indeed bad news for these skilled artisans, who lost their main source of employment. However, in economics, it is always important to look at the bigger picture and to notice the less visible, “second-round” effects.


Firstly, the new machines and factories created a new source of employment. Former agricultural labourers were enticed to work in these factories. Although conditions were very bad by today’s standards, the manufacturing jobs were more highly paid than previous agricultural labouring jobs. This meant that workers in the mills had greater spending power than when they were working on the farm. Secondly, the more productive process of making clothes meant that the price of clothes began to fall. Buying tailored clothes was once the preserve of the rich, but cheaper cloth and clothes meant more people could afford to buy. As clothes became cheaper, people had more disposable income and could afford a wider variety of goods, and so other firms may have seen an increase in demand. What’s more, the nineteenth century brought the growth of new industries like railways, spectator sports and leisure holidays.


The period also offers us an example of the impact of technology. As new technology is developed, firms become willing to spend more money on research and development, creating new employment in engineering and design. It is true that there is considerable disruption in the process, but in the long term, the economy creates better paid jobs to replace the old ones that are lost. The jobs of skilled artisans are lost, but the more productive process enables new jobs to be created (clothing retail, leisure, making machines). This may be little comfort to those skilled artisans left without income, but it is undeniably true that the average worker is better off than 150 years ago.
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New technology doesn’t create an increase in unemployment; it merely shifts employment from one sector to another. At the turn of the twentieth century, France employed around 300,000 coal miners; by the early 1970s that had fallen to 150,000. By 2011, there were zero miners employed in France. You can say technology has caused the loss of mining jobs – but is that such a bad thing? Now, young people from former mining villages have very different sources of employment.


Having said that, the redistribution process can be painful. It is all very well sitting at a desk and saying that new jobs will be created in the long term – but those who lose out to disruptive technology may feel that they do not get any of these so-called gains. The problem is that a coal miner who loses his job may lack skills, qualifications and the geographical mobility to access the new employment sources. We can see that new jobs are created overall, but some workers may lose out for several years. To the unemployed in Michigan, it’s not much consolation that there are new jobs created in IT in New York and Los Angeles.


Nor is unemployment the only problem. So too is losing the ability to do a profession that gave a sense of pride and satisfaction. A skilled artisan who makes clothes by hand could, in theory, gain a repetitive job in a big factory, but they would lose their sense of job satisfaction. In the US, automated processes are leading to a big fall in manufacturing employment, and the new jobs created are often part-time, temporary, and/or zero-hour contracts. A good manufacturing job working with fellow workers created a sense of pride; working as a part-time pizza delivery driver may feel like a step back. Just because new jobs are created in the long term doesn’t mean there are not also significant long-term costs.


The Luddite fallacy fallacy Most people would agree that the actions of the Luddites of the nineteenth century were misplaced (even if we can feel sympathy). No one would like to go back to the living standards of the early 1800s in order to protect the job of making clothes by hand. The new machines of the nineteenth century – steam engines, handlooms, electricity – led to huge gains in productivity, and any disruption to employment was more than compensated for by the significantly higher output and new, better paid jobs. There may have been a time when we protested the loss of coal mining jobs, but would anyone seriously want an economy based on one million coal miners? If you have travelled two miles down a mine shaft to work in the heat and dark, working in a call centre may not seem so bad.


However, despite all this, it is possible to make the case that in the modern age of hyper-technology and artificial intelligence, the Luddite fallacy may not actually be such a fallacy after all. It might sound a bit of a mouthful but the Luddite fallacy fallacy states that the development of new technology could actually create a worse employment situation for many low-skilled workers.


The argument is this: in the modern age, we are getting to the point where machines can replace even very skilled labour. In a few years, machines could be replacing professionals such as taxi drivers, teachers and delivery drivers. In theory, this will continue to increase productivity and the total income of the economy. Furthermore, this new technology can continue to increase everyone’s living standards – higher incomes, new jobs, shorter working week and more leisure time. However, the very real problem is that the new technology and new jobs will disproportionately benefit those who own powerful monopoly companies or highly skilled workers who can program the machines. Low-skilled workers, who may have prospered in manual labour, may now find that not only do they lose out to automation, but they also fail to gain any decent employment prospects because they are not suited to machine programming or to the much more highly skilled jobs demanded by a modern Artificial Intelligence (AI) economy.


While society becomes more unequal, the winners will gain a bigger share of the national pie, but low-skilled workers may gain a smaller share. This is a trend that has occurred in recent decades across the Western world. Furthermore, the really big technological breakthroughs are those we already have – steam engines, electricity, modern medicine. Arguably the telegram made more difference to the world than e-mail. New technology like AI and the internet is not making as many gains to national income as previous technologies. Therefore, although GDP (Gross Domestic Product) is increasing, it is increasing at a slower rate – and when technological progress slows down, a worsening distribution is much more noticeable. In the nineteenth and early twentieth century, the new technology was disruptive, but this was more than compensated for by the very significant increase in productivity and output.


Now, before we start smashing up 3D printers and delivery drones, this hypothesis that the Luddite fallacy may finally come true is still open to debate. Firstly, we should bear in mind that an ever-widening inequality is not inevitable. It is true that inequality has widened in the United States and western Europe since the 1980s, but it is equally possible that society may decide to make greater efforts to ensure a more equal distribution from the benefits of new technology.


There might indeed come a time when a machine may be able to treat us medically or teach economics, but a machine can never replicate the human capacities of empathy, and the understanding shown by a real person. We may be able to get cheaper coffee from a machine in the wall, but if new technology improves living standards, we will continue to pay to interact with waiters.


Also, perhaps this dynamic reflects a lack of imagination on our parts, in that it is always much easier to see the jobs lost rather than the jobs created. This was true in the 1800s and it is still true now. Yes, new technology may continue to cause job losses in manufacturing and delivery services, but who knows where new jobs will be created? Delivery drones may make drivers redundant, but don’t forget that this will lead to cheaper costs for us, the consumers: we will have more disposable income and perhaps spend money buying a bicycle to ride on the roads (now more attractive since they are not clogged up with delivery vans). Also, if we are able to successfully tax big technological companies that are very profitable, then everyone can benefit from these tax revenues.


LUMP OF LABOUR FALLACY


The lump of labour fallacy is the belief that the number of jobs in an economy is fixed, meaning that an increase in the number of workers (due to migration, for example) will lead to job losses for native-born workers.


The fear of migrants taking jobs and housing, as well as pushing down wages, is often exploited by populist politicians, but beneath the political slogans, what are the economic principles? A basic analysis suggests that if an economy experiences a rise in the supply of labour (immigrants from abroad), there will be more competition for jobs, creating both unemployment and downward pressure on wages. In a period of high unemployment, it is understandable if workers feel nervous about more workers from abroad because there may seem to be extra competition for jobs. However, the story is more complex because immigrants don’t just increase the supply of labour, they also increase the demand for labour.


Suppose a country experiences a rise in net migration and the new workers “take” jobs in transport and manufacturing. A superficial perspective would see the effect of this as fewer jobs available for domestic workers. But economies are never static. If you have net migration of 100,000 people, this will lead to a rise in demand in the economy. If migrants gain jobs, they will also gain income to spend in shops, pubs, restaurants and elsewhere, and this will lead to higher demand for workers. These “second-round” effects are not so visible. If a supermarket hires a few more workers, we don’t make the link to increased immigration. This is why it is easier to fall into the fallacy – we notice migrants working on the buses, but we don’t see the jobs newly created in other areas.


Another way to think about the issue is from real-world examples. In 1900, the US economy was growing strongly. This was also an era of mass immigration. Between 1900 and 1920, 14.53 million immigrants arrived in the United States. These immigrants may well have “taken” some existing jobs – but did domestic workers become unemployed and lose out to migrant workers? No. US unemployment remained low during the 1910s and 1920s. In 1900, estimated unemployment was 5%; in 1920, it was 4%. Real wages also rose in this period.


In other words, this period of mass migration did not cause domestic workers to lose out to migrants. It helped to promote economic growth, which created new jobs in the expanding economy and was also a period of rising wages.


There are many other occasions where mass migration led to strong economic growth and a positive impact on unemployment. But the idea that migrants take jobs can still persist. Are there any circumstances where net migration could cause unemployment? For example, what about a period of mass unemployment?


In this case, the economy is depressed and domestic workers are unemployed due to a lack of available jobs. If there was net migration in this period, the high rate of unemployment would persist. If a domestic worker was unemployed and a migrant received a job (perhaps because they are willing to work at a lower wage), some people might perceive the immigration as worsening the unemployment crisis. Yet even in a recession, migration would still have the same impact of increasing the supply of workers and increasing demand in the economy. But, in the persistence of high unemployment, blaming migrants for causing the unemployment may be easier than explaining the general deficiency of demand and underlying unemployment in the economy.


Also, migration is very sensitive to the economic situation. As we have seen, in the first decades of the twentieth century, over 14 million people emigrated to the United States, but in the era of the Great Depression (1931–40) that number collapsed to just 0.53 million. In other words, when unemployment is high, the incentive to migrate to another country is massively reduced. The European Union (EU) is another good example. The free movement of labour within the EU creates an incentive for workers in low-wage economies to move to higher wage economies. When the Irish economy was booming in the early 2000s, there was a surge in migration from Eastern Europe as young adults took jobs in construction and retail. When the economic crisis hit in 2007, migration dried up and many migrant workers returned home. This cyclical migration pattern limited the rise in unemployment in Ireland.


Another theoretical fear of migrants is the possibility that they receive a job and send their wages back to the domestic economy (this is known as remittances). In such a scenario, the migrants are not spending money in the new country and so not causing a significant rise in demand. In this case, migrants may create only a few jobs. In practice, however, migrants still need to spend a considerable amount in their new country and can send only a certain percentage home.


Another example of the lump of labour fallacy: would cutting the average working week create jobs? Suppose an economy has 10% unemployment and the average working week is 40 hours. From one perspective, we might think that a solution to unemployment is to cut the working week from 40 hours to 30 hours. A maximum working week of 30 hours would mean that firms would need to employ more workers to make up for the lost working hours and that, therefore, this would reduce unemployment. On paper, it appears to have a certain logic. Working hours are cut 25%, so firms will need to hire more and therefore unemployment will fall.


However, things are never so straightforward. What happens in a maximum working week of 30 hours is that firms may seek to gain more productivity out of workers. If they don’t have a worker for 40 hours, they still find ways to get the same job done. This might involve circumnavigating legislation (via unpaid work) or using new technology that increases productivity. Secondly, cutting hours doesn’t mean necessarily more will be employed. If a manager’s hours are cut to 30, the firm may struggle to employ suitably skilled workers to fill in for their shorter hours. Also, another scenario is that if workers’ hours are cut from 40 to 30, they receive less income. Therefore, they spend less, creating a fall in demand for goods across the economy. Thus, there will also be lower demand for workers in different sectors.


One real-world example is the 35-hour maximum working week introduced in France in February 2000. The aim was to reduce the unemployment rate of 10% by encouraging job sharing. While the exact impact of a 35-hour working week is disputed, there has been little sign of a rise in employment and job sharing. Many firms circumvent the legislation by paying overtime rates; generally, there has been a reluctance to hire more workers. Despite a small dip in the early 2000s, French unemployment was still in double figures 16 years after the experiment. To critics, the maximum working week increases costs for business and makes firms more wary about hiring in the first place.


BROKEN WINDOW FALLACY


If a hurricane creates devastation, then its aftermath may cause a surge in economic activity. Householders need to employ glaziers to fix their broken windows and employ builders to deal with the wreckage. From one perspective, it seems that the hurricane can lead to an increase in economic output. It is not just builders and glaziers who benefit, either: if they gain an increase in income, they will be able to spend more, causing an increase in demand for shops and restaurants, say. On first examination, therefore, many seem to benefit from a broken window and the activity of replacing it.


However, fixing broken windows does not actually increase economic output and welfare. It is a fallacy to see the economic activity of repairing windows as an actual increase in output. Repairing the broken window will inevitably displace other (and more productive) uses of income.


An important concept in economics is the opportunity cost. Opportunity cost is the next best alternative that is now foregone. We constantly face decisions involving opportunity cost. For example, as a householder, we may be saving up to purchase a new car. However, when a hurricane hits, we have to use our savings to spend on fixing the broken windows in our house. The opportunity cost of this spending on windows is that we no longer have enough money to purchase a car. Therefore, while the glazier sees a rise in demand for his services, the car-dealer sees a decline in demand. The hurricane has not increased total output or total income in the community but merely shifted income between different businesses. It is true that some businesses may benefit from the hurricane – builders, glaziers and repairers – but what is less immediately obvious is the other businesses that will lose out.


Here’s another way to think about it: suppose the hurricane damages our property and we need to spend $30,000 on making repairs. This is $30,000 we cannot spend on building an extension. The builder isn’t really affected because he still gets his $30,000. But we are worse off. Rather than get a new extension, we spend the money on solving our problem and getting back to where we started. The income of the builder is the same, but because of the damage, the total capital stock of the economy is less. We could have had a bigger house, but now we have to do with the same number of rooms. 


The broken window fallacy was first introduced by a French economist Frédéric Bastiat (1801–1850). In the last year of his life, he wrote an influential article entitled Ce qu’on voit et ce qu’on ne voit pas (What is Seen and What is Not Seen). He uses the example of a young boy breaking a window in the street. Initially, it may seem there is a flurry of economic activity as the broken window is repaired, but Bastiat points out we need also to see the less visible effects on the shopkeepers who lose out. We buy a new window – but then we don’t buy candles or flowers.


Is it possible that the broken window fallacy could sometimes be true? If you broke the window of a very rich miser, who has millions of dollars of savings, it is possible that the outcome would be different. In this case, the rich miser is hoarding his money and not using it to a productive effect. So, throwing a brick through his window will force him to spend money he wouldn’t otherwise have spent. In this case, local merchants may actually see an increase in income without an opportunity cost.


However, even in the case of the rich miser, there may be some surprising unseen effects. The rich miser may indeed have saved millions of dollars in a bank – which seems, at first, to suggest a reduction in potential economic activity. However, those savings don’t just sit in a cash vault in the bank. The bank takes the liberty of lending out a large proportion of its deposits in the form of loans to homeowners and business. If banks see a big fall in their deposits because rich misers are paying for their windows to be repaired, they may have to cut back on business loans, which affects local business who can no longer invest in the way they wanted.


Nevertheless, there is one occasion where the broken window fallacy may not actually be a fallacy. In the Great Depression, the famous economist John Maynard Keynes (1883–1946; see page 120) was an advocate for doing something about the collapse in demand that economies were facing. At one point, he said, it would be fine to pay people to dig holes in the ground and then fill them up (you could equally substitute smashing windows and then repairing them). To Keynes, the problem was mass unemployment, unused savings and people unwilling to spend or invest. In this unique circumstance, breaking the window of a rich miser could increase economic activity without any opportunity cost. But this is stretching the point – and in a big recession, the last thing we need is people going around breaking windows! In normal circumstances, repairing broken windows does not increase economic output; it just takes it away from more productive uses.


Bastiat’s essay also highlights another limitation of economics – the tendency to measure things in terms of output and income.


In official statistics, national output is the same whether we spend money on fixing a broken window or installing new double glazing. Both types of spending show an increase in economic output. But which gives a greater boon to living standards? A broken window is ugly to look at; we feel unhappy to see our property damaged. If broken windows are common, it may lead to a growth in crime, disorder, vandalism and a decline in the sense of community. Broken windows on the High Street may discourage shoppers. Even if the cost is met by insurance, we don’t enjoy the process of fixing a broken window. It is a painful experience and from our perspective feels like a waste of money – and that’s because it is. Even if you help the glazier, many other businesses are losing out.


SUNK COST FALLACY


The sunk cost fallacy is the observation that we are more likely to continue a project because of our previous investment and expenditure – even if continuing the project is not in our best interests. In other words, because we have spent money, we don’t want to give up. We are attached to our past decisions and don’t want to admit we made a mistake.


Suppose a government has spent several years and invested $10 billion in planning a new railway, and there is then an unexpected drop in demand for train travel – so the project will no longer give any net social benefit. Do you (a) finish the project because you have already spent $10 billion; or (b) give up and “waste” the $10 billion spent in planning because it is no longer a good idea?


From a logical perspective, the $10 billion you have spent in planning the railway is gone. If you cancel the project, you can’t get it back. However, the $10 billion you have already spent should not inform your decision about the best way to proceed. Suppose that if the project continues, it may cost another $25 billion to finish, but now the benefit is only $7 billion. That gives a net loss of $18 billion. Therefore, it is better to stop and lose only $10 billion. If you continue, the initial loss will be magnified and the final loss $28 billion. Hence the phrase “throwing good money after bad”.


The problem is that if we have spent several years and $10 billion, we feel invested, both in the expense and in the time and effort; we feel like we need to make use of that initial investment. Once bad projects have started, it’s very difficult to admit we have made a mistake, and so the bad project is continued and becomes an even bigger loss of money. It’s like digging a hole to try and find gold, and when we don’t find any, we feel we need to keep digging a bigger hole because we’ve put in a lot of effort already.


Here’s another way to explain sunk costs, which may sound crazy, but studies have shown that this does happen. Suppose you buy an annual gym membership and that, after a few months, you hurt your arm. What you would really like to do is to stop going. The problem is you are very conscious that you have already paid and that if you don’t go, you are wasting money. Therefore, you keep going to the gym and suffer in silence – but at least you are getting your money’s worth!


An even simpler example: you order a big meal at a restaurant. Because it costs $50, you feel you need to eat everything, even if by the end you are no longer enjoying it because your stomach is completely full.


Why are we susceptible to the sunk cost fallacy? Behavioural economists note that we don’t value all losses and gains equally. If we own something, we feel a greater attachment to it. We feel emotionally invested in our gym membership; we feel emotionally invested in the factory our business has half-built. To let go of all our efforts feels like a psychological blow.


Secondly, a human trait is that we don’t like to admit we made a mistake. Suppose a government begins building a supersonic jet. After a few years a report indicates that the jet will not be a good use of taxpayers’ money, but to admit a mistake will be bad politically. A politician prefers to hush up the negative report and keep going. If the jet proves later to be an inefficient use of money, the politician believes that this is not as bad as spending $10 billion and then giving up – after all, the optics of giving up look terrible. (It’s worth noting too that a politician who cancels a project must take the responsibility for doing so; continue with the project, and a few years down the line that politician may no longer be in power – so who cares if it’s seen now to be a waste of money?) This actually happened with the building of Concorde, a supersonic jet that could fly to New York in less than 3½ hours. This was a great prestige project, but during the expensive development, super jumbo jets started carrying 500 people (three times the capacity of Concorde). Concorde was a big loss-maker. But the French and British governments were never going to admit they got it wrong and that it was better to stop after five years of expensive investment. Therefore, Concorde limped on, requiring more subsidy and never really being successful financially.


When the sunk cost fallacy may not apply Having said all that, there might be reasons for people to ignore a simple cost-benefit analysis and actually give sunk costs some value. Suppose you set up a business and you spend a few years developing a new project which is quite expensive. Your staff are heavily involved in working on this new product, but when it comes to market, you realize it is making a loss. As we have discussed, a rational businessman should ignore the sunk costs – the time, costs and effort of previous years’ investment – and shut production down.


However, ignoring the sunk costs may have unexpected problems. Firstly, the staff will now see several years of hard work go out of the window and feel demoralized. Also, they may no longer trust the business to make the correct decision. During the next project, they may not be so motivated because they fear that it may be cancelled in a few years’ time. Also, in the eyes of the public, cancellation may make the company look weak and incompetent. Cancelling a product a few months after release may appear like the firm doesn’t have a good understanding of the industry. Therefore, the other way to look at the situation is to think: Yes, it would be rational to ignore sunk costs and cancel, but actually we want to give the impression that we know what we are doing, so it is better to absorb a continued financial hit and keep producing. Perhaps after a few years, it can quietly fade away. Sometimes a business needs to take more into account than basic accounting and consider: how will this affect morale and public relations?


One final example. Suppose you buy 100 Christmas trees on December 1 for $5, and try to sell each for $10. What do you do on December 23 if you have unsold trees? In this case, the price you paid for them is no longer relevant. The $500 is a sunk cost; you can’t get your money back. Therefore, at this late stage, it is better to sell for $1 and get rid of them, rather than to have 20 unsold trees to dispose of next year. The only complication will be if your business gains a reputation for cutting the price to $1: consumers may then start to wait for the big price cut, making it harder next year to sell at $10. Nothing is straightforward!


ZERO-SUM GAME


What is a zero-sum game? The idea that when one party benefits, it must do so at the expense of another. In other words, it is an outcome where there is an equal number of winners and losers.


The fundamental problem of economics is often said to be the problem of scarcity and the need to decide how to distribute scarce resources. If we think of economic resources like a cake, the only thing we can do is to decide who gets a bigger piece. But, when cutting a cake, you know that a bigger piece for one person means a smaller one for others. So, for a government, providing free school meals creates an opportunity cost – it will require higher taxes and/or lower spending on healthcare. Arguably, the government budget is a zero-sum game.


However, this static view of economics – cutting up a cake – creates a picture that is misleading. In many circumstances, we can bake a bigger cake and so give a bigger slice to everybody. For example, critics argue that encouraging more free markets will lead to more inequality: high-skilled workers and the wealthy will tend to gain a bigger share of the wealth. However, supporters of free-market economics argue that it is a mistake to see this as a zero-sum game. If we give entrepreneurs more opportunities, they may set up a business that will not only benefit themselves but also create new jobs. Thus, allowing an entrepreneur to set up a business is not a zero-sum game. The increased enterprise enables a bigger cake and enables everyone to benefit.
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In the seventeenth century, a dominant view of economics was based on mercantilism. This theory of economic welfare was very much based on zero-sum thinking. The basic idea was that a country wanting to become richer needed to take wealth from another. The logic was that the sum of gold in the world was fixed. If you wanted more gold, you could only get it at the expense of another country. This zero-sum thinking can lead to terrible outcomes. Believing that the only way to get richer is to take it from other people encourages invasion, the conquest of other countries and the establishment of empire. This is exactly what happened in the era of exploration/colonization. European countries travelled to faraway lands and sought to gain the wealth of these newly discovered countries where they landed.


When economists came up with theories of free trade, they were implicitly criticizing the notion of zero-sum economics. They were suggesting that we could instead increase wealth without just taking it from other countries. The model of trade is that we can create mutually beneficial agreements. If the United States imports rubber from Indonesia, Indonesia gains foreign income that it can spend on US exports of manufactured goods like clothes. In this case, exporting rubber from Indonesia is not a zero-sum game: Indonesia doesn’t lose out by exporting surplus raw material but gains the ability to import more goods it currently can’t produce. Trade benefits both countries and is not a zero-sum game. The good thing about understanding we don’t live in a zero-sum world is that it diminishes the motivation to take from others.


A very influential economics book was The Wealth of Nations (1776). Adam Smith, its author (1723–1790; see page 117), was critical of mercantilism and a major promoter of free markets and the policy of laissez-faire. His insights suggested that pursuing self-interest can lead to mutual gain. The butcher and baker produce goods to make money, and in doing so they increase the welfare of their consumers and suppliers. The great thing about laissez-faire economics is that it suggests individuals and business can pursue their self-interest without a zero-sum game. Businesses may be motivated by profit and self-interest, but this creates jobs for workers and the goods that consumers need. Critics of free markets say that they lead to inequality. Supporters argue it is not a zero-sum game: the main thing is that everyone gains.


However, Adam Smith was also aware of the limitations of free markets. He argued there were situations where business could reduce the welfare of consumers. For example, if a business has a monopoly (like the East India Company during Smith’s lifetime), it can charge higher prices, and gain more profit at the expense of consumers paying higher prices. In this case, the exchange does become a zero-sum game – the firm charges a higher price, and consumers do lose out.


FALLACY OF COMPOSITION


The fallacy of composition states that it is a mistake to consider the attributes of a small part and apply them to the entire object. For example, if a spectator stands up, he will get a better view (true). Therefore, if all spectators stand up, they will get a better view (false). In economics, we can see the fallacy of composition in many different forms.


The first is something known as the tragedy of the commons. This concept was developed in 1833 by the economist William Forster Lloyd (1794–1852). He observed that if a village has a common grazing land, and if one villager takes his cows to the grass, he will increase his yield. However, this does not mean that if everyone takes their cow to the grazing land, they will all increase their yield. In fact, if all the villagers take their cows to the grazing land, the grass becomes depleted. This can lead to an outcome where the grazing land is no longer viable and all the villagers lose out. This is an example of where individuals need to think beyond their self-interest and consider the wider picture.


In the modern world, a fisherman would like to go and spend more days at sea to increase their catch. But, when many fishermen go out to sea, this leads to a permanent depletion of fish stocks. The tragedy of the commons is an example of market failure, and it requires either that individuals work cooperatively in the best interest of the village or that there is some form of government intervention to prevent over-consumption.


An interesting counterpoint to the tragedy of the commons is the work of Elinor Ostrom (1933–2012), the first of only two women to win the Nobel Prize in Economic Sciences, in 2009. She argued that communities are often very practical in reality and find ways to manage shared resources. She used the example of the Alpine communities in Switzerland and Germany who manage common grazing areas – without government intervention. Social bonds and the desire to be a good neighbour mean that individuals do not always act like the rather selfish rational man of economics, but do understand the fallacy of composition. Local farmers know that if they all overgraze it will be bad for them in the long term, so they work together to promote the common good.


Another good example of the fallacy of composition is something John Maynard Keynes developed – the paradox of thrift. During the Great Depression, Keynes observed that an individual’s decision to increase their personal savings was a rational choice which increased their economic welfare. However, if everybody increased their savings at the same time, this could be very damaging to the economy. In other words, although it is a wise decision to increase your savings, we as a society will not necessarily be better off if everyone saves more. In the Great Depression there was insufficient demand in the economy. People were not buying goods, so workers had to be laid off and made redundant. More people saving more caused an even bigger fall in demand and an even worse economy. Keynes argued that in response to the higher savings, it was necessary for the government to borrow and counter the decline in demand. So, in general, saving is a good thing for individuals to do, but the economy will not benefit if everyone saves more.
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