


[image: 001]




[image: 001]






Advanced Book Classics

Anderson: Basic Notions of Condensed Matter Physics, ABC ppbk, ISBN 0-201-32830-5

 



 



Atiyah: K-Theory, ABC ppbk, ISBN 0-201-40792-2

 



Bcthc: Intermediate Quantum Mechanics, ABC ppbk, ISBN 0-201-32831-3

 



Clemmow: Electrodynamics of Particles and Plasmas, ABC ppbk, ISBN 0-20147986-9

 



Davidson: Physics of Nonneutral Plasmas, ABC ppbk ISBN 0-201-57830-1

 



DeGennes: Superconductivity of Metals and Alloys, ABC ppbk, ISBN 0-7382-0101-4

 



d‘Espagnat: Conceptual Foundations Quantum Mechanics, ABC ppbk, ISBN 0-7382-0104-9

 



Feynman: Photon-Hadron Interactions, ABC ppbk, ISBN 0-201-36074-8

 



Feynman: Quantum Electrodynamics, ABC ppbk, ISBN 0-201-36075-4

 



Feynman: Statistical Mechanics, ABC ppbk, ISBN 0-201-36076-4

 



Feynman: Theory of Fundamental Processes, ABC ppbk, ISBN 0-201-36077-2

 



Forster: Hydrodynamic Fluctuations, Broken Symmetry, and Correlation Functions, ABC ppbk, ISBN 0-201-41049-4

 



Gell-Mann/Ne‘eman: The Eightfold Way, ABC ppbk, ISBN 0-7382-0299-1

 



Gottfried: Quantum Mechanics, ABC ppbk, ISBN 0-201-40633-0

 



Kadanoff/Baym: Quantum Statistical Mechanics, ABC ppbk, ISBN 0-201-41046-X

 



Khalatnikov: An Intro to the Theory of Superfluidity, ABC ppbk, ISBN 0-7382-0300-9

 



Ma: Modern Theory of Critical Phenomena, ABC ppbk, ISBN 0-7382-0301-7

 



Migdal: Qualitative Methods in Quantum Theory, ABC ppbk, ISBN 0-7382-0302-5

 



Negele/Orland: Quantum Many-Particle Systems, ABC ppbk, ISBN 0-7382-0052-2

 



Nozieres/Pines: Theory of Quantum Liquids, ABC ppbk, ISBN 0-7382-0229-0

 



Nozieres: Theory of Interacting Fermi Systems, ABC ppbk, ISBN 0-201-32824-0

 



Parisi: Statistical Field Theory, ABC ppbk, ISBN 0-7382-0051-4

 



Pines: Elementary Excitations in Solids, ABC ppbk, ISBN 0-7382-0115-4

 



Pines: The Many-Body Problem, ABC ppbk, ISBN 0-201-32834-8

 



Quigg: Gauge Theories of the Strong, Weak, and Electromagnetic Interactions, ABCppbk, ISBN 0-201-32832-1

 



Richardson: Experimental Techniques in Condensed Matter Physics at Low Temperatures, ABC ppbk ISBN 0-201-36078-0

 



Rohrlich: Classical Charges Particles, ABC ppbk ISBN 0-201-48300-9

 



Schrieffer: Theory of Superconductivity, ABC ppbk ISBN 0-7382-0120-0

 



Schwinger: Particles, Sources, and Fields Vol. 1, ABC ppbk ISBN 0-7382-0053-0

 



Schwinger: Particles, Sources, and Fields Vol. 2, ABC ppbk ISBN 0-7382-0054-9

 



Schwinger: Particles, Sources, and Fields Vol. 3, ABC ppbk ISBN 0-7382-0055-7

 



Schwinger: Quantum Kinematics and Dynamics, ABC ppbk, ISBN 0-7382-0303-3

 



Thom: Structural Stability and Morphogenesis, ABC ppbk, ISBN 0-201-40685-3

 



Wyld: Mathematical Methods for Physics, ABC ppbk, ISBN 0-7382-0125-1






Editor’s Foreword

Addison-Wesley’s Frontiers in Physics series has, since 1961, made it possible for leading physicists to communicate in coherent fashion their views of recent developments in the most exciting and active fields of physics—without having to devote the time and energy required to prepare a formal review or monograph. Indeed, throughout its nearly forty-year existence, the series has emphasized informality in both style and content, as well as pedagogical clarity. Over time, it was expected that these informal accounts would be replaced by more formal counterparts—textbooks or monographs—as the cutting-edge topics they treated gradually became integrated into the body of physics knowledge and reader interest dwindled. However, this has not proven to be the case for a number of the volumes in the series: Many works have remained in print on an on-demand basis, while others have such intrinsic value that the physics community has urged us to extend their life span.

The Advanced Book Classics series has been designed to meet this demand. It will keep in print those volumes in Frontiers in Physics or its sister series, Lecture Notes and Supplements in Physics, that continue to provide a unique account of a topic of lasting interest. And through a sizable printing, these classics will be made available at a comparatively modest cost to the reader.

These notes on Richard Feynman’s lectures on Statistical Mechanics were first published some twenty-five years ago. As is the case with all of Feynman’s lectures, the presentation in this work reflects his deep physical insight, the freshness and originality of his approach to understanding physics, and the overall pedagogical wizardry of Richard Feynman. This volume will be of interest to everyone concerned with teaching and learning statistical mechanics. In  addition to providing an elegant and concise introduction to the basic concepts of statistical physics, the notes contain a description of some of the many original and profound contributions—ranging from polaron theory to the theory of liquid helium—that Feynman made to the field of condensed matter physics.
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CHAPTER 1

INTRODUCTION TO STATISTICAL MECHANICS




1.1 THE PARTITION FUNCTION 

The key principle of statistical mechanics is as follows:

If a system in equilibrium can be in one of N states, then the probability of the system having energy En is [image: 002], where[image: 003]

k = Boltzmann’s constant, and T = temperature. Q is called the partition function.


If we take |i〉 as a state with energy Ei and A as a quantum-mechanical operator for a physical observable, then the expected value of the observable is

[image: 004]

This fundamental law is the summit of statistical mechanics, and the entire subject is either the slide-down from this summit, as the principle is applied to various cases, or the climb-up to where the fundamental law is derived and the concepts of thermal equilibrium and temperature T clarified. We will begin by embarking on the climb.

If a system is very weakly coupled to a heat bath at a given “temperature,” if the coupling is indefinite or not known precisely, if the coupling has been on for a long time, and if all the “fast” things have happened and all the “slow” things not, the system is said to be in thermal equilibrium.


For instance, an enclosed gas placed in a heat bath will eventually erode its enclosure; but this erosion is a comparatively slow process, and sometime before the enclosure is appreciably eroded, the gas will be in thermal equilibrium.

Consider two different states of the system that have the same energy, Er = Es. The probabilities of the system being in states r and s are then equal. For if the system is in state r, any extremely small perturbation will cause the system to go into a different state of essentially the same energy, such as s. The  same is true if the system is in state s. Since the system remains in contact with the heat bath for a long time, one would expect states of equal energy to be equally likely. Also, states of different energies would be expected to have different probabilities.

[image: 005]


Fig. 1.1 Energy levels in a system S and a heat bath H.


Because two states of the same energy are equally probable, the probability of a state having energy. E is a function only of the energy; P = P(E).

Now consider a system, S, in equilibrium with a large heat bath, H (see Fig. 1.1). Since experience shows that the behavior of a system in equilibrium is independent of the nature of the heat bath, the bath may be assumed extremely large and its total energy E very great. Also, the possible energy levels of the heat bath may be assumed quasi-continuous.

Let the energy levels of the heat bath be denoted by Hi. These levels are distributed quasi-continuously. Let the energy levels of S be denoted by Ej. Then Hi ≫ Ej for all i, j. The bath plus the system can be thought of as a new system, T, which is also in thermal equilibrium.


T has a definite energy, but as that energy is not fixed exactly (the bath is in contact with the outside world), we can assume that the energy may be anywhere in the range Eo ± Δ. If Δ is sufficiently small, we can assume that the states of the heat bath are equally likely in the range Hi ± Δ. Let η(Hr) be the number of states per unit energy range in the heat bath H around energy Hr.

The probability, P(Er), that S is in a state with energy Er is proportional to the number of ways S can have that energy. In other words, it is proportional to η(Eo—Er)2 A = the number of states of H that allow T to have energy in the range Eo ± A. Then

[image: 006]

Remember that Er ≪ Eo. If it is true that (d/dE) In η(E) = β(E) is almost constant for E in the range under consideration,1 then we can say[image: 007]

so

[image: 008]

Normalization requires that [image: 009] where [image: 010].

The fundamental law has just been shown to be quite plausible. But for those who doubt the constancy of β(E), let us consider some examples.

First, assume that the heat bath consists of N independent harmonic oscillators. The energy of the bath is[image: 011]

where we assume that ni is very large, and we neglect the zero-point energy. How many states are there with energy less than F? If N = 2, we have the situation shown in Fig. 1.2.

For N = 2, the number of states is proportional to the area of the triangle. Clearly the number of states with energy less than F for large F is proportional to FN; so the number of states per unit energy range is η(F) ∝ (d/dF)FN ∝ FN—1.

[image: 012]

[image: 013]

[image: 019]


Fig. 1.2 States with energy less than F for two independent harmonic oscillators.

For N large,[image: 020]

where W = energy per oscillator.

Alternatively, we can go back to the equation[image: 021]

and plug in N directly. We get[image: 022]

as N → ∞ 2


We then get the same value for β as by our previous method.

As a second example, consider the case of a heat bath consisting of N particles in a box.

[image: 023]

Assuming periodic boundary conditions,[image: 024]

   where L is the length of the sides of the box. Then

[image: 025]


Fig. 1.3 Number of states with energy less than F is roughly equal to the area of the circle shown.

[image: 026]

If there were just two η’s, we would calculate β with the help of Fig. 1.3. The number of states with energy less than F is roughly equal to the area of the circle with radius [image: 027]. For N particles, we must use a hypersphere in 3N dimensions, and the number of states with energy less than F is proportional to [image: 028]. It follows that β is roughly constant, and equals [image: 029], where W = energy per particle.

Consider two independent systems SA and SB with energy levels Ai and Bj. The probability of system SA having energy Ai is

[image: 030]

Now place SA and SB in loose contact with each other and consider the combined system ST = SA + SB, with combined energy Tk = Ai + Bj.

[image: 031]

The probability of system ST being such that system SA has energy Ai is

[image: 032]

Similarly,

[image: 033]

We see that if two systems are placed in loose contact with each other, in equilibrium they have the same β. Temperature has a similar property, and in fact, by the way temperature is conventionally defined, β = 1/kT where k is Boltzmann’s constant.3


From the basic principle of statistical mechanics, once[image: 034]

is known, all thermodynamic properties can be found. We define F, the Helmholtz free energy, so that[image: 035]

(1.1)

[image: 036]

(1.2)

[image: 037]

(1.3)

  where

[image: 043]

(1.4)

From Eq. (1.2) it can be seen that

[image: 044]

(1.5)

[image: 045]

(1.6)

[image: 046]

(1.7)

But[image: 047]

(1.8)

since S =—∂F/∂T, U = F + TS.

[image: 048]

(1.9)

To get a clearer idea of the nature of pressure, consider a possible alternative definition. The Hamiltonian operator for the system is dependent on the volume. Set H = Hamiltonian = H(V). We can take as a pressure operator POP = —∂H/∂V.

[image: 049]

Our alternative definition is equivalent to the first one if

[image: 050]

But[image: 051]

where |i‘〉 is the eigenvector of H’ corresponding to |i〉, the ith eigenvector of H. H‘ = H(V’).


H‘ = H + (H’—H); so we can apply first-order perturbation theory to say that 〈i‘| H’ |i‘〉 ≈ 〈i| H |i〉 + 〈i| H’—H|i〉 for H‘—H ≈ 0. Then[image: 052]

Our two definitions are equivalent.

Because H may be a function of the shape of the system, as well as its volume, our definition of pressure might depend on how the volume is changed. In general, for any parameter α, there is a force that can be computed by[image: 053]

and we can write

[image: 054]

A third definition of pressure is

[image: 055]

That this definition is equivalent to the other two may be verified without difficulty from the equation U = F + TS.

The equation S =—(∂F/∂T)V holds only at equilibrium, where F is defined. Away from equilibrium, S always increases with time. To see this, note that time-dependent perturbation theory gives[image: 056]

where |Vnm|2 is the probability per unit time of transition from state n to state m, and |Vnm|2 = |Vmn|2. Then[image: 057]

since

[image: 058]

Then

[image: 059]

But each term in the sum is negative, for the sign of Pn—Pm is opposite to the sign of (In Pm—In Pn). So dS/dt > 0.

Before we start to make calculations, note that if we have a system that is a combination of several independent subsystems, with [image: 060] [image: 061] energies of the subsystems,

[image: 062]

The free energy of the whole system is the sum of the free energies of its noninteracting parts.




1.2 LINEAR HARMONIC OSCILLATORS 

Consider a system of harmonic oscillators in thermal equilibrium. The partition function Q, free energy F, and average energy of the system of oscillators can be found as follows: The oscillators do not interact with each other, but only with the heat bath. Since each oscillator is independent, one can find Fi of the ith oscillator and then[image: 063]

(M oscillators).

[image: 064]

(1.10)

[image: 065]

(1.11)

[image: 066]

(1.12)

[image: 067]

(1.13)


Ui = average energy of a single oscillator in thermal equilibrium

[image: 068]

(1.14)

[image: 069]

(1.15)

[image: 070]

(1.16)

It is customary to define an average ni, ni, according to

[image: 071]

Thus

[image: 072]

Returning to the example on p. 3 we see that for very high temperature (and U) we indeed have[image: 073]

which is independent of U.

Note that the contribution to F of the ith oscillator is negligible if ℏωi ≫ kT (except for the ℏωi/2 term). At low temperatures the high-frequency modes are “frozen out” and do not contribute to the specific heat.




1.3 BLACKBODY RADIATION 

In dealing with blackbody radiation, our point of view will be as follows: In a cavity (blackbody), there are a great number of modes of oscillation. The number of modes per unit volume per frequency bandwidth is given by classical considerations. Each mode, however, behaves as an independent quantum harmonic oscillator, except that the ℏω/2 term is neglected. That is, En = nℏω.

We want to get rid of the hω/2 because it leads to infinite energy when there are an infinite number of modes. A Hamiltonian that eliminates the hω/2 is

[image: 074]

With the above assumptions, we can obtain an expression for the energy per unit volume per unit frequency.

First we will find the number of modes per unit volume per frequency (or wave number).

Assume a gigantic box of dimensions a, b, and c. The demand is made that the waves be periodic at the walls of the box.

[image: 075]

[image: 076]

Because of the periodic boundary condition,

[image: 077]

Let kx = 2π/λx. Then[image: 078]

and similarly

[image: 079]

For each k, there are two possible polarizations. Thus, the number of modes per unit volume with wave number between k and k + dk is

[image: 080]

Now ω = kc where c is the velocity of light. Also, the number of modes is so large that the sum over the modes can be replaced by an integral.[image: 081]

(1.17)

(Remember that the hω/2 term has been omitted.)

From symmetry,

[image: 082]

(1.18)

Let x = ℏω/kbT = ℏkc/kbT. Then

[image: 083]

(1.19)

The preceding results can be summarized and put in a more familiar form by replacing ℏω with hν.

The number of modes/unit volume between k and k + dk is[image: 084]

since k = 2πν/c. The average energy of an oscillator of frequency ν is hν/ehν/kT—1. Thus, the energy per unit volume between ν and ν + dν is

[image: 085]

(1.20)

This is the Planck Radiation Law, and is the same as Eq. (1.18).[image: 086]

is the Stefan Boltzmann Law.


For T very large (kT ≫ hν),

[image: 087]

(1.21)

This is the Rayleigh-Jeans Law.


Let F* = F/V and U* = U/V.[image: 088]

is the heat capacity of a gas of photons in equilibrium with the container.

If an oscillator (or mode) is excited to the Nth level, that is, if E = ℏωiN, one says that there are N photons with energy ℏωi. Since photons are defined as the degree of excitation of a mode, one cannot consider a permutation of photons as a new state. That is, photons are indistinguishable. This point is the basis of quantum statistics and will be dealt with in a later section.




1.4 VIBRATIONS IN A SOLID 

We want to find the specific heat of a solid. However, en route to the specific heats, we will derive important results that will prove useful in many other cases; chief among these results is the calculation of the normal modes of a crystal.

The program will be as follows:1. Consider the solid to be a crystal lattice of atoms, each atom behaving as an harmonic oscillator. These oscillators are, of course, coupled.

2. Find the normal modes of the system. There are as many normal modes as there are degrees of freedom; namely, 3(AN), where (AN) is the number of atoms in the crystal. The modes behave as independent quantum oscillators.

3. Given the modes, calculate F, the free energy.

4. From F, calculate Cv and any other thermodynamic quantities of interest. Once F is found, we can quickly calculate U, the total energy of the system. In the following derivation, we will calculate Cv directly from U without always writing down F first.




Method of Labeling 

Consider a crystal with A atoms per unit cell. For convenience, assume that the unit cell is a rectangular solid of dimensions a, b, c, along three mutually perpendicular axes, x, y, z. Let the origin be at the “center” of a cell. This cell can be denoted by the triplet (0, 0, 0). The cell to its right along the x-axis is denoted by (1, 0, 0), and so on. Thus, any cell can be denoted by a vector N = nxa + nyb + nzc where a = aî, b = bĵ, [image: 089]. If there are A atoms/cell, 3A additional coordinates must be given to locate each atom. Let α denote one of these 3A coordinates.

Call the displacement from equilibrium of the coordinate in the Nth cell Zα,N. (We either consider m = mass equal to 1 or absorb it in Z.)


Zα,N+M is the displacement of an atom in a cell close to N; if, for example, there are two atoms A1, A2 per cell, the displacement of A1 in the x direction is denoted by Z1,N, that of A2 (in same cell) by Z4,N, and that of A1 in an adjacent cell by Z1,N+1. 1 = (1, 0, 0) or (0, 1, 0), or (0, 0, 1).


Normal Modes 

[image: 090]

(1.22)

[image: 091]

(1.23)

Assume that the electrons in the crystal always have time to adjust themselves to the configuration with lowest energy, even when the crystal is vibrating. In this configuration, there is no net force on the nuclei when the Zα,N are zero, so

[image: 092]

The additive constant, V(0), will not affect our answers, so we might as well drop it. Let[image: 093]

a number that depends on the relative positions of the cells of the two atoms, and not on their absolute positions. Note that [image: 094].

Neglecting higher orders, take

[image: 095]

(1.24)

For low temperatures it is not too unreasonable to neglect higher orders, because the separation between atoms is of the order of 1 A and at room temperature the vibrations have amplitude of the order of 0.1 Å. But we should not be too surprised if experiment shows our idealization to be false. In matters such as the one under consideration, the general approach is to make idealizations and then try to find corrections to our assumptions that will give better results.

In order to motivate the procedure that we will use for finding the vibrations of a solid, let us consider the classical problem of vibrations of coupled oscillators. Let the Hamiltonian be[image: 096]

where the q‘i are the coordinates of the amount of displacement from equilibrium, [image: 097] is the momentum, and C’ij = C‘ji are constants. To eliminate the constants Mi, let

[image: 098]

Then we get

[image: 099]

(1.25)

The equations of motion are

[image: 100]

We now break the motion of the system into modes, each of which has its own frequency. The total motion of the system is a sum of the motions of the modes.

Let the αth mode have frequency ωα so that[image: 101]

for the motion of the αth mode, with [image: 102] independent of time. Then

[image: 103]

The classical problem of vibrations of coupled oscillators has just been reduced to the problem of finding the eigenvalues and eigenvectors of the real, symmetric matrix, ∥Cij∥. In order to get the ωα we must solve the equation

[image: 104]

(1.26)

Then the [image: 105] (the eigenvectors) can be found. It is possible to choose the [image: 106] so that

[image: 107]

The general solution for qi is[image: 108]

where the Cα are arbitrary constants. If we take [image: 109], we get [image: 110] [image: 111]. From this it follows that

[image: 112]

Making the change of variables, [image: 113], we get H = Σα Hα, where

[image: 114]

This has the expected solutions [image: 115].

Now suppose we wish to solve the quantum-mechanical problem of coupled oscillators. Again we have[image: 116]

where this time

[image: 117]

Making the same change of variables as before, we get[image: 118]

where

[image: 119]

It follows immediately that the eigenvalues of our original Hamiltonian are [image: 120] . The solution of a quantum-mechanical system of coupled oscillators is trivial once we have solved the equation

[image: 121]

If we have a solid with [image: 122] atoms we must apparently find the eigenvalues of a 1023 by 1023 matrix. But if the solid is a crystal, the problem is enormously simplified. The classical Hamiltonian for a crystal is[image: 123]

and the classical equation of motion is (using [image: 124])

[image: 125]

In a given mode, if one cell of the crystal is vibrating in a certain manner, it is reasonable to expect all cells to vibrate the same way, but with different phases. So we try[image: 126]

where K expresses the relative phase between cells. The eiK·N factor allows for wave motion. We now want to find the dispersion relations, or ω = ω(K).

[image: 127]

Let

[image: 128]

(Note that γαβ(K) is Hermitian. See end of p. 18).

Then ω2aα = Σβ γαβaβ, and we must solve the characteristic equation of a 3A-by-3A matrix:

[image: 129]

(1.27)

The solutions of the characteristic equation are[image: 130]

where r runs from 1 to 3A. The motion for a particular mode can be written[image: 131]

where

[image: 132]

Then the general motion can be described by[image: 133]

where the [image: 134] are arbitrary constants, and η is the total number of unit cells.

 



The factor [image: 135] is inserted to make things look nicer later, but it is not strictly necessary.

Let [image: 136]. Qr(K) describes the motion of a particular mode.

[image: 137]

(1.28)

It follows that[image: 138]

(1.29)

and the Hamiltonian for the system is

[image: 139]

(1.30)

If we consider Qr(K) and its complex conjugate to be independent variables, we get the same equations of motion from

[image: 140]

(1.31)




1.5 SPECIFIC HEAT OF A CRYSTAL 

We now want to find F, so we must sum over all possible modes.

For one mode, [image: 141]. There is a quasi-continuum of K values, and for each K value there are 3A [image: 142]. Assuming the crystal has volume V, and assuming periodic boundary conditions, we have in the range K to K + dK approximately d3K/(2π)3V modes with a given p. Thus,

[image: 143]

(1.32)

∫K is shorthand for

[image: 144]

The reason for the limits—π/a, π/a is as follows: the factor K was introduced in eiK·N. Then [image: 145]; nx, ny, nz are integers. But,

[image: 146]

No new modes are introduced if K ranges beyond the prescribed limits.

We now demonstrate that the specific heat of a crystal determined by our present method agrees with experiment; that is, at high T, Cv = 3R. At low T, Cv → 0 as T3.


We choose to look at U rather than at F. First we note that there is a maximum frequency, ωM. Two adjacent atoms can be no more than 180° out of phase, and thus the minimum wavelength must be of the order of twice the atomic spacing (call it 2a). Thus Kmax ≈ 2π/2a = π/a, and [image: 147].

First, we consider the high-temperature limit. For kT ≫ ℏωM, all modes are excited to approximately the same energy; that is, if there are N atoms,[image: 148]

(1.33)

if N is Avogadro’s number. Cv = 3R for large T. Note that we might as well neglect the zero-point energy, Uo.

For very small values of T (kT « ℏωM), the behavior of Cv can also be approximately determined.

Ignoring the zero-point energy, we see that the contribution to U of the high-frequency modes is very small, because[image: 149]

when hω ≫ kT. We also know that when K is zero, there are three zero-frequency modes arising from translation of the entire crystal. For small K, there should be three very low-frequency modes. To see how those modes vary with K, consider γαβ(K) for low K. Since[image: 150]

where the [image: 151] are real,

[image: 152]

Also, for real (K), [image: 153], so γαβ(K) = γβα(—K), and

[image: 154]

Then, because f is an even function of K,

[image: 155]

Since the characteristic equation must have a solution with ω = 0 for K = 0, f(0, 0) = 0. The characteristic equation becomes[image: 156]

so that, for low ω and |K| we have[image: 157]

where cos αi are the direction cosines of K.

In other words, ω = |K|V, where V is the velocity of sound, which may depend on the direction of K when the eigenvalues of ∂2f/∂KidKj|0 are not all equal. But, for sufficiently low frequency, V does not depend on the frequency. This is the Debye approximation.


For convenience, assume that the three sound velocities are equal; that is, ω = VoK.

[image: 158]

The factor 3 before the integral is there because for each K there are three modes with low ω.

[image: 159]

(1.34)


Kmax can be found by setting the total number of modes equal to 3(AN), where (AN) is the number of atoms in the crystal.

[image: 160]

Then

 



 




KM = (6π2ρ)⅓ where ρ is the number of atoms per unit volume.

Let

[image: 161]

[image: 162]

(1.35)

Here Θ is the Debye temperature. [image: 163]

(1.36)

where [image: 164] as T/Θ → 0.

So Cv is proportional to T3 at low temperatures.

The T3 dependence of the specific heat at low T can be made more plausible as follows: We assume that for ℏωi > kT, the contribution to the energy of the ωi mode is negligible and for ℏωi < kT, the contribution is kT.

The number of modes with wave number less than K is

[image: 165]

At low T, K = ω/V0. Therefore the number of modes with frequency less than ωc is [image: 166]. But ℏωc = kT or ωc = kT/ℏ and n = (number of modes with frequency less than ωc) = [image: 167].

The energy varies as

[image: 168]

And thus Cv is proportional to T3. The numerical factor is, of course, not correct.

If the mode with frequency ωi is excited to the nth level, [image: 169], we say that there are n phonons of frequency ωi and energy hωi in the crystal.


Figure 1.4 shows the general form of the specific heat of a solid as a function of temperature.

 




Example: Assume the unit cell to be a cubic lattice with one atom per cell (Fig. 1.5). Each atom behaves as an harmonic oscillator, with spring constants kA (nearest neighbors), and kB (next-nearest neighbors). This case is fairly simple, and we can simplify the notation: α = 1, 2, 3.

[image: 170]

[image: 171]


Fig. 1.4 Specific Heat of a Solid.

We wish to find the three natural frequencies associated with each K of the crystal. To do this, we must find [image: 172] and then γα,β. In complex coordinates[image: 173]

where

[image: 174]

(1.37)

For example,

[image: 175]

(1.37’)

If we express the displacement of atom N from its normal position as XN, then the potential energy from the distortion of the spring between atoms N and M is

[image: 176]

[image: 177]


Fig. 1.5 Cubic lattice with one atom per cell.


KM = KA for N + M a nearest neighbor to N, KM = KB for N + M a next-nearest neighbor.

In summing over N and M to get the total potential energy we must divide by two, for we count each spring twice. If we use complex coordinates, however, we multiply V by two to get the correct equations of motion.

[image: 178]

(1.38)

[image: 179]

[image: 180]

(1.38’)

Comparing Eqs. (1.37’) and (1.38’), we see that

[image: 181]

(1.39)

Here (MX/|M|)2 = 1 for M = (± 1, 0, 0), [image: 182] for M = (± 1, ± 1, 0) and M = (± 1, 0, ± 1), and zero for the other nearest and next nearest neighbors. So

[image: 183]

In this way, all the [image: 184] can be found. We can then calculate

[image: 185]

We wish to solve det |γα,β|—ω2δα,β| = 0.

For each K, there are three solutions for ω. Thus we obtain 3N values of ω, ω(p)(K).




1.6 THE MÖSSBAUER EFFECT 

If a free, excited nucleus goes to its ground state by emission of a photon, the energy of the photon will be less than the excitation energy because the nucleus recoils. But if the excited nucleus is in a crystal, there is a finite probability that it will emit a photon with the full excitation energy. In other words, there is a finite probability that the state of the crystal after radiation will be the same as the initial state. Similarly, there is a finite probability that the crystal state will be unchanged by absorption of a photon. This effect, called the Mössbauer effect, can be discussed in terms of modes of oscillation of a crystal. For example,  suppose the temperature is absolute zero. Then the crystal must be in its vibrational ground state before emission of a photon. We will find an expression for the probability that the crystal is in its ground state after emission.

Let R be the position of the excited atom, and let P be the momentum of the emitted photon. We will assume, without proof, that the amplitude for the crystal being in a given final state is

[image: 186]

Furthermore, we will consider only the vibrational states of the crystal, and will neglect any effect due to the fact that the nucleus changes state.

Let the Mth atom be the one that emits the photon; let R0,M be its mean position, and let ZM be its displacement from that position.

[image: 187]

We can take the origin of our coordinate system at the mean position of the excited atom. Then R0,M = 0.

A single one-dimensional harmonic oscillator in the ground state is described by the wave function[image: 188]

where Q is the position measured in units such that the mass can be set equal to unity. The wave function of a crystal in its ground state is a product of the wave functions for each mode of vibration.

[image: 189]

We wish to calculate:[image: 190]

(1.40)

where F is the probability that the crystal will remain in its ground state and C is a constant independent of P. As P → 0, F must tend to unity. So, if we can get a formula for F without the correct constant in front of it, the constant can be determined easily. We will ignore such factors as “A” and “(ω/πℏ)¼.”

We take Zα,M = Zα,0 as the displacement of the nucleus that emits the photon. For simplicity, assume the momentum of the photon is in the α direction. Then we wish to compute

[image: 191]

But[image: 192]

so

[image: 193]

Notice that

[image: 194]

So we can write

[image: 195]

Because F = 1 at P = 0, we can write

[image: 196]

(1.41)

The value of F can also be found for nonzero temperature. If “i” is the number describing the state of the crystal, we must compute[image: 197]

and then[image: 198]

where |n〉 denotes the nth state of a single one-dimensional harmonic oscillator with frequency ω(r)(K). As η is very large, we can write

[image: 199]

As before, we get for our answer

[image: 200]

(1.41)




1.7 QUANTUM STATISTICS FOR A MANY-PARTICLE SYSTEM 

Consider a system of N identical particles, and assume that there is no interaction among them. Any two configurations of the system that differ only by an interchange of two or more identical particles are regarded as one and the same state. Thus the state of the system is determined by giving the number of particles na with energy εa.

Our problem is to calculate the partition function Q with the condition Σna = constant. The values admitted for every na may bea. na = 0, 1, 2, 3, 4, ... Bose-Einstein case

b. na = 0, 1 Fermi-Dirac case



Bose-Einstein statistics must be used for particles with integral spin (for example, He4) and Fermi-Dirac statistics for particles with half-integral spin (such as, electrons). For Bose particles, any number of particles may occupy a given state. For Fermi particles, however, there can only be one particle at most in each state (Pauli exclusion principle).

A state of the system is described by the set of numbers na, which can take on any set of values allowed both by the statistics and by the condition Σa na = N.

[image: 201]

(1.42)

If there were no restriction on the number of particles, we could write[image: 202]

(1.43)

and we would have in the Bose-Einstein case

[image: 203]

In the Fermi-Dirac case we would have

[image: 204]

Unfortunately, Eq. (1.43) is incorrect, because we have an auxiliary condition that Σana = N = constant. With this auxiliary condition, the problem of finding Q becomes much more difficult. It is possible, however, to get around the restriction by considering the system of particles to be a box connected to a large reservoir of particles (Fig. 1.6), and by assuming that it is possible for particles to pass to and from the reservoir.

We further assume that the statistical mechanics of the total system acts as if it took energy μ to remove a particle from the box to the reservoir. μ can be adjusted by, say, a voltage regulator. In the case of electrons in a metal, for example, μ is the work function of the metal. In general, increasing μ will increase the expected number, 〈N〉, of particles in the box. If we can find 〈N〉 as[image: 205]


Fig. 1.6 System of particles considered as a box connected to a large reservoir.

 a function of μ, we can in principle select μ so that any desired number of particles are in the box.

For a given μ, the energy levels of a particle in the box become εa—μ, rather than εa.

By the key principle of statistical mechanics (as applied to the box), the probability of the gas having energy E = Σa na(εa—μ) is proportional to e—βE.

[image: 206]

(1.44)

The summation can be made without restriction. We will now show how μ is determined by N and how thermodynamic quantities depend on Q(μ) or g ≡ -1/β ln Q(μ).

[image: 207]

(1.45)

Let N = Σana.

[image: 208]

(1.46)

But

[image: 209]

(1.47)

This equation gives 〈N〉 = 〈N(μ). Inverting it gives μ as a function of 〈N〉.4 Similarly, let 〈na〉 be the average value of na for a given μ (or a given 〈N〉). Then 〈na〉 = ∂g/∂fa and 〈N〉 = Σa 〈na〉.

For the purpose of computing the probability of a state, we assumed that the system acts as if it had energy E = Σa na(εa—μ). But the μ was inserted only in order to provide for the weighting factor that accounts for different probabilities of different numbers of particles in the system. For such purposes   as computing the pressure, we do not consider μ to be part of the energy of the system.[image: 211]

(1.48)

[image: 212]

μ can be treated as a variable or as a function of V and 〈N〉. If we treat it as an independent variable, so that g = g(V,μ), we get

[image: 213]

If we treat μ (and g) as functions of V and 〈N〉, that is, with g = g[V, μ(V, 〈N〉)], then[image: 214]

is easily shown. Also,

[image: 215]

If F = F(V, 〈N〉) = g(V, μ(V, 〈N〉)) + 〈N〉μ(V, 〈N〉), then[image: 216]

[image: 217]

where

[image: 218]

It is easily shown that

[image: 219]

In summary:

[image: 220]

(1.49)

[image: 221]

(1.50)

[image: 222]

(1.51)

[image: 223]

(1.52)

[image: 224]

(1.53)

[image: 225]

(1.54)

Soon we will be able to find g for an ideal Bose gas, and then for an ideal Fermi gas. But first we must evaluate some integrals.




1.8 EVALUATION OF INTEGRALS 

We will soon be dealing with integrals of the form [image: 226] and [image: 227] [image: 228]. Let us pause for a second to calculate these integrals:[image: 229]

[image: 230]

(1.55)

[image: 231]

(1.56)

[image: 232]

(1.57)

[image: 233]

(1.58)

[image: 234]

(1.59)

[image: 235]

(1.60)

and so forth.




1.9 THE IDEAL BOSE-EINSTEIN GAS 

From Eq. (1.45) we have

[image: 236]

(1.61)

For a Bose-Einstein gas, na = 0, 1, 2, ...

[image: 237]

(1.62)

[image: 238]

(1.63)

[image: 239]

(1.64)

Consider a particle contained in a box but otherwise free. The number of modes in the box with momentum in the three-dimensional region d3p is s(d3k/(2π)3)V, where V = volume and s is the number of possible spin states (e.g., s = 3 for spin 1 when the rest mass does not vanish; s = 2 for spin 1 when the rest mass vanishes, as for photons). The energy is

[image: 240]

Here we have approximated the discrete set of modes by a continuum (which is the case for a completely free particle). The sum for g can then be replaced by an integration:

[image: 241]

(1.65)

[image: 242]

(1.66)

For computational purposes, set α = eβμ and x2 = βp2/2m. Then p2 = 2mx2/β and dp = (2m/β)½ dx.[image: 243]

(1.67)

where we have used [image: 244], from Eq. (1.58). Letting[image: 245]

we obtain finally

[image: 246]

(1.68)

Thus, given p, we can find α = eβμ (in principle) by solving the equation

[image: 247]

For the total energy of the system we have

[image: 248]

(1.69)

For very low p, high T, or both, ρ/T3/2 is very small; then ζ3/2(α) is very small, and thus α is very small. In this case ζ3/2(α) ≈ a, ζ5/2(α) ≈ α, so that[image: 249]

and U/V ≈ (3/2)kTρ. This condition therefore represents the classical limit.

Now let us look at the other limit. As T becomes lower and lower, with p fixed, ζ3/2(α) becomes larger and α approaches 1. For α > 1, ζ diverges.

[image: 250]

[image: 251]

The temperature Tc at which α = 1 is called the critical temperature for Bose-Einstein condensation.

[image: 252]

(1.70)

[image: 253]

(1.71)

The question arises: Why does our analysis break down at Tc? The answer is that for such low temperatures (T < Tc), we cannot replace the sum, Eq. (1.64), by the integral, Eq. (1.65).
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