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To Michael and Evalyn McCarthy,  
for making me curious











We’re always looking for new physics;
 new behavior that has never been seen
 before. Once we find it, of course, we
 start to daydream.


— MARC KASTNER














JULY 4TH, 2100
PROGRAMMABLE MATTER: A RETROSPECTIVE


THE FLICK OF A SWITCH: a wall becomes a window becomes a hologram generator. Any chair becomes a hypercomputer, any rooftop a power or waste treatment plant. We scarcely notice; programmable matter pervades our homes, our workplaces, our vehicles and environments. There isn’t a city on Earth—or Mars, for that matter—that isn’t clothed in the stuff from head to toe. But though we rarely stop to consider it, the bones of these cities—their streets, their sewers, the hearts of their telecom networks—were laid out during a time when the properties of matter were dictated exclusively by Mother Nature.


Just imagine: if specific mechanical or electrical properties were desired, one first had to hire miners to extract appropriate elements from the Earth, then chemists and metallurgists to mix precise proportions under precise conditions, then artisans to craft the resulting materials into components, and assemble the components into products that could then be transported to the location of desired use. The inconvenience must have been staggering.


In the twenty-second century, of course, any competent designer will simply define the shape and properties she requires—including “unnatural” traits like superreflectance, refraction matching (invisibility), and electromagnetically reinforced atomic bonds—and then distribute the configuration file to any interested users. But prior to the invention of wellstone— the earliest form of programmable matter—this would have sounded like pure fantasy. With that in mind, we’ll look back on the invention upon which, arguably, our entire modern civilization rests.


Consider silicon, whose oxide is the primary component of rock—literally the commonest material on Earth. Humans had been making hammers and axes and millstones out of it for millions of years, but as it happens, silicon is also a semiconductor—a material capable of conducting electrons only within a narrow energy band.


While silicon was invaluable in the development of twentieth-century digital electronics, its “killer app” eventually proved to be as a storage medium for electrons. When layered in particular ways, doped silica can trap conduction electrons in a membrane so thin that, from one face to the other, their behavior as tiny quantum wave packets takes precedence over their behavior as particles. This structure is called a “quantum well.” From there, confining the electrons along a second dimension produces a “quantum wire,” and finally, with three dimensions, a “quantum dot.”


The unique trait of a quantum dot, as opposed to any other electronic component, is that the electrons trapped in it will arrange themselves as though they were part of an atom, even though there’s no atomic nucleus for them to surround. Which atom they emulate depends on the number of electrons and the exact geometry of the wells that confine them, and in fact where a normal atom is spherical, such “designer atoms” can be fashioned into cubes or tetrahedrons or any other shape, and filled with vastly more electrons than any real nucleus could support, to produce “atoms” with properties that simply don’t occur in nature.


Significantly, the quantum dots needn’t be part of the physical structure of the semiconductor; they can be maintained just beneath the surface through a careful balancing of electrical charges. In fact, this is the preferred method, since it permits the dots’ characteristics to be adjusted without any physical modification of the substrate.


Who “invented” wellstone remains a matter of confusion and debate; similar work was being performed in parallel, in laboratories all over the world. But regardless of where the idea originated, the concept itself is deceptively simple: a lattice of crystalline silicon, superfine threads much thinner than a human hair, crisscrossing to form a translucent structure with roughly the density of polyethylene. Wellstone behaves fundamentally as a semiconductor, except that with the application of electrical currents, its structure can be filled with “atoms” of any desired species, producing a virtual substance with the mass of diffuse silicon, but with the chemical, physical, and electrical properties of some new, hybrid material.


Wellstone iron, for example, is weaker than its natural counterpart, less conductive and ferromagnetic, basically less iron-like, and if you bash it over and over with a golf club it will gradually lose any resemblance to iron, reverting instead to shattered silicon and empty space. On the other hand, it’s feather-light, wholly rustproof, and changeable at the flick of a bit into zinc, rubidium, or even otherwise-impossible substances like impervium, the toughest superreflector known.


Of the changes wrought by programmable matter in the past one hundred years, not all have been universally welcomed. In the grand Promethean tradition, wellstone places the power of creation and destruction squarely in human hands. Many have argued that far from making us strong, this power fosters a quiet corruption of spirit. Still, the fable of the three little pigs holds true: not even the Luddites among us build their houses of straw or sticks when impervium is a free download.
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1
Clarke’s Law and the Need for Magic




O Nature, and O soul of man! how far beyond all utterance are your linked analogies! Not the smallest atom stirs or lives on matter, but has its cunning duplicate in mind.


—Herman Melville, Moby Dick (1851)





THE HARDEST THING YOU CAN ASK THEM  is how old they are. The question seems to rock them back, to give them pause. “I guess I’m 38,” one of them tells me uncertainly. “I must be 54,” another answers, after even longer deliberation. It’s not that these men are slow, it’s that they’re physicists. And they’re involved in a research area as promising as it is new and strange, so if they seem a little distracted, well, c’est la vie. Despite a cautious modesty so deeply ingrained that it might well be genetic, they also project an air of barely contained excitement. They’re building a magical future, and they know it.


Through the entirety of human history, from the moment the first stone was picked up and hurled at an attacking predator, our lives have been shaped and focused and empowered by our technology. Nature would have us naked and unprotected, scrabbling in the dirt for sustenance; we prefer to be clothed and warm, well nourished, and equipped with a variety of tools to shape and interact with the environment around us. Initially these tools were found objects: sticks and stones. Later, we began to shape them for specific purposes, and then to connect them in intricate ways. We progressed from tools—static pieces of specialized matter—to machines, which are tools that can change their shape, and convert energy from one form to another. Matter that works, so you don’t have to. Soon, we were experimenting with abacuses, and with animated models of the heavens known as “orreries.” These led directly to mechanical calculating machines, and eventually to designs for general-purpose computers—matter that thinks. This idea no longer shocks us—we’ve lived with computers for too long—but there is nothing natural about it.


Technology is literally the study of technique, but by the twentieth century it had become possible to study technology itself—the changes and directions and underlying motivations of the invented world, and the possibilities that might soon arise. The literature of science fiction took note of these observations, and, indeed, in his 1962 collection Profiles of the Future, writer and visionary Sir Arthur C. Clarke formalized three “laws” of technological development:







	First Law: “When a distinguished but elderly scientist states that something is possible, he is almost certainly right. When he states that something is impossible, he is very probably wrong.”


	Second Law: “The only way of discovering the limits of the possible is to venture a little way past them into the impossible.”


	Third Law: “Any sufficiently advanced technology is indistinguishable from magic.”





The first two laws are largely forgotten, and the third, commonly known as “Clarke’s Law,” was actually stated less succinctly in the 1940s, based on a similar comment made by the alchemist Roger Bacon some 700 years prior, when he wrote of crude eyeglasses and telescopes and microscopes and described them as a “natural magic.” What Bacon observed, and Clarke formalized, is that the ultimate aim of technology is simple wish fulfillment.


“Magic” has been technology’s partner from the very beginning—a similar attempt to grasp and shape the forces of the world. Any anthropologist will tell you that magic is a rational belief based on sound principles of analogy and empiricism. Unfortunately, it has been far less successful than its partner. We yearn for it, write poems about it, but find no hard evidence for it in our world. The magic we examine turns out to be coincidence or natural processes, or outright trickery. But here is the corollary of Clarke’s Law: that trickery is also a technology, and one that fulfills a definite human need. We use the levers and pulleys of technology to shape our world, but what we really want is a world that obeys our spoken commands and reconfigures itself to our unvoiced wishes. What we really want—what we’ve always wanted—is magic.


The future is where these two notions converge. If matter can work and think, can it also be made to obey, at some fundamental, nearmagical level? The answer I will give here is not a simple yes or no, but a survey of a class of electronic components called “quantum dots” and their possible application to the fields of computing and materials science.


This is not a book about “nanotechnology” in any of its popular incarnations. Nor will I spend much time discussing the nearer-term technology of microelectromechanical systems, or MEMS, which has already found its way into some applications. The future almost certainly holds myriad uses for both of these, but by the time they find their way into the real world, they may wind up looking less magical than a humble television screen, which after all can change its appearance instantly and completely. But there may be a truly programmable substance in our future that is capable of changing its apparent physical and chemical properties as easily as a TV screen changes color. Call it programmable matter.






A Matter of Scale


Before we begin, it’s helpful to clarify the issue of scale. Virtually everyone is familiar with the millimeter (mm), a unit of length equal to one tenth of a centimeter or 0.03937 inches. This is the smallest of the everyday units that nonscientists use in normal life. People in the medical and electronics professions may be almost as familiar with the much smaller micron or micrometer (ìm), which represents one thousandth of a millimeter—the primary unit for measuring microscopic things, whether living or non-. Only a handful of professionals (mainly chemists and physicists) are interested in the nanometer (nm), which is one thousandth of a micron or one millionth of a millimeter. This is the scale of molecules, and it is generally invisible to us even with optical microscopes. There are still smaller units, such as the Angstrom (0.1 nm), picometer (0.001 nm), and Planck length (1.610–26 nm), but for the purposes of this book, these are awkward and will be avoided. Similarly, since the objects and devices we’ll be considering are mainly microscopic, the millimeter is a bloated unit for anything other than occasional reference. For the next seven chapters, we’ll be dealing heavily in microns and especially nanometers, so Table 1.1 is provided to show how familiar objects stack up against these measurements. If you get confused later on in the book, checking back here may help.


In the microscopic realm, scale is of critical importance. On the macroscale—the familiar world of meters and millimeters and kilometers— the laws of physics are essentially the same regardless of how big or small an object is. Gravity and electromagnetism have the same effect on stars and planets as they do on pebbles and sand grains. This rule holds true in the upper reaches of the microscopic realm as well: red blood cells (about 10 ìm across) can be modeled quite well with the equations of classical dynamics and fluid mechanics.


At the nanoscale, where we find very tiny, very simple objects like the water molecule (about 0.3 nm across at its widest), these rules barely apply at all. Instead, the behavior of particles is governed by quantum mechanics, that elusive and slippery physics pioneered in the time of Einstein. Quantum mechanics is almost completely counterintuitive; your “gut feel” about how a particle should behave is virtually useless for predicting what it will actually do. This is because on the nanoscale, what we call “particles” are really “probability waves”—regions where a particle-like phenomenon is more or less likely to occur. Probability waves can do “impossible” things like leaping across an impenetrable barrier, or existing in many places at the same time, or apparently predicting the future, or being influenced by distant events much faster than the speed of light should allow.


TABLE 1.1 THE SIZES OF THINGS









 	Item

 	

 	Size

 	

 






 	Smallest Ant

 	2 mm

 	2,000 um

 	2,000,000 nm

 






 	Largest Protozoan

 	0.75 mm

 	750 um

 	750,000 nm

 






 	Dust Mite

 	0.25 mm

 	250 um

 	250,000 nm

 






 	Human Hair (Diam.)

 	0.1 mm

 	100 um

 	100,000 nm

 






 	Talcum Grain

 	0.01 mm

 	10 um

 	10,000 nm

 






 	Red Blood Cell

 	0.008 mm

 	8 um

 	8,000 nm

 

 






 	
E. coli Bacterium

 	1.000 nm

 	1 um
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 	Smallest Bacterium

 	0.0002 mm

 	0.2 um

 

 






 	Influenza Virus

 	0.0001 mm

 	0.1 um

 

 






 	Cellular Membrane

 	0.00001 mm

 	0.01 um

 

 






 	C60 “Buckyball”

 	1.0 x 10-6 mm

 	0.001 um

 

 






 	Francium Atom

 	5.0 x 10-7 mm

 	0.0005 um

 	0.5 nm

 






 	Oxygen Atom

 	1.3 x 10-7 mm

 	0.00013 um

 	0.13 nm

 






 	Hydrogen Atom

 	6.0 x 10-8 mm

 	0.00006 um

 	0.06 nm

 

















But this intuitive mess is at least orderly in a mathematical sense, and is well described by the “quantum field theory” of the early and middle twentieth century. Small molecules possess a high degree of symmetry and a relatively small number of constituent particles (or waves). As a result, their behavior under various circumstances can be predicted with great accuracy, even though it makes no apparent sense to us as human beings.


So the microscale of the red blood cell is a very different place from the nanoscale of the water molecule. The mathematics that describe them are completely different. But these two scales are separated by three orders of magnitude (i.e., by a factor of 1,000) in size, and between them lies a mysterious realm called the mesoscale (from the Greek “mesos,” or middle), where neither set of theories is accurate. The equations of quantum field theory become exponentially more complicated as the number and size of particles increase–especially because random voids and impurities creep in, disrupting the quantum waveforms in unpredictable ways. So while quantum theory is highly accurate, its predictions tend to be almost worthless on the mesoscale.


Similarly, the classical “laws of physics” are really just statistical observations—the averaged behavior of large groups of atoms. But these averages, like any statistics, lose their validity as the sample size decreases. There is no “average particle,” just as there’s no “average human being” or “average hockey game.” Objects much smaller than a micron in size start to behave in some very non-Newtonian ways, as the nonaverage behavior of individual particles increasingly stands out.


So if mesoscale physics are neither classical nor quantum, we clearly need some entirely new set of theories to describe them. This will be an important frontier for physics and chemistry as the twenty-first century unfolds. Meanwhile, our shrinking electronics technology is creeping down into the mesoscale whether we’re ready or not, and our increasingly large and sophisticated designer molecules are unfortunately creeping up into the same realm from the other direction. Experimentation on the mesoscale—to give us at least some marginal information about where we’re headed—has been a hotbed of activity since the late 1980s.


The study of mesoscale effects is an important aspect of “condensed matter physics,” which Britannica defines as “the study of the thermal, elastic, electrical, magnetic, and optical properties of solid and liquid substances.” It is here in this scientific hinterland that we find Drs. Marc Kastner, Moungi Bawendi, Charles Marcus, and Raymond Ashoori. Their specialty: mesoscopic semiconductor structures with bizarre new properties.


Some of their early discoveries are quite astonishing.






















2
 Standing Waves




Already we know the varieties of atoms; we are beginning to know the forces that bind them together; soon we shall be doing this in a way to suit our own purposes. The result—not so very distant—will probably be the passing of the age of metals. . . . Instead we should have a world of fabric materials, light and elastic, strong only for the purposes for which they are being used.


—John Bernal, “The World, the Flesh,
 and the Devil” (speech, 1929)





BOSTON IS A CHALLENGING CITY to get around in even if you have a good map, a good sense of direction, and a mile-wide destination right on the banks of the Charles River. One wrong turn, and you’re lost among narrow one-way streets that are hundreds of years older than the automobile. From hilltops and between buildings you may glimpse the bridges that lead across into Cambridge, though never via the road you’re actually on. You may even see MIT itself—it’s an imposing collection of cement and sandstone edifices, giant columns, and very tall buildings for a university. Of course, there are five other college campuses in the immediate area, plus hospitals and museums and government centers to confuse the unwary. Also identical parking garages that will happily charge you $20 for an afternoon.


But rest assured, you’ll get there. MIT is as ugly as it is hard to reach, and it sticks up out of the city like a bouquet of sore thumbs. Universities are quirky by nature, but here quirkiness seems to be a point of pride; the scale of the place, while impressive, dictates that it can’t really be imaged or photographed except possibly from the air. The buildings are too large, too close together, too close to other things to fit in a camera lens, and anyway every square and courtyard boasts a big, ugly, nonrepresentational sculpture that seems calculated to repel photographs. Most quirkily, what appear on the map as separate buildings are in fact all connected like a giant Victorian shopping mall, through a gloomy central passage known as the “Infinite Corridor.” The occasional south-facing window, looking out across the river at the towers of Boston, half a mile and a few dozen IQ points away, provides the only real connection with the world as most people know it. By American standards this place is old—everywhere you find doorknobs worn smooth, staircases bowed like grain chutes, stone benches so old they sag in the middle, flowing over centuries like benchshaped sculptures of molasses.


The decor is schizophrenic as well: here a row of old classrooms, there a carved monument to the university’s war dead. The bulletin boards are adorned with notices of various kinds: some political, some artistic, some related purely to student life. Many of them are ads from and for extremely specialized technical journals, conferences, and job postings. Now we pass through a set of double doors, up a few flights of well-hidden stairs, and into a red-painted hallway lined with pressure tanks and cryogenic dewars and other heavy and vaguely dangerouslooking equipment. Suddenly there are a lot of warning signs:




DANGER: Laser
 

WARNING: High Magnetic Field
 

WARNING: Potential Asphyxiant. May cause severe frostbite.
 

Wear Eye Protection




And my personal favorite,


CAUTION: Designated area for use of particularly hazardous chemicals. May include select carcinogens, reproductive toxins, and substances with a high degree of acute or chronic toxicity. Authorized personnel only.




Interestingly, that notice is dated 1990, and curls up noticeably at its yellowed corners.


We are, to put it mildly, not in Kansas anymore. We’ve entered the Center for Materials Science and Engineering, a fey landscape whose residents would be appalled to describe it as “magical.” The drinking fountains don’t work, for one thing. Nonetheless, the air virtually crackles with subdued excitement. Passersby hurry along, animated with arcane knowledge. An enormous amount of science goes on in this building alone, and even a cursory inspection of the jokes and comics, the charts and viewgraphs and magazine articles taped to the walls will let you know, sure enough, that the future is being invented here. Where else? This is MIT, dude—the present was invented here thirty years ago.


Marc A. Kastner, Ph.D., is the head of the university’s physics department—which is kind of like being the head of the “Boats and Sailors” department of the U.S. Navy. He’s a short, wavy-haired man, with a mustache and glasses and a perfectly innocent demeanor. He’s old enough to be the father of most of his students, but still seems rather young and rather mild to be in such a responsible position. It’s difficult to imagine him chewing anyone out. He’s been here at MIT since 1973, so people may simply be afraid to refuse his bidding. He seems like a chap who knows where the bodies are buried.


“I started working with nanostructures around 1978,” he tells me, almost as soon as we’ve sat down. He is full of words, and they bubble over at the slightest provocation. “They raised such interesting physics questions. We were trying to make one-dimensional FETs [a type of transistor], and discovered quantum dots by accident. Our team was the first to add a gate to a quantum dot instead of just two electrodes. We made the first semiconductor single-electron transistors as well—previously, they’d always been made of metal.”


His words could not be described as boastful—in fact, Kastner barely seems to appear as a character in his own story. It’s the work itself that possesses him. Nor is the discussion aimed above my head; Kastner is, among other things, a teacher. He knows how to simplify and clarify a complex subject. But we’ve corresponded before this visit, so he has a pretty good idea how much I know, and how much information he can safely dump on me without provoking an allergic reaction. I open my notebook and begin scribbling.


Solid-state physics, more properly known today as condensed matter physics, is a rich and detailed subject that is mostly outside the scope of this book. Still, to understand Kastner’s narrative and its implications for the field of materials science, certain narrow slices of physics should first be understood. If you’re already familiar with these, then the next few pages can serve as a quick refresher. If not, then treat it as a compressed and somewhat oversimplified introductory lesson, requiring only a high-school familiarity with atoms, electrons, and the flow of electricity. Either way, you’ll be through it quickly and (I hope) painlessly, and on to the juicier details of programmable matter.






Semiconductors and Quantum Wells


Most materials are either conductors, which permit the free flow of electrons, or insulators, which resist it. Semiconductors are insulators that are capable of conducting electrons within a certain narrow energy band— a useful trick that makes integrated circuits and other electronics possible. The most familiar semiconductor is silicon, which is used to make the vast majority of microchips found in today’s consumer and industrial electronics. Silicon is literally dirt cheap. Its native oxide, SiO2, is the main component of sand and rocks. When melted, purified, and hardened into sheets, silicon dioxide also serves as one of our favorite insulators and building materials: glass. Unlike most other semiconductors, silicon is also nontoxic.
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FIGURE 2.1 ENERGY LEVELS OF A METAL AND A SEMICONDUCTOR


In a metal, many electrons rest naturally in the conduction band and can be pushed to neighboring atoms with only a tiny addition of thermal or electrical energy. In a semiconductor, enough energy must first be added to excite the electron out of the valence band and across the band gap. Thus, semiconductors require much higher voltages and temperatures in order to conduct electricity.




The electrical properties of a semiconductor like silicon are of course fixed by the laws of physics. Atoms hold electrons in “shells,” which increase in size, capacity, and potential energy the further they are from the nucleus. You can think of shells as layers in which electrons can exist. “Valence” electrons are found in full (or nearly full) shells, where there are few empty spaces for electrons to move through. These electrons tend to stay at home, so their levels exhibit a large electrical resistance, and do not permit electricity to flow. “Conduction” electrons are found in shells that are more than half-empty. These shells have lots of open space, so electrons are free to travel through them. Conduction electrons thus move easily from one atom to another. Between these layers is a “band gap” of forbidden energies. Here, there are no electrons at all, ever. (See Figure 2.1.)


Electrons below the band gap of a semiconductor behave as though they were in an insulator, with nearly infinite electrical resistance, while electrons above the band gap behave as though they were in a conductor. They flow fairly easily, and can be used to move energy and information around.


The difference between a metal and an insulator is that the outermost electron shell of a metal is more than half-empty. It has lots of conduction electrons. An insulating material, such as sulfur, has an outer shell that is almost completely filled. All its electrons are valence electrons— homebodies that don’t like to travel. Semiconductors are the fence-sitters. With outer shells that are approximately half-filled, they carry valence electrons that, with the input of energy, can jump to a higher level where they find lots of open space to travel through.


The amount of energy needed to trigger this jump is a property unique to each semiconductor. Interestingly, though, it can be adjusted through a process known as “doping,” in which very small and very precise amounts of another material are scattered throughout the semiconductor’s crystal lattice.


A material like silicon, when doped with electron “donor” atoms such as phosphorus, becomes an “N” or negative-type semiconductor, which contains one excess electron for every atom of dopant. Often, this doping is controlled almost to the level of individual atoms, and typically about one dopant atom is added per million atoms of substrate. It doesn’t sound like much, but this tiny impurity can wreak large changes in the semiconductor’s behavior such that, for example, roomtemperature electrons have a good chance of jumping up into the conduction band when a voltage is applied. Since they have fewer free electrons than metals do, N-type semiconductors do not conduct electricity as well as metals. But they do conduct it more easily than unaltered semiconductors.


Doping with electron “borrower” atoms like aluminum produces a “P” or positive material, which conducts “holes,” or spaces where an electron isn’t. Electron holes can be manipulated and moved around as though they were positively charged particles. The analogy is that little puzzle where you slide the squares around to unscramble a picture or a sequence of numbers—you rearrange the puzzle by moving the hole where you want it. Anyway, with “P”-type silicon you get one extra hole per atom of dopant, meaning that a small, precise number of excess electrons can be absorbed by the material, so their free flow is sharply inhibited.


This may sound rather abstract, but it’s a trillion-dollar factoid: a “P” layer placed next to an “N” layer creates a structure known as a “P-N junction,” which is a kind of electrical valve or gate that permits electrons to flow easily in one direction but not the other. This effect is critical in electronic components such as diodes, LEDs, rectifiers, and transistors. In fact, the latter half of the twentieth century was built almost entirely on P-N junctions; without them, we would not have the compact computers and communication devices that made all the other advances possible.


Since the late 1980s, another application for P-N junctions has been discovered that may, in the end, prove even more revolutionary. When an N layer is sandwiched between two Ps, a kind of “trap” is created that attracts electrons into the middle layer and doesn’t let them out. This is a useful trait all by itself, and it leads to a couple of exotic variants on the standard N-P-N transistor. But if the N layer is really thin—about 10 nanometers or 0.000001 millimeters or 50 atoms high—something weird starts to happen: the size of the trap approaches a quantum-mechanical limit, the de Broglie wavelength of a room-temperature electron.


The uneasy science of quantum mechanics, developed in the first half of the twentieth century, tells us that subatomic particles like the electron aren’t particles at all but probability waves, regions of space where a particle-like phenomenon may or may not be found. At larger scales—even at the level of microns—the difference is moot, but on the atomic level it becomes critical. Waves travel and interact in ways very different from particles; it’s the difference between a feather pillow and an iron bead.


What happens to a P-N-P junction on this scale is critical and fascinating: along the vertical axis of the trap, the excess electrons no longer have room to move and propagate in the Newtonian way. Their positions and velocities take on an uncertain, probabilistic nature. They become waves rather than particles. (See Figure 2.2.)
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FIGURE 2.2 P-N-P JUNCTION


When a P-N-P junction is thin enough to force wave-like behavior along its vertical dimension, it becomes a “quantum well” that traps electrons in the N layer. At the upper P-N interface, it also brings together large numbers of electrons and “holes” at very precise energies, producing photons at a characteristic wavelength.






Such devices, known as “quantum wells,” are easy and cheap to produce. And when voltages are placed across them, they bring large numbers of electrons and electron holes together at fixed energies, and thus have the interesting property of producing photons of very precise wavelength. This means they can be used to make laser beams, including “surface emitting” lasers that can be fashioned directly onto the surface of a microchip. Quantum wells find practical use in optical computers, fiber-optic networks, and those cute little $7 laser pointers you can buy for your keychain.


These wells can be, and for a variety of reasons often are, made from semiconductors other than silicon. (Silicon lasers would be extremely inefficient compared to their gallium arsenide or GaAs equivalents.) Still, the principles are the same either way, and for the sake of simplicity I’ll continue to use silicon as a discussion example, with the understanding that more unusual and complicated materials may in fact be the norm for these applications. The important thing to focus on is the electrons themselves.


Now let’s talk dimensions: for our purposes, a quantum well has too many of them. It confines electrons in a two-dimensional layer, like the meat inside a sandwich. But if the meat and the top bread layer are sliced away on two sides, leaving a narrow stripe of P-N sandwich on top of a sheet of P bread, the electrons take on wave-like behavior along an additional axis. This structure, called a “quantum wire,” is used to produce very intense laser beams that can be switched on and off much more rapidly than quantum well lasers can—up to 40 gigahertz (GHz), or 40 billion times per second, and soon perhaps up to 160 GHz. (See Figure 2.3.) Quantum wires can also be used as optical fibers, as precision waveguides to steer high-frequency electromagnetic signals around in a circuit, and of course as actual wires.


But quantum wires, like quantum wells, are of interest to us here only as a stepping stone. They lead us to a final step: etching away the sides of the stripe to leave a tiny square of meat and bread atop the lower slice, to produce a “quantum dot” that confines the electrons in all three dimensions. (See Figure 2.4.) Unable to flow, unable to move as particles or even to hold a well-defined position, the trapped electrons must instead behave as de Broglie standing waves, or probability density functions, or strangely shaped clouds of diffuse electric charge. “Strangely shaped” because, even as waves, the negatively charged electrons will repel each other and attempt to get as far apart as their energies and geometries permit.


If this sounds familiar, it’s because there’s another, more ordinary place where electrons behave this way: in atoms. Electrons which are part of an atom, will arrange themselves into “orbitals,” which constrain and define their positions around the positively charged nucleus. These orbitals, and the electrons that partially or completely fill them, are what determine the physical and chemical properties of an atom—that is, how it is affected by electric and magnetic fields, and also what other sorts of atoms it can react with, and how strongly.
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FIGURE 2.3 QUANTUM WIRE
 

A quantum wire confines wave-like electrons in two dimensions but allows them to propagate along the third (long) axis in a particle-like manner.
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FIGURE 2.4 QUANTUM DOT


A quantum dot confines electrons in all three dimensions, forcing them to behave as standing waves. Their structure thus resembles the electron clouds or “orbitals” of an atom.






This point bears repeating: the electrons trapped in a quantum dot will arrange themselves as though they were part of an atom, even though there’s no atomic nucleus for them to surround. Which atom they resemble depends on the number of excess electrons trapped inside the dot. Amazing, right? If you’re not amazed, go back and read the last four paragraphs again. I’ll wait.


Ready? Now we’ll take it a step further: quantum dots needn’t be formed by etching blocks out of a quantum well. Instead, the electrons can be confined electrostatically, by electrodes whose voltage can be varied on demand, like a miniature electric fence or corral. In fact, this is the preferred method, since it permits the dots’ characteristics to be adjusted without any physical modification of the underlying material. We can pump electrons in and out simply by varying the voltage on the fence. (See Figure 2.5.)


This is not a science-fictional device but a routine piece of experimental hardware, in daily use in laboratories throughout the world. It was first patented in 1999, by Toshiro Futatsugi of Japan’s Fujitsu Corporation, although the technology itself had been under investigation for nearly a decade prior to that. The design for a “single-electron transistor,” or SET, had been laid down by the Russian scientist K. K. Likharev in 1984 and implemented by Gerald Dolan and Theodore Fulton at Bell Laboratories in 1987. It was a device made entirely of metal.


This is where Marc Kastner comes in; while he didn’t invent this particular device, he did develop a great deal of the late–80s physics and technology that led up to it. Like many such endeavors, it began with a lunchtime challenge from a colleague: any wire can act as an insulator if it’s long enough, and the fatter the wire, the longer it needs to be for this to happen. Kastner, working in conjunction with MIT’s Electrical Engineering department, was interested in testing this principle with really thin wires, and he was especially interested in making wires with variable resistance. So Kastner and a student named John Scott-Thomas began mucking around with extremely narrow transistors, at which point they bumped into Likharev’s mysterious phenomenon known as “quantization of electrical conductance.” This led directly to their semi-accidental creation of the first semiconductor SET in 1989, and to the more deliberate invention (in cooperation with the IBM Corporation) of better SET designs shortly thereafter. These perplexing devices later turned out to be one of the many ways to form a quantum dot, which discovery led to Fujitsu’s patent.
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FIGURE 2.5 THE PROGRAMMABLE ATOM


An electrostatic quantum dot uses a voltage to charge a fence-shaped electrode, which confines electrons in the P-N-P junction beneath it. These electrons form an atom-like structure whose properties change as the voltage on the fence is varied.






Kastner is rueful on the subject: “Since the devices were made at IBM, they had the right to patent them but were not interested. I guess I might have pushed to let us [MIT] get the patent, but I was more interested in publishing the physics.”


Because it can be adjusted to resemble any atom on the periodic table, this type of nanostructure is called an “artificial atom”—a term coined by Kastner in 1993 and subsequently taken up widely throughout the semiconductor industry. Other terminology reflects the preoccupations of different branches of research: microelectronics folks may refer to a “single-electron transistor” or “controlled potential barrier,” whereas quantum physicists may speak of a “Coulomb island” or “zerodimensional electron gas” and chemists may speak of a “colloidal nanoparticle” or “semiconductor nanocrystal.” All of these terms are, at various times, used interchangeably with “quantum dot,” and they refer more or less to the same thing: a trap that confines electrons in all three dimensions.


For the purposes of this book I will use “artificial atom” to refer to the pattern of confined electrons (or other charged particles, as we’ll see later on), and “quantum dot” to refer to the physical structure or device that generates this pattern. The distinction is subtle, but clarifying— analogous to the difference between a movie theater and the movie it’s currently showing. Other terms, like “single-electron transistor,” really reflect applications for quantum dot devices rather than the devices themselves, and so will be used only in very limited context.






Building Atoms


Where do quantum dots come from? The poetic answer is that they arise from the sweat and dreams of people like Kastner and the dozens of eager grads and undergrads and postdocs and visiting fellows who work for and with them. There are perhaps forty labs worldwide engaged in this research, and the atmosphere among them is laid back and clubby. This is basic research, geared toward discovery rather than near-term commercial payoff. Collaborations and data sharing are the norm. It’s also an extremely young and rapidly advancing field.


“The papers are all recent,” Kastner says, gesturing with his hands as if to indicate, somehow, a really short period of time. “The citations are all recent. The papers are on the web prior to formal peer review and publication, because the researchers are so anxious to share results.”


The more prosaic answer is that your typical artificial atom comes from the same sort of semiconductor laboratory that produces exotic computer chips. First a salami-sized crystal of silicon or gallium arsenide or what-have-you is grown in a furnace; then it’s passed through a machine that melts it, one thin segment at a time. A wave of melting and resolidification passes along the crystal, and when this is complete, all the impurities have been pushed to one end, like the ash on the tip of a cigar. This tip is lopped off, and the remaining ultrapure crystal is sliced into “wafer blanks” that wholesale for around $25 each. An engineering lab then obtains the blank and places it in a molecular-beam epitaxy machine, which sprays a fine, highly customized vapor of semiconductors and dopants, and is capable of building up layers only a few atoms thick, or a few nanometers, or thicker depending on the exact needs of the customer. A scattering of ions may also be implanted, with a device called a “gun.”


The resulting finished wafer is shipped to another lab where the final nanostructures are laid down. A metal (usually gold) is deposited over the wafer’s surface using chemical vapor deposition (a technique similar to epitaxy) or the “sputtering” of tiny raindrops of molten metal. The wafer is painted with a “photoresist” (a chemical that reacts to light), and the painted surface is exposed, much like a photograph, by an ultraviolet lamp shining through a “mask” in the shape of the desired circuit traces. Where the mask casts a shadow, the resist is not exposed, and remains soft. Everywhere else, the exposed resist hardens into a protective coating. Next, the wafer is dumped in a chemical bath called a “developer,” which etches away the soft coating and the metal beneath it, while the hard coating resists the acid, protecting the circuit traces. Then a second chemical or plasma, called the “stripper,” is applied to the surface to dissolve away the hardened resist while leaving the metal traces intact.


Even with heroic measures, the finest traces you can hope to produce this way are about 100 nanometers wide, the size of one wavelength of extreme ultraviolet light (EUV). Where smaller structures are desired—and quantum dots can be very fine structures indeed—an additional technique called “electron-beam lithography” etches away still more of the gold, and perhaps select bits of the upper semiconductor layers, leaving behind wires and other traces as thin as 10 nm. This is about the width of 50 silicon atoms—although in real-world practice, 50–100 nm (250–500 atoms) is more typical. Once all the nanostructures are laid down, the wafer is cut crossways into individual microchips, which are then placed into chip sockets of the familiar insectoid design we see soldered to the circuit boards inside any electronic device. Finally, metallic leads are attached to metal “pads” on the chip, and to the insect legs of the chip carrier, by a “gold bonder” device resembling a large sewing machine. (See Figure 2.6.)


The result is a fully programmable quantum-dot-on-a-chip, or even a loose, widely spaced array of several quantum dots. Applying a voltage to certain pins on the chip carrier will pump electrons into the quantum dot, creating an artificial atom and then walking it up step by step on the periodic table. Since an atom’s chemical properties are determined by its electrons, these are all you need to create, in chemical terms, an artificial atom. One electron gets you hydrogen, two gets you helium, and so on. Each dot has its own unique periodic table, though; the size and shape and composition of the device have a huge effect on how its electrons interact. We can easily call up an artificial, six-electron “carbon atom” on the chip, but its structure may or may not resemble that of a natural carbon atom.


For example, most quantum dots today are very nearly two-dimensional— the electrostatic “corral” being much larger than the thickness of the quantum well beneath it. This leads to “pancake elements,” with a two-dimensional orbital structure that is much simpler than the threedimensional one for natural atoms. This in turn leads to a more simplistic periodic table, with elements whimsically named for team members at Delft University and Nippon Telephone and Telegraph. (See Figure 2.7.)
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FIGURE 2.6 CHIP MANUFACTURE


The normal techniques of chip manufacture can place dozens of quantum dot devices on a microchip, for control by external hardware. (Image courtesy of Charles Marcus.)






As for the electrical properties of these atoms, the fatherly Kastner explains in patient yet unmistakably excited tones, “The behavior can be completely different from that of the original semiconductor, although the substrate still has an effect on the final properties.” Pump in seventy-nine electrons and what you get is not gold but some related and decidedly improbable material: pseudogold-silicate or pseudogold-cadmium-selenide. And if you force three more electrons into the trap, you can swap atoms of pseudolead in for the pseudogold. Alchemist Roger Bacon, in his monkish, thirteenth-century dreams, could scarcely have asked for more.
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FIGURE 2.7 PERIODIC TABLE OF THE PANCAKE ELEMENTS
 

These two-dimensional atoms, with properties very different from those of natural atoms, are named for researchers at Delft University and NTT. The “Ko” is for Leo Kouwenhoven.






Another prediction made by MIT’s theorists is that there should be quantum dot materials that behave as insulators when they contain an odd number of electrons, and as conductors (i.e., metals) when they contain an even number. “So far we have not seen this effect,” Kastner hastens to explain, “but we’re looking hard.” He adds, though, that a simple field-effect transistor, or FET, could be considered a “material” with much the same property. The FET is basically an electrically operated switch; when it’s open, electrons can’t cross it, and the material (or device) is an insulator; when it’s closed, electrons have a clear path across it, so it can be considered a conductor.


This is an important point that colors nearly every observation in this book: on the mesoscale and especially on the nanoscale, there is little distinction between a designer material and a solid-state electrooptical device. In both cases, the aim is to control the properties of matter through careful design, so that the movement of electrons or the application of electromagnetic fields will produce some desired effect. Designer molecules and atomically precise electronic circuits fall precisely into this middle ground, leading once again to a gray area in the standard vocabulary. Therefore, I’ll generally use the word “device” to refer to specific nanostructures, such as an individual quantum dot. Large collections of quantum dots, along with the metals and semiconductor substrate from which they’re made, will be referred to as “programmable materials” or “programmable matter.” This distinction is mushy at best, but it does help to nail down the vocabulary.
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