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To the fearless adventurers unafraid
to tackle complex issues, such as how
we bring people and machines together
instead of having one replace the other











 


 


Oh, wonder! How many goodly creatures are


there here! How beauteous mankind is! O


brave new world, that has such people in ’t!


—MIRANDA, The Tempest, Act V Scene 1













Introduction



Who is the best chess player in the world?


You might have guessed Magnus Carlsen. You’d be wrong.


You might have guessed IBM Watson or DeepMind. You’d still be wrong.


The best chess player is a mid-ranked human combined with a good artificial intelligence (AI). We call these human– machine hybrids ‘centaurs’, and they are the future.


At least, they are one possible future.


There is a world that we could end up in where artificial intelligence has displaced 99 per cent of labour and society can’t function without universal basic income. I think this world would be one riddled with depression, a dystopic tomorrow where we eventually end up looking like the blob-like giant babies seen in the movie WALL-E (2008).


A number of people are afraid that AI will destroy us, with a tomorrow that even resembles the Terminator movies, armies of robots hunting down the last surviving humans in a war of dominance. It’s a fear rooted in fact.


Let’s look at what automation has already done for, and to, society.


In South Yorkshire in the UK in the 1980s, as the steel industry underwent significant automation, restructuring and offshoring, a generation of metalworkers was made permanently redundant. A generation of men (largely men) will never be employed again. Arguably the dissatisfaction with how society treated them led to the voter discontent that fuelled the 2016 Brexit vote.


And there, AI played a role. The case presented by the Remain faction was weak. The case presented by Brexiteers was compelling. Within this precarious and uncertain environment large social media platforms, Facebook in particular, were leveraged by Human+AI hybrid systems by a state actor to tip the balance. Artificial intelligence is believed by some academics to have helped decisively nudge the vote in favour of Brexit. The margin was razor-thin and AI made the difference. These hybrid systems consisted of human intelligence – a group of trained individuals – working in tandem with AI analytics to assist in targeting and amplifying ‘fake news’ messages that helped to tip the balance of the vote.


It has further been posited that the Brexit vote was just the practice piece for the larger-scale effort around the US presidential election later that fall.


The antecedents for the pivotal 2016 votes in states like Michigan, that election analysts believe were instrumental in tipping the election, can be traced to the automation of the auto industry in the 1980s and 1990s. The Rust Belt states were hit hard, and a generation of mostly men were thrown permanently out of work. Retraining? Ha! These men were largely white, blue collar, promised lifetime employment in union jobs when they started working, and at age fifty-seven or forty-seven or thirty-seven were thrown out of work with no direction of where to go next. So severe was the economic dislocation, abandoned neighbourhoods in Detroit were converted into zombie-survival theme parks (yes, really).1 They still haven’t fully recovered. The post-2008 economic revival was decidedly uneven, and the Rust Belt was left behind.


Into this environment rode the 2016 US presidential election. Again, in 2016 the Democrats fielded a flawed candidate, as they had done before. The Republicans effectively used information and misinformation to good advantage. The margin of vote was quite thin – in fact, Hillary Clinton won the popular vote but targeting of the Electoral College (a legacy of the USA’s agrarian past) enabled Donald Trump to win the presidency. Not without a bit of help: seventeen U.S. intelligence agencies have unanimously and conclusively stated that Russia interfered with the election.2 The Electoral College, for reference, was constructed to give balance of power between large population states and small population states. What it means in practice today is that votes in some states – known as ‘swing states’ – have a greater impact on the election of the US President than votes in other states. Human+AI systems abetted this vote distortion in a massive propaganda effort, delivering one billion ‘fake news’ impressions to over 125 million adult Americans, primarily through Facebook ‘echo’ chambers that normalised extremism. As reported in the New York Times and elsewhere, the Internet Research Agency uses a sophisticated blend of humans in a ‘troll farm’ abetted by computer systems to amplify messages that impact voting patterns.3


And like that – poof! With two AI-enabled interventions, Russia was able to rock the pillars of Western democracy, facilitating a devolution of the European economy on the one hand and destabilising trade between the US and its largest trading partners of China, Canada and Mexico on the other – not to mention upending more than fifty years of American diplomacy.


That was in just one year.


Professor Erik Brynjolfsson of the Massachusetts Institute of Technology (MIT)’s Sloan School, author of Machine Platform Crowd and Rise of the Machines, has shared with me that he sees the Fourth Industrial Revolution and AI-driven job dislocation as comparable in scope, scale and impact to the First and Second Industrial Revolutions. The first two industrial revolutions gave us: the American colonies breaking free of Britain, France overthrowing its aristocracy, Russia overthrowing its aristocracy, and the seeds of world war planted. They also gave us telephony, railroads, modern medicine and modern democracy. The Third Industrial Revolution saw the emergence of computers and modern communications networks,4 and the Fourth Industrial Revolution that we are in today grew out of advances such as the internet and, most importantly, applications of artificial intelligence.5


Cut to the present and I can attest from my vantage proximate to the tech industry that the revolution is alive and well. The former President of Google China, Kai-Fu Lee, believes 50 per cent of jobs will be replaceable with AI within the next few years.6 But perhaps he is thinking too narrowly. The whispers among corporate chieftains that I heard at the World Economic Forum Annual Meeting held in Davos in 2019 suggested 99 per cent labour dislocation. Ninety-nine out of one hundred jobs relegated to the rubbish bin. I don’t just mean in financial services. I mean in every field of human endeavour.


Is that our destiny? A world ruled by an elite select few abetted by numerous AIs, with the majority of the population relegated to make-work or no-work? The overthrow of the establishment throughout history has been triggered by less.


A world ruled by AI is by no means certain. AI, at its heart, is a technology created by humans. By human society. And it is up to us to shape how it is used by society – and what we do with our individual careers so that we are winners in the AI-enabled future.


Julie Sweet, the CEO of Accenture, asserted to me on a panel at Davos that Accenture has reinvested 60 per cent of the AI-enabled cost savings into reskilling their displaced workers. Accenture has already sunk a considerable amount of money into recruiting and training these people in the Accenture culture. Rather than discard the AI-obsolesced and let market forces sort them out, Julie’s team sought to upgrade their skills and reassign them to other, higher-order work. Particularly for a professional services firm, finding teams of high-performing people who work effectively together is a high-value asset that exceeds the value of the individual tasks they might be completing in a given week. Ajay Bhalla, President of Cyber and Intelligence Solutions for Mastercard, likewise sees both a strategic advantage and a moral imperative in reskilling. He is collaborating with the University of Oxford to empower a cyber-enabled workforce.


It is emotional intelligence and creativity that are differentiating in a world where AI is increasingly automating complex tasks. Technology pioneer Tom Meredith, the former CFO of Dell who brought Just In Time inventory to the computer industry, now invests in strong AI. He says that the best AI programmers they can recruit are undergraduate philosophy students, because they are trained in formal logic and can hold multiple contradictory ideas in their minds at the same time until a given truth is revealed.


In the labs of academia, scientists are experimenting with a new kind of future: one in which Human+AI hybrids deliver performance that neither can alone. AI-enabled humans can collectively predict the future with much greater accuracy than even the best AI systems alone or the most brilliant individual forecasters. We are only just beginning to grasp the feats of discovery that are enabled when AI and people are brought together in a positively reinforcing system of intelligence.


If you have purchased this book, perhaps you are concerned about your own career in the new world order of AI.


I am going to share with you perspectives on what the different potential outcomes could be of the racing evolution of artificial intelligence, and how it is (and isn’t) being adopted in society. I will take you into some odd corners of human endeavour and, even if you feel that you are expert in the ways of AI, will seek to share with you novel insights about what is happening, what could happen, and what we can do about it. Along the way you will encounter some of the distinctive characters I have met during my own journey in understanding the potential and the risks that AI represents, bringing you stories from both the commercial sector and academic laboratories that are working to shape the world to come. While I have principally been an observer and interlocutor in the advancement of Human+AI systems, I have from time to time had opportunity to help them along a bit, and can reveal to you the nascent insights that are emerging from the experimentation into how we can bring people together with AI.


What can you do to prepare yourself for the AI-enabled future?


This volume will help you appreciate what’s going on today with respect to AI, and how we got here. It will help you understand which careers and industries are better positioned to weather the coming storm.


Yet we must push beyond – we will delve together into the experimental world of Human+AI hybrid systems, which outperform just people or just machines. These centaurs, these cybernetic marvels, promise a utopian world where we reach heights not yet conceived of, much less understood.


AI is a tool. Learn how to be a centaur. Pick up your bow.










PART I



AI labour displacement


Part I focuses on the fundamentals: what
is AI, how has it impacted us thus far, and
what are the risks in the workplace?










CHAPTER 1



The bots are coming!


The world is in ruins. Twisted metal rises from the ground in obscene wreckage. Smoke colours the sky and obscures vision. We see the treads of a tank crush a pile of human skulls. This is the AI future. Los Angeles, 2029.


I am describing to you, of course, the famous opening scene of James Cameron’s 1984 science-fiction classic, The Terminator. Through a variety of movies and TV series, the Terminator franchise described a dystopic future where artificial intelligence didn’t just take our jobs, it sought to completely eliminate humanity.


Picking up on this theme, Elon Musk has been working to heighten concerns about AI, telling a meeting of the US National Governors Association, ‘I have exposure to the very cutting-edge AI, and I think people should be really concerned about it. I keep sounding the alarm bell, but until people see robots going down the street killing people, they don’t know how to react.’1 He has been an alarmist about the potential of AI, tweeting that it is ‘the most likely cause of World War 3’,2 all the while implementing robotic automation into his Tesla factories, a trend he accelerated in the COVID-19 crisis.3


The HBO TV series Westworld envisions a war between humans and humanoid machines, echoing many of the themes found in The Terminator. In both works, part of the terror is propelled by the concept of machines that are made to look like people, passing imperceptibly for human beings to better infiltrate society, which then is subverted in service of the goals of the machines. The Matrix movies, likewise, envision technology-gone-wrong, as humanity is turned into mere batteries to power the machine empire, notwithstanding the faulty physics needed to make that possible.*


Fear of science and technology is nothing new. When hooligans tear down 5G towers, they act out the same mindless savagery embodied in Mary Shelley’s Frankenstein, where pitchfork-wielding villagers chase a biological artificial intelligence to its death. Shelley based part of her story on the legend of an alchemist who conducted research at Frankenstein Castle centuries before she travelled through the region along the Rhine that likely helped inspire her to write her opus.4 One could trace influences on her, in turn, back to the legends of the golem predating 1100 and forward to the Isaac Asimov robot novels of the 1950s where he envisioned a set of ‘laws’ programmed into machines so they wouldn’t harm humanity. This utopian vision of robotic safety was undermined in more recent films such as Her and Ex Machina. Boy meets girl robot. Boy falls in love with girl robot. Girl robot abandons boy and terrorises society.


AI, among all technologies, seems to have a special ability to inspire fear, particularly in Western Europe and the United States. We rarely, if ever, see movies or books about the dangers of quantum teleportation, or headlines about politicians and workers railing against lithium batteries exploding. Our imaginations are captured by images of machines running amok, of killer robots and disposable humanity.


Partially, this fear may come from the way in which we have welcomed AI into our lives. We have taken AI on to our phones, and use it to navigate or to shop. We have taken AI into our homes, and use it to provide entertainment – either explicitly, when we ask Alexa to play us music, or implicitly, when we allow Netflix to recommend a movie to us. It’s everywhere. Some people have taken to putting sexy or soothing voices on to their in-home AI interfaces, and have a machine read poetry or erotic literature to them. Or a bedtime story.


Imagine if the machines got tired of us and decided to take over? You don’t have to work too hard to do that: Netflix will gladly recommend Black Mirror episodes to you which play out this scenario in a few different ways. (I commend to you in particular the episode ‘Metalhead’, but also note ‘USS Callister’, ‘Hated in the Nation’, ‘White Christmas’, ‘Nosedive’, ‘Men Against Fire’, ‘Bandersnatch’, ‘Arkangel’, ‘Rachel, Jack and Ashley Too’, ‘Playtest’ and, for sentiment, ‘Be Right Back’ and ‘Hang the DJ’. Among those, ‘USS Callister’ and ‘Hated in the Nation’ look at Human+AI hybrids that are particularly cruel and effective.)


THE POLITICAL EQUATION


Artificial intelligence, albeit in concert with human beings, has changed the face of the political landscape. Working virtually now under COVID-19, but previously in a small office in suburban Washington, DC, FactSquared* has created a machine learning system that has become very good at understanding what politicians say and identifying when they are under stress. When I spoke with FactSquared CEO Bill Frischling in the spring of 2019, he shared with me how they had monitored vocalisations of a political candidate in Virginia. This candidate was generally relatively stable in his speech. They noticed, however, that every time this particular politician mentioned the name of a certain journalist – let’s call him ‘Mr X’ – the candidate’s stress levels increased three or four sigma outside of the norm. Armed with this information, his opponent proceeded to pepper speeches with ‘my good friend, Mr X’, and ‘I’m really impressed with how insightful Mr X is when writing political analysis’. It drove the original politician bonkers, destabilising his speaking game, and the opponent won the race.


Opposition research – ‘oppo’ – goes high tech. No longer do you need armies of campaign workers scouring news clippings and reviewing videos. The machine can highlight for you what is strange or different. You still need a human being to contextualise it, but it dramatically reduces the labour hours required to conduct this kind of analysis, and you can surface patterns that would be difficult for the human brain to extract from hours upon hours of footage.


Robotic automation has been reshaping manufacturing for years. The late 1970s brought some of the first large-scale deployments of robots to the factory floor. It contributed to the shift of the British and American manufacturing economies into service economies. We’ll talk more about this in Chapter 3. What’s interesting here is how waves of AI and robotic automation created fundamental changes in each country’s society.


First, the machines took jobs away, permanently. Whether in Yorkshire or in the US Rust Belt, in places like Sheffield and Detroit, a generation of workers was displaced by technology and by globalisation. People who were, for all intents and purposes, made permanently unemployed, as their skills weren’t transferrable and their employers, and society, failed to provide sufficient retraining. For every robot, there is a robot repair person, but those jobs need to be created and workers need to be trained in those new skill sets. During the Brexit vote of 2016, Sheffield, originally expected to vote Remain, shifted to Leave. How did this happen?


Brexiteers might tell you it’s because Nigel Farage convincingly campaigned in the region.5 And without a doubt, he had some influence on the outcome. But something else was going on as well, which helped propel the momentum that he, Boris Johnson and others pushed.


More than 150,000 social media accounts engaged in Brexit-related activity were linked to Russian intelligence and affiliated entities,6 which together with Iranian agents generated millions of tweets in support of Leave. It is believed one-third of all Leave tweets in the month immediately prior to the election were generated by bots exhibiting characteristics common of Russian troll-farm activity.7 Cyber firm F-secure has tracked continued activity years later in support of Brexit, identifying as many as 18 million suspect tweets in less than two months in 2019.8 The Russia Report on the attacks, finally released in July 2020 more than a year and a half after it was completed, outlined indisputable evidence of Russian meddling in UK politics, including specifically around the Brexit vote.9 AI, albeit under the firm control of human hands, was directly responsible for promoting messages that encouraged fear and xenophobia.


Would people have listened as intently if they hadn’t for decades felt ‘left behind’? The anger expressed at the polls was genuine, and came, in part, from people fed up with having no discernible future, many of whom were unemployed and disenfranchised. The bots would not have been able to swing the elections if it were not for a disaffected, alienated electorate that made both the Brexit vote and the 2016 US presidential election exceedingly close. Without a sense of participation in the economic growth that followed the 2008 recession, without the chance to enjoy wealth creation of the fruits of the European Union, why would these left-behinders feel optimistic about the future and positive about the promise of more of the same? Because more of the same was, essentially, the core political platform of both the Remainers and the Hillary Clinton campaign.


By themselves, these disaffected voters were statistically a minority of the voting-age population. But what happened when they were combined with outside influence that suppressed the mildly positive majority and encouraged extremists in the minority? We have witnessed the results, amplified perhaps by the COVID-19 crisis but apparent even without it.


Brexit has sometimes been referred to as the ‘dress rehearsal’ by Russian intelligence for the US presidential election. And indeed, we see proportionate results: in the 2016 US presidential election, more than 40 million ‘fake news’ tweets propagated on Twitter.10 A ‘significant portion’ of users were deemed to actually be bots, responsible for between 20 and 25 per cent of all of the content.11 Imagine if one out of every four or five people you talked to was a robot. Imagine if you couldn’t tell the difference.


Researchers from the National Bureau of Economic Research estimated that the Leave vote in the UK during the Brexit referendum was increased 1.76 per cent through the actions taken by bots, and Donald Trump’s votes in the US presidential election in 2016 were boosted 3.23 per cent. Leave won 51.9 per cent to 48.11 per cent. Trump actually lost the popular vote in the United States, but due to a quirk of how the US presidential system works, his wins in strategic locales meant he was able to take the White House. The bot swing was within the margin of error of the estimation techniques of the researchers.12 University of California Berkeley’s Yuriy Gorodnichenko and Swansea University’s Tho Pham and Oleksandr Talavera stated: ‘Our results suggest that, given narrow margins of victories in each vote, bots’ effect was likely marginal but possibly large enough to affect the outcomes.’


You’re not paranoid if they are actually out to get you. The bots attacked, and they continue to do so.


AI HEAD-MEDDLING


How could we have arrived at a point where millions of people may have had their votes swayed in national elections? It’s enough to make you depressed. Let’s consult a psychiatrist.


‘I’ll be your therapist today.’


‘I feel sad.’


‘Tell me more about such feelings.’


‘My children never call me.’


‘What does that suggest to you?’


By now, you have probably figured out that this is a primitive AI. In the mid-1960s, however, when MIT researcher Joseph Weizenbaum first put the DOCTOR script into the ELIZA expert system, it was a revolutionary moment in computer science. This was the first chatbot that successfully impersonated a real person, passing what’s known as the ‘Turing Test’. If you’re curious, you can play with ELIZA yourself at websites like this one: https://web.njit.edu/~ronkowit/eliza.html.


Mathematician and pioneer of computing Alan Turing, who cracked the ENIGMA code at Bletchley Park to help win the Second World War and who was deemed the father of artificial intelligence,13 posed a benchmark for the development of AI. He said that if a computer program could be written that could interact in such a manner that someone couldn’t tell if they were interacting with a machine or a person, it would pass the first threshold of demonstrating that it’s a machine that thinks like a human being. It would, definitionally, be classified as ‘artificial intelligence’. We’ll investigate more about the different types of artificial intelligence in the next chapter, but it’s worth considering the point that the dawn of AI began with a chatbot.


In modern times, we see chatbots providing customer service on websites, tirelessly, benignly, without ever getting annoyed at dumb questions. We also see them invading dating apps, fronted by repurposed pictures of models or simply stolen images of attractive people, luring us into subscribing to adult websites or, more malignly, conning lonely hearts out of hundreds of thousands in savings. The invasion is so prolific it has prompted numerous articles with titles like ‘How to Tell If You’re Talking to a Bot: The Complete Guide to Chatbots’ and ‘Spot the Bot: Keep Bots from Taking Over on Dating Sites’, and even a private investigation service offering a piece on ‘How to Spot Scams & Bots on Tinder and OkCupid’. The bots are coming after our bedrooms. The Nigerian prince scam is now interactive.


The origin story for all of these scams was a humble parody of Rogerian therapy (in which the therapist is effectively passive, asking questions that reflect what the client has already said rather than initiating new areas of discussion). The first bot was intended to illustrate how inane (in the view of the authors) this particular brand of psychiatry was. Users were absolutely convinced that ELIZA had feelings and could think. Our tendency as a species to anthropomorphise inanimate objects found a new model of expression that synchronised with technology engineered to emulate human beings. Perhaps it was only a matter of time before we would go from pouring our hearts out to an unthinking robot (one that was actually written as a parody of psychiatrists, dumbly parroting back what we said in the form of a series of prompt questions) to simply mistaking political chatbots for actual people. People who think just like we do, even down to the darkest corners of our psyches. But rather than soothe our souls by ‘listening’ to our troubles, these chatbots encouraged polarisation to such a degree that society fractured. The foundations of Western democracy grew a bit shakier with these Manchurian chatbots, albeit ones that weren’t fully autonomous, but were tuned and contextualised with the aid of human intervention.


Chatbot-enabled electoral polarisation didn’t happen in a vacuum. Another, more subtle form of artificial intelligence system had already been working to push people apart in the form of the Facebook feed. People like people who think like them. If you promote this positive feedback loop, you can create an information or behavioural cascade that suddenly gets large numbers of people moving in a certain direction. Demagogues have known this for centuries. With the advent of AI, with the ability to make chatbots that attack, this knowledge can now be made predictable and scalable, with terrible implications for society.


Witness the polarisation of the American electorate over the course of about twenty years. Donald Trump did not spring fully formed from the brow of Ronald Reagan. The Trumpists of today would have found Reagan to be a lefty, hopelessly liberal in their eyes. The Republican Party of the 1980s proudly talked about the ‘Big Tent’ that could encompass many views. They had to – at the time that was how you won elections, by appealing to the centre. What happened to set up the current dynamic, which plays itself out as much in the streets of Birmingham as it does in the hallways of Washington, DC?


Let’s look at some numbers that reveal what polarisation looks like in the American electorate:


[image: illustration]


Source: Pew Research Center


As you can see from the chart, the political leanings of Americans gradually shifted from having a fairly cohesive central mass to separating into increasingly polarized ‘liberal’ and ‘conservative’ camps. From 1994 to 2004, despite the fragmentation of media, rancorous political debate and a war in Iraq, Democrats and Republicans were relatively convergent and there was a political centre. The blame could not be laid on Fox News, which was founded in 1996. By 2015 the centre could not hold and things flew apart. Arguably things have become even more extreme in the United States since 2015, to such a degree that in 2020 Democratic mayors in large cities were fighting armed invasion and abduction of citizens off the streets by unmarked government vehicles at the instruction of a Republican federal administration.14


What happened in 2004, you might wonder? Facebook was founded.


There are some who may criticise me for confusing correlation with causation. I am not alone in my contention that, by legitimising fringe extremist sources, AI ‘newsfeed’ algorithms and unconstrained chatbots were directly responsible for electoral polarisation.15


Facebook makes money through selling advertising, which is driven by how many people look at the website and interact with its content. Through AI analysis of our behaviour, Facebook discovered that more extreme headlines give us a little thrill. When we get that charge, we stay on the site longer and we click more – particularly on extreme articles that agree with our intrinsic biases. Generally speaking, Facebook doesn’t care about Democrat or Republican, liberal or conservative.* Facebook cares about making money. More page views and more time on site means more profit.


Chatbots were weaponised16 and gleefully deployed into the fertile environment created by Facebook and other receptive social media, in both the UK and US (and to a lesser degree in France and other places). They supported far-right extremists and far-left extremists. Anything to break the political discourse. Intelligence agencies and government committees have pointed to Russia, Iran and North Korea as sources of a number of attacks, including use of weaponised chatbots and other attack vectors,17 up to and including a series of hacks surrounding the 2020 US presidential election.18 One analyst group called these ‘Weapons of Mass Distraction’.19


Chatbots do strange things when they are left unsupervised. Technology titan Microsoft suffered a bit of a public relations disaster in 2016 when it launched AI chatbot Tay. Digesting masses of data from Twitter, Tay rapidly taught itself to be both racist and sexist. Microsoft pulled it down within sixteen hours of launch.20 If a simple chatbot can so quickly go off course in an unsupervised learning environment, what might happen with a more sophisticated artificial intelligence in a mere few years, one that is tied to critical systems? What if our self-driving car decided that it would be happier without some smelly human ordering it around?


In a way, we are fortunate that chatbots are so dumb. Yes, they were used to attack democratic systems. They were noticeably machine-like, however, and so researchers and security professionals have been able to identify them. Progressive companies like Twitter have begun proactively neutralising them. We may soon reach a point in artificial intelligence systems development where we see – or rather don’t see – imperceptible AI, invisible AI, systems that convincingly create video and audio simulations of people that are so accurate they are impossible to tell apart from the real thing. Then we can really start worrying about what happens when bots attack.


I should likely be concerned about the simple threat of the AI author and thought leader that can read more than I can, write better than I can, and produce work at a greater speed than I could ever hope to.


Is there anything we can do to avert a world of digital twins that displace us from our jobs? Or are we destined to become obsolete, a faint memory in the minds of the beings who created the machines that will replace us as the dominant life form on the planet? How far away is this grim vision of evil bots from the mirror universe, coming to take over our lives, steal our money and ruin our reputations?


Before we delve too deeply into AI paranoia, let’s take a minute to look at what the different kinds of artificial intelligence are, and where the state of the art stands today.





 


_________________


* An interesting bit of Matrix lore: allegedly the original script had people tied into a massive neural network to enhance computing power, which made quite a bit more sense, but the filmmakers feared that movie audiences wouldn’t be intelligent enough to follow along with this, so changed it to ‘people become batteries’, which doesn’t actually work in our understanding of physics.


* Disclosure: I made a small investment in FactSquared. It is now owned by FiscalNote.


* This has been mostly true for a number of years, but in 2020 it was revealed that Facebook was deliberately diminishing traffic to liberal news websites and accentuating traffic to conservative sites. According to the Washington Post and other sources, in an effort to avoid perception of liberal bias and stave off attacks by President Trump, Facebook engaged in conservative bias instead. More can be found in this article: www.washingtonpost.com/technology/2020/11/01/facebook-election-misinformation/.










CHAPTER 2



Defining AI


It can seem, to the layperson, that there’s a bewildering array of terminology that gets used in the description of artificial intelligence. It’s important to understand the different kinds of AI because that can help reveal the threats, and opportunities, that AI systems present. We’re going to understand in this chapter, in relatively non-technical language, the bestiary of artificial intelligence. Better to think of it as unarmed safari than a trip to the zoo, because some of these AIs pose a very real threat to your future livelihood. Others, on the other hand, could represent utopia. While the early chapters of this book, including this one, generally paint a grim view of the next ten to twenty years, I enjoin you to recall that once Pandora loosed all of the ills on the world, what remained was Hope.


EXPERT SYSTEMS


Rules-based expert systems and other kinds of rules-based computer systems were some of the earliest AIs. ‘If A, then B’ is the central programming concept. You get a smart human to imagine all of the possible answers to a set of questions or circumstances, or perhaps you create clever mimicry in the case of ELIZA and newer-generation rules-based chatbots. The machine is following a big set of rules that deterministically drives its actions: if a certain circumstance is presented, take one action; if another circumstance is presented, take another, and so on.


The reason most chatbots today seem dumb is because they are. They qualify as artificial intelligence by the most basic instance of the definition. An important myth to puncture is the notion that ‘artificial intelligence’ is automatically smarter than humans. Chatbots are typically following a variation of a table of rules, sometimes randomly accessed (such as in the case of some Tinder scambots), sometimes tied directly to a discrete set of answers like in an online help system. Often minimally programmed, they are as limited as their list of answers to specific phrases or words. I would argue that the reason ELIZA worked better than expected by its creator is that it was put into a very specific context, the therapy conversation, and was mimicking a very specific type of therapy, Rogerian, which consists of asking questions back to the patient following a near-formulistic model. ELIZA overall has been the inspiration for many of today’s modern chatbots, at least in spirit, but chatbots that use this model are only as good as the particular programming (and programmers) involved. It is possible to manufacture smarter chatbots, as we will learn in Chapter 8, but many of today’s chatbots are primitive and rules-based.


More serious expert systems have considerably greater investment placed into them, nonetheless following the same principles of a programmed set of rules that trigger specific actions or results based on specific inputs. The catch is that programmers have to spend quite a bit of time in a structured capture process, gleaning information from experts in order to program an expert system. This, in turn, limits the applicability of these types of AI. Research on the performance of expert systems shows that their effectiveness is influenced by such factors as the narrowness of the questions being answered, the manner in which the information architecture is designed, and the people involved (both expert and programmer). The type of knowledge itself limits the viability of the expert system.1


What would be a viable expert system, versus a novelty? One example would be configuring computer hardware and software.2
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