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INTRODUCTION


Is anything quite so familiar, yet so mysterious as language? It fills our lives, often from the moment we wake up, to last thing at night. Most of us use it without thinking about it. But most of us also have only the vaguest idea of what it really is, and how it works.


It is something close – closer than anything, really: in our lungs and on our lips.* But it remains far from our grasp in terms of understanding. It is the box of magic tricks inside every one of us. It is also an inescapable trap: we can only think and talk about language by using it. Language is deployed to wonder about itself, to scrutinise itself, to praise and deplore itself. No surprise, then, that amateur explorers sometimes feel as though they are lost in a hall of mirrors.


Even so, it remains an obsession. Today, an ordinary Tuesday, I searched Google News for ‘words’ and ‘language’. Among the hundreds of headlines from around the world:


From ‘titanic success’ to ‘Mad Max’: how language around Brexit changed


The murky linguistics of consent


Danish minister to migrants: learn the language or pay for your own interpreter


10 German words becoming extinct thanks to English


Climate change can also transform language


How the left’s war on words manipulates your mind


The generation who can’t remember life before mobiles are not just social media obsessed, they speak their own language. From ‘kitten-fishing’ to ‘adulting’, here’s how to speak millennial!


There appears to be an almost insatiable appetite for linguistic debate. A fascination driven in part, perhaps, by the lack of satisfying explanations. Why do millennials speak their own language? Do the words they choose reflect the fact that they are superficial, lazy, addicted to technology? How can you protect a language against outside influence? Does the language we use to talk about climate change, or Brexit, change the way we think about them? Are words responsible for directing our thoughts, or is it the other way around? Who decides what a word actually means?


There are good reasons language is such a battleground and source of frustration: it is also a source of delight, of self-esteem and solidarity. Great poets and writers – the ones who can shape language in elegant and startling ways – are loved by millions and can find themselves richly rewarded. Song lyrics capture the spirit of the times and stay with people their whole lives. Lullabies are imbibed with mothers’ milk, and words and stories we associate with childhood are intimately linked to our sense of self. Language is used for social differentiation: think of all the effort people go to in order to expunge the ‘wrong’ kinds of words or sounds from their speech. Conversely, there’s pride in local language, in ‘slang’, in words that are markers of identity. Imagine you’re homesick in a far-off country, surrounded by strangers. What’s the feeling you get when you overhear someone speaking your language – not only that, but in your accent, from precisely your part of the world?


Something as precious as this is bound to be fought over.


And puzzled over. Our curiosity about language has given rise to a bewildering variety of explanations, from myth, to folklore, to theory. That theory – linguistics – represents our most advanced attempt at decoding this familiar, mysterious thing. Experts’ views are far from settled. But the arguments are better informed than they’ve ever been.


The journey towards this state of enlightenment began thousands of years ago. The Hebrew Bible represents the starting point for Western understanding of language. Adam, the first man, was given the power to create words: ‘Now the Lord God had formed out of the ground all the wild animals and all the birds in the sky. He brought them to the man to see what he would name them; and whatever the man called each living creature, that was its name’ (Genesis 2:19). Later, when Adam’s descendants challenged his power by building the Tower of Babel, God said: ‘If as one people speaking the same language they have begun to do this, then nothing they plan to do will be impossible for them. Come, let us go down and confuse their language so they will not understand each other’ (Genesis 11:6–7).


The idea that we all once spoke in the same way is found across cultures. The ancient Greeks thought that there was perfect linguistic unity under Zeus. But then his son Hermes taught humans their many languages, and they began to fight. The Aztecs believed that only one man and one woman survived a great flood in a hollowed-out tree. They had children, who were all dumb, until a dove came down and taught each one to speak differently.


The sheer variety of languages was obviously a preoccupation. Listening to people say things you can’t understand is a uniquely strange and maddening experience. You might be able to interpret emotion and tone, but otherwise it is an undifferentiated mishmash of syllables, and you are frozen out. Mutual incomprehension serves nobody well. It must, therefore, be the result of a mistake, or a sin. How much easier would things be if we all understood each other? (It makes sense that ‘to speak the same language’ has become an idiom suggesting recognition, empathy and co-operation.)


The many things languages have in common were equally intriguing. Over the centuries, scholars, traders and conquerors noted similarities among words that could not have been coincidental. An English judge in India, William Jones, made these observations explicit in a famous lecture to the Asiatic Society of Bengal in 1786. Jones had identified correspondences between Sanskrit, Greek and Latin, among other languages, and recognised them as a ‘family’, theorising that they must have evolved from a common ‘ancestor’. For example, the Sanskrit for ‘foot’ is pāda, in Latin it’s pes, in ancient Greek it’s poús. These ‘related’ languages were later given the label ‘Indo-European’, and their hypothetical common ancestor named ‘Proto-Indo-European’ (the Proto-Indo-European for ‘foot’ is p[image: image]ds). The family includes siblings such as German and Dutch, as well as more distant cousins like Spanish and Nepali. The parents are the older, classical languages. But what does it mean for languages to be mothers, sisters or daughters to one another? Is each one as separate as an individual human being, ‘born’ at a particular moment in time and in turn giving birth to its own offspring?


The family-tree analogy is tempting, but obscures some important facts. As the linguists of the nineteenth century pored over data from those connected Indo-European languages, they began to understand that the biological model didn’t always fit the evidence. The skin around languages was permeable: they tended to bleed into one another. And it gradually became clear that ‘a language’ can only ever be a snapshot, a single slice of time in the history of a community of speakers.


The attention of scholars turned from language history to language in the present. What were the relationships between different components of language? What was its structure? There seemed to be several interlocking layers. First, sounds – ‘phonemes’ (like ‘b’, ‘d’ and ‘g’) – then groups of sounds – ‘morphemes’, which built words (like ‘mis-’, ‘-ness’ and ‘-ing’). These layers were called ‘phonology’ and ‘morphology’. Morphemes and words carried meaning, which was itself another layer, called ‘semantics’. The order of words in a sentence followed certain rules of ‘syntax’.* Those rules allow us to work out the difference between, say, ‘Joni kicked the elephant’ and ‘The elephant kicked Joni’. In English syntax, the ‘subject’ (often the doer in the sentence) usually comes before the verb, which precedes the ‘object’ (often the thing that has something done to it).*


Complexity in one area, say morphology, could be balanced out by simplicity in another, say syntax. So words might have special endings to indicate the role they play in the sentence, but then it wouldn’t really matter what order you put them in. In Latin, you can say taurus agricolam fugat or agricolam taurus fugat and they both mean ‘The bull chased the farmer’. We know that the farmer (agricola) is the one being chased in both sentences, because it has the ending ‘-m’.* According to this view, strongly associated with the Swiss linguist Ferdinand de Saussure, language is a balanced ‘system’ where ‘everything holds together’.


One puzzle in particular became the focus of much twentieth-century linguistics. How do children learn language? The process appears natural and inexorable. None of us remembers doing it. There doesn’t seem to be conscious effort involved, at least not the kind that learning a second language as an adult takes. So much so that linguists call it ‘acquisition’ – babies seem to acquire their mother tongue in the way you might acquire the ability to walk. One idea, popular until the 1960s, was that language could be viewed as ‘verbal behaviour’. Children are simply ‘conditioned’ to produce certain words and sentences according to the feedback they receive. If they say ‘milk’ and the result is that they are fed, then they will use that word in the same situation again. This is ‘positive reinforcement’, analogous to a rat in a laboratory pressing a lever it knows will dispense food. If a hungry child says ‘klim’ and the mother stares at it, confused, then it will not use that combination of sounds to try to get milk in future. This is ‘punishment’. There is no need to look for explanations in the mind of the baby; all that’s necessary is to observe how it behaves and the reinforcement it receives.


One scholar disagreed. In a 1959 review of B. F. Skinner’s book Verbal Behavior, Noam Chomsky wrote that children’s responses to the linguistic environment in which they find themselves are ‘genetically determined and mature without learning’. In other words, babies bring something pre-cooked to the table. Language is acquired not simply through positive reinforcement of behaviour, but because a blueprint for language already exists in the brain of the infant. ‘The fact that all normal children acquire essentially comparable grammars of great complexity with remarkable rapidity suggests that human beings are somehow specially designed to do this.’ They are not like rats – which no one would say are ‘designed’ to press levers.


Chomsky’s review of Skinner’s book initiated a paradigm shift in linguistics. From that time on, many mainstream linguists saw the search for the blueprint as a core aim of the field. There was less focus on describing and categorising the various external features of language – phonemes, morphemes, words – or delving into how meaning is communicated. Instead, attention was paid to the internal – what it means for an individual to know a language, how structure is stored in the synapses.


It was syntax, apparently, that could provide this window into the brain. The ultimate prize was to uncover the ‘universal grammar’ – the common rule or set of rules underlying all grammars. To account for the fact that languages, as we all know, can be wildly different, grammar was divided into two layers: surface structure and deep structure. Surface structure includes all of the quirks of individual languages, built up somewhat haphazardly over centuries of use. Deep structure is the boiled-down version, the far simpler set of instructions that yoke all languages together, and is the same for all of us because we all grow the same kind of brain. Crucially, it must account for what Chomsky describes as the ‘basic property’ of language – ‘that a language is a finite computational system yielding an infinity of expressions’. That’s to say, there is no limit to the number of novel sentences that can be dreamed up. I would bet that the sentence ‘David told his editor, “I won’t write about 4,000 indigo elephants in the year 2019”’ has never been uttered or written before. Yet, clearly, an infinite number cannot all be stored in the brain; instead, there must be a finite rulebook that can be used to generate all possible sentences.


Chomsky has single-mindedly pursued this position – that there exists an innate, genetically determined blueprint which accounts for the structure of all languages – ever since the 1950s. His theory has undergone its own evolution, from the complex ‘rewrite rules’ of his early work to the extraordinarily simple ‘minimalist programme’, and the use of a single rule – known as ‘Merge’ – to explain the basic property of human language. This work, which we will explore in more detail in Chapters 4 and 9, can seem distant from the world of human communication. That much Chomsky admits: ‘language can of course be used for communication, as can any aspect of what we do: style of dress, gesture, and so on … [but] the overwhelming use of language is internal – for thought’.


Chomsky has always had his critics, but it feels as though a major change is gathering pace in academic linguistics. More and more, scholars are abandoning the idea that the shape of language is ultimately determined by a structure in our brain that evolved separately from other cognitive systems. In particular, Chomsky’s account of language acquisition is being called into question. The process appears to be much more like regular learning than we thought. And much of the structure of language can be explained not by appealing to a hidden blueprint, but by observing what tends to happen to languages over time, given certain external and internal constraints. These ideas have been called ‘usage-based’ theories, and they put the emphasis back on language in the real world.


There is still much to argue over in linguistics: the data is so diverse that a lot of theories can be put forward to explain it. This is perhaps where it differs from the hard sciences, in which there are more incontrovertible facts and settled explanations. But that’s not to say that the couple of centuries of serious work on linguistics haven’t got us any closer to understanding language. Apart from anything else, the efforts of linguistic fieldworkers – the people who go out and record obscure and not-so-obscure languages – mean we have more empirical evidence than ever before on which to base those theories. We can now say a lot about how and why language changes; about its structure; about how meaning is conveyed in a conversation; about the extent to which the language you speak influences the way you think; about whether animals can communicate in language-like ways; about how language is shaped by social and political facts; about language and the brain.


And yet not much of this knowledge seems to have reached the wider public. Despite all the heated disputes, theorising and counter-theorising, for most of us our understanding of language is still largely based on folklore, instinct or hearsay. Someone told me recently that a variety of British English spoken in Birmingham (known as Brummie) is the only accent in a minor key. This idea has the air of a scholarly explanation. But what does it mean? People don’t speak in musical keys, which require you to stick to certain notes and avoid others. Speaking pitch is much less constrained than that, and will of course vary greatly even among people who share a dialect. I suspect what people really mean when they say this is that Brummie sounds gloomy to them. But that can only be a matter of association – perhaps because Birmingham, as a former centre of manufacturing industry, is sometimes (unfairly) perceived as grim and grimy. As we shall see, linguistic variations carry social weight in the form of either stigma or prestige. These variations could include differences in vowel quality – Brummie ‘woide’ instead of ‘wide’ – or patterns of intonation. (It’s been suggested that in yes–no questions, which for speakers of southern British English often rise at the end – ‘Do you want a cup of tea?’ – instead have a rise-fall-rise pattern in Brummie. Falling tones could be associated more with sadness than with happiness. Minor keys are associated with sadness too, but it doesn’t follow that falling intonation in questions gives you an accent ‘in the minor key’).


Cod explanations like this seem to crop up a lot in discussions about language, whether among friends or in the media. They usually slip by unchallenged, in a way that wouldn’t be the case if someone suggested, for example, that moonlight is made of rainbow dust. You could say that this is because knowledge of how language works, as opposed to knowing how to speak a language, isn’t very important. Most of us are perfectly capable of using language as a tool. Isn’t that enough? When you’re doing DIY, you don’t worry about what metal the hammer is made of and how it was manufactured.


But language is different. We shouldn’t settle for just knowing how to use it. To understand it is to understand what it means to be human. As we’ve seen, speech is deeply entwined in all aspects of our lives. It’s not hyperbole to say that linguistics is the universal social science. It intrudes into almost every area of knowledge: psychology, sociology, neuroscience, anthropology, literature, philosophy and computing.*


Wherever we are, language is. Most of what we do, we do using language. Ignoring its workings seems foolish. And this isn’t just a question of satisfying intellectual curiosity.


Earlier I suggested that listening to people speak a language you can’t understand is a strange and maddening experience. It can be more than that. It can be the origin of prejudice and hostility. If you are unable to talk to someone, it’s hard to appreciate how much you have in common.


When I was nineteen, I arrived at university and took a course in Arabic. I didn’t want to. I wanted to learn Farsi, my father’s language, but the rules said you couldn’t study that on its own from scratch. I had to take another language too, and Arabic was the obvious choice (Farsi borrows around 30 per cent of its vocabulary from Arabic). I may have been a reluctant student, but what happened over the following weeks and months was a revelation – and one I’ve never told anyone about, because it’s embarrassing to admit to prejudice, however vague, and however young you were at the time. My perceptions of the Arab world, insofar as I thought about it at all, had been shaped by news reports of violence in Palestine and in Lebanon, of the Lockerbie bombing, of hijackings and the war waged by Iraq on Iran. I wasn’t alone in this: when baddies in movies weren’t English, they were Arabs. If I pictured an Arab in my head, he was an angry man, jabbing his finger and shouting guttural syllables at a news camera. At the same time, I thought the script was beautiful – but then scripts don’t have an accent. The sound of a human voice has a unique emotional res­onance, and the resonance here was bad.


But as I began to chip away at the edifice of Arabic grammar, to learn about its elegance and precision, something changed in my attitude to Arabs and the Arab world. I found myself spellbound by Arabic morphology – the way that words are built up – and I still find it astonishing today. Every word in Arabic, unless it’s been borrowed from another language, is based on a set of three, or more rarely four, consonants. This is the scaffolding around which the word is built. So you have, for example, ‘k-t-b’, which is the root that has to do with books and writing. Maktab means ‘office’, kitaab is ‘book’, kataba is ‘to write’, kaatib is ‘a scribe’, aktubu means ‘I write’, and so on. The roots can be used to build verbs which take up to ten forms: kataba is form I, kattaba form II, kaataba form III. Skipping ahead, form X is istaktaba. Any root can be made into a verb using these patterns: so, form II of the root ‘m-l-k’, which has to do with owning or possessing, would be mallaka, form III maalaka and form X istamlaka. Each of these forms has its own ‘flavour’ of meaning. Form II is often a causative verb: kattaba means ‘to make someone write something’, mallaka means ‘to make someone the owner of something’. Form III is often about doing the action to or with someone else. So kaataba means ‘to correspond with someone’. Form III of ‘m-l-k’, maalaka, doesn’t actually exist (not all roots take every possible form). Form X often involves asking for something or thinking something should be done. Istaktaba is ‘to ask someone to write something’. Istamlaka is ‘to take possession of something’.


This was my first experience of a non-Indo-European language, and it overturned my assumptions about what language was. Everything that had seemed natural and obvious to me – like the way you look up a word in the dictionary – turned out to be a quirk of the languages I was used to. (In Arabic you have to pick out the root consonants and look the word up under that entry. Istaktaba doesn’t come under ‘i’ but under ‘k’.) The formal kind of Arabic I was studying seemed a lot more sophisticated than English in many ways, and my main feeling was one of respect, awe even.


I’m not saying it was the verbs that did it, but they were a way in. Of course, I was learning much more about the Arab world in general; but in terms of establishing a human connection, there was something fundamental about get­ting to grips with the language. Arabic was no longer scary-sounding. Learning it had offered me a more accurate picture.


People are now more exposed to foreign languages than ever before. Sadly, we’re not better linguists – far from it, in many cases. But as we move about modern cities and fly abroad for business or pleasure, we hear foreign accents and incomprehensible words far more often than our ancestors did. There is a risk that we fall back on our instinct to dis­identify with these people, to judge them as being not like us, or worse, not quite human. Understanding the mechanics of language – not necessarily understanding the words, but appreciating that here is a complex mode of expression with layers just like our own (phonemes, morphemes, words and syntax) – can help check this instinct.


If you are a native English speaker, you’re also now more likely to be exposed to more people who speak your language with some degree of difficulty. You may find their speech laborious, or their accents grating. You may fall into the trap of thinking that they are slower or less intelligent than you because they struggle with English prepositions (on, over), phrasal verbs (do up, tie down), or definite and indefinite articles (the, a). Perhaps if you knew what these things were, and how they are not laws of nature but idiosyncrasies of your own language (many others lack articles, don’t use phrasal verbs, and the number of prepositions varies hugely), you might not.


You don’t have to be multilingual to have an interest in linguistics. But if you are curious about the mechanics of your own language, it’s possible you’ll dip your toes in another – just to see what it’s like. The experience may be frustrating, but it will also be fascinating. In related languages, you will discover words that seem similar, and might therefore be descendants of a common ancestor (we call these ‘cognates’, like the Latin and Greek for ‘foot’).* You might come across false friends – words that seem as if they should mean one thing, but actually mean another (actuellement in French means ‘at the moment’, not ‘actually’). You might stumble over sounds that seem unnatural to you – or that you can’t even tell are different. (The ‘u’ sound in the words tu ‘you’ and chou ‘cabbage’ are distinct to French ears, but hard for the English to pin down. Perhaps now you can sympathise with Japanese speakers who find it hard to distinguish between ‘l’ and ‘r’.)


All this might get you wondering what languages are, how they got that way, and what it all means. When it comes down to it, we all speak at least one language, so these questions are relevant to everyone, polyglot or no. The aim of this book is to help answer some of them and to cut through the fallacies and folklore that cloud our understanding. Each chapter takes a common claim about language and deconstructs it, using linguistic knowledge. But these myths are simply the jumping-off point for a much deeper examination of the subjects at hand, which I hope amounts to a course in the beauty and intrigue of language. I have chosen not to use technical chapter headings like ‘historical linguistics’, ‘semantics’ and ‘pragmatics’, partly because those words are opaque to many, and I want to spread linguistic knowledge without alienating anyone. It’s also because I don’t always agree with the priority given to certain aspects of language in traditional academic linguistics, or the divisions between areas of study. For example, while most of the chapters have something to say about language change and meaning, only one really touches on syntax, the focus of lots of late-twentieth-century linguistics. Instead, I’ve tried to tackle questions that most of us start off with when we think about language. Initial wonderings are a good signal of what might be important in a field of study. Why does language change? What is meaning? Can you think without language?


By the end of the book, you’ll have the beginnings of a rounded understanding of language. My view, which is different to Chomsky’s, is that language is fundamentally a social phenomenon. Its structure does not derive from an internal blueprint, but from the general cognitive abilities of a social species, and external factors which include principles of interaction, the vagaries of history, and certain patterns that tend to emerge in complex systems which are subject to constraints of one sort or another. It is best understood as a tool for communicating, shaped by the way our brains and bodies are (which gives rise to some of the common properties of language), as well as by the particular culture we find ourselves in (which accounts for some of the differences). You could make an analogy with tools for eating: in the Far East, culture and context gave rise to chopsticks; in other countries knives and forks are used. Both fulfil the requirement of bringing food to the mouth. Similarly, the need for effective communication is shared by all human beings – but there are many different solutions to the problem.


I start with a subject that attracts a lot of attention: the idea that language is going to the dogs, or that standards are slipping. I’ll show you why that argument makes no sense because of what we know about the way language evolves. I’ll also have a go at explaining why I think those wedded to this view seem unable to admit that they’re wrong.


Have you ever used the word ‘decimate’ to mean ‘lay waste to’ or ‘destroy’, only to be told that its Latin deriv­ation shows that it really means to kill or eliminate one in ten of something? The idea that the origin of a word, or etymology, is a guide to its true meaning is false, as I show in Chapter 2. In the process of explaining the ‘etymological fallacy’, we get a lesson in the enchanting way meaning evolves. A word’s history can tell us about earlier stages in our culture – such as when ‘engine’, in the absence of machines, meant any cunning product of the human mind (sharing a root with ‘ingenuity’). It can illuminate tendencies in human thought or behaviour – for example, the likelihood that words to do with seeing become ones to do with understanding (‘Is that clear?’). But it’s how a word is used now that matters: as Ludwig Wittgenstein explained nearly seventy years ago, there’s really no other way of making sense of meaning.


In Chapter 3 we’ll learn about influences on the way you speak that are beyond your control. You might be able to pick the words you use – unless you stub your toe, or hit your thumb with a hammer, when it becomes more difficult. But do you really control how you sound, or do others make that call for you? We are constantly adapting our speech to the people around us, or the ones we aspire to be like. Our accents are subtly shaped in unexpected ways by the social milieu in which we operate. Why do some people ‘sound gay’? Why do British pop stars sing in American accents? We can all think of examples of people who try to change their voices to fit in, or get on. But you’re changing your voice too, whether you know it or not.


Have you ever wondered why animals can’t speak – or if there are any that can? I look at some of the evidence in Chapter 4. Doctor Dolittle is just a fantasy, isn’t it? Well, one scientist had daily conversations with her parrot for more than a decade, and demonstrated in carefully designed experiments that he had language abilities similar to those of a small child. Dolphins have accents. Birds have grammar. So what is it that makes human communication different from monkey howls and whale calls?


There is no linguistic topic more beloved of the internet than so-called ‘untranslatable words’, the subject of Chapter 5. These are the magical objects that make us believe there are kinds of meaning we just can’t access, because we don’t speak the right language. Do they really exist? Does the world really look different to speakers of Mandarin, Malay, Portuguese and Dutch? The answer is yes and no. No word is completely untranslatable, but no word is easily translatable either. Luckily, one linguist has invented a kind of skeleton key for all the world’s languages. If you want to know the precise difference between ‘happiness’ in English and Glück in German, she can tell you what it is.


In Chapter 6, we ask what might seem like a bizarre question: do languages even exist? It’s less bizarre once you understand that, for example, there’s no hard border between German and Dutch. And that the difference between a dialect and a language doesn’t necessarily have much to do with linguistic facts. Our concept of what constitutes a language is less scientific and more dependent on politics and power than many of us realise.


In Chapter 7 I ask whether what you say is what you mean. You might think the answer to that is obvious. But we often say things that, on the face of it, bear very little relation to the message we want to convey. ‘It’s cold in here’ doesn’t literally mean ‘Please close the window’, but it might do in a particular context. How do our brains get from what is said to what is meant, and why do computers seem to have such a hard time doing the same?


Language is political. Language is social. As such, you’d expect that it is also often a vehicle for chauvinism, for racial pride and prejudice. Are certain languages better than others? Lots of speakers of lots of languages would have you believe so. But they can’t all be right. In Chapter 8 we look at whether some languages really are more complicated, faster or richer than others.


Finally, in Chapter 9, we’ll turn to Chomsky’s ideas about language. His belief that it’s hardwired into the human brain, formed at the very beginning of life, has crossed over into the mainstream. Steven Pinker’s 1994 book The Language Instinct encapsulated it, and his title embodies an idea that seems to have stuck. But linguists today are unearthing more and more evidence that, although language is only possible because of the way our brains have developed, it’s not a specialised ‘organ’ as Pinker and Chomsky claim. Instead it comes into being because of capacities evolved for other purposes.


If language isn’t an instinct, what is it? We’ll find out – and we’ll also have fun along the way. This is a subject that most of us have wondered about, but the ivory-tower nature of much academic linguistics means few of the explanations have filtered through. You could argue that common know­ledge of language is at the level that common knowledge of physics was before Galileo, when people thought the sun went around the earth. And the reason this continues to be the case is a failure – ironically – of communication. I want to help remedy that, and in attempting to do so I will draw on the painstaking work of hundreds of professional linguists far more accomplished than me, whose insights deserve to be brought to a wider audience.


I hope that this book will change the way you think about a fundamental daily activity, one in which we all – not just the nerds and pedants – have a stake. So let’s begin.





* And if you’re a signer, in your hands. Sign languages are just as expressive and sophisticated as spoken languages.


* For definitions of the linguistic terms used throughout the book, see the Glossary.


* Subjects aren’t always the ‘doer’ – for example, in sentences like ‘the milk tastes off’ – but this interpretation is a reasonable starting point.


* These are called ‘case endings’. In some languages, the relationships between words are labelled with ‘cases’. Those relationships include that of the subject and the object to the verb. The subject takes the ‘nominative’ case, and the object the ‘accusative’ case. In the example above, ‘-m’ is the accusative case ending.


* If that’s not enough, professional linguists must have some know­ledge of anatomy (albeit an incomplete slice, from the diaphragm to the brain) and also of physics, which is important in the study of phonetics.


* Sometimes all is not what it seems. I remember learning that the Farsi for ‘better’ is behtar and the word for ‘bad’ is bad, and assuming that, since both languages are Indo-European, these were cognates. In fact, the similarities are thought to be merely coincidence, or, as the Online Etymological Dictionary puts it, an ‘accidental convergence’ of sounds. A knowledge of the history of the languages concerned is needed to establish true relatedness.




CHAPTER 1


Language is going to the dogs


The twenty-first century seems to present us with an ever-lengthening list of perils: climate change, financial meltdown, cyberattacks. Should we stock up on canned foods in case the ATMs snap shut? Buy a shedload of bottled water? Hoard prescription medicines? The prospect of everything that makes modern life possible being taken away from us is terrifying. We’d be plunged back into the Middle Ages, but without the skills to cope.


Now imagine that something even more fundamental than electricity or money is at risk: a tool we have relied on since the dawn of human history, enabling the very foundations of civilisation to be laid. The doomsayers admit that this apocalypse may take some time – years, decades, even – to unfold. But the direction of travel is clear.


I’m talking about our ability to communicate. To put our thoughts into words, and use those words to forge bonds, deliver vital information, learn from our mistakes and build on the work done by others. Without complex, rich, subtle language, without clear, precise speech and writing, there would be no cities, no philosophy, no science, no shoulders to cry on, no political organisation, no arguments to win or lose, no love letters, no jokes, no understanding. No humanity.


Any threat to this apparatus is deeply alarming. If they took it seriously, governments would be setting up task forces, the UN would be calling for collective action, scientists would be labouring to come up with possible solutions. But none of this is happening. As things stand, it’s left to a few heroic individuals to raise their voices in warning about the dangers of doing nothing, like Marie Clair of the Plain English Campaign.* ‘There is a worrying trend of adults mimicking teen-speak. They are using slang words and ignoring grammar,’ she told the Daily Mail. ‘Their language is deteriorating. They are lowering the bar. Our language is flying off at all tangents, without the anchor of a solid foundation.’ If this is the case now, what will things be like in a generation’s time? We must surely act before it’s too late.


But young people are only too readily picking up bad habits. ‘Text-speak’, which is ‘creeping beyond … smartphones and into pupils’ everyday language’, the English lecturer Anne Merrit wrote in the Daily Telegraph, ‘looks like a simple decline in proper language skills, born out of a digitally literate culture that has grown too comfortable in an age of abbreviations and spellchecks.’


That decline is something the Queen’s English Society, a British organisation, has been trying to prevent. Though it is at pains to point out that it does not believe language can be preserved unchanged, it nevertheless worries that communication is at risk of becoming far less effective. ‘We do not want the language to lose its fine or major distinctions,’ the Society says on its website. ‘Some changes would be wholly unacceptable as they would cause confusion and the language would lose shades of meaning.’


With a reduced expressive capacity, English would no longer be up to the task of describing the world around us, or the world inside our heads. Research, innovation and the quality of public discourse would suffer. We’d be facing a breakdown in shared knowledge of language – a rusting of the key that allows us to unlock the message contained in someone else’s speech or writing. The columnist Douglas Rushkoff put it like this in a 2013 New York Times op-ed: ‘Without grammar, we lose the agreed-upon standards about what means what. We lose the ability to communicate when respondents are not actually in the same room speaking to one another. Without grammar, we lose the precision required to be effective and purposeful in writing.’


On the other hand, our laziness and imprecision are leading to unnecessary bloating of the language – ‘language obesity’, as the British broadcaster John Humphrys described it. This ‘is the consequence of feeding on junk words. Tautology is the equivalent of having chips with rice. We talk of future plans and past history; of live survivors and safe havens. Children have temper tantrums and politicians announce “new initiatives”.’


It is frightening to think where all this might lead. The slump in language, if it’s as dangerous as has been suggested, ought to lead to a slump in human effectiveness.


The bad old days


But there’s something perplexing about claims like this. By their nature, they imply that we were smarter and more precise in the past. Seventy-odd years ago, people knew their grammar, and knew how to talk clearly. And if we follow the logic, they must also have been better at organising, finding things out and making things work.


John Humphrys was born in 1943. Since then, the English-speaking world has grown more prosperous, better educated and more efficiently governed, despite an increase in population. Most democratic freedoms have been preserved and intellectual achievement intensified. Information has become far more accessible, news media have proliferated and the technological advances have come thick and fast.


Linguistic decline is the cultural equivalent of the boy who cried wolf, except the wolf never turns up. Perhaps this is why, even though the idea that language is going to the dogs is widespread, nothing much has been done to mitigate it: it’s a powerful intuition, but the evidence of its effects has simply never materialised. That is because it is unscientific nonsense.


Here we bust our first myth: there is no such thing as linguistic decline, so far as the expressive capacity of the spoken or written word is concerned. We need not fear a breakdown in communication. Our language will always be as flexible and sophisticated as it has been up to now. Those who warn about the deterioration of English haven’t learned about the history of the language, and don’t understand the nature of their complaints – which are simply statements of preference for the way of doing things they have become used to. The erosion of language to the point that ‘ultimately, no doubt, we shall communicate with a series of grunts’ (Humphrys again) will not, cannot, happen. The clearest evidence for this is that warnings about the deterioration of English have been around for a very long time.


In 1785, a few years after the first volume of Edward Gibbon’s The History of the Decline and Fall of the Roman Empire had been published, things were so bad that the poet and philosopher James Beattie declared: ‘Our language (I mean the English) is degenerating very fast.’ Some seventy years before that, Jonathan Swift had issued a similar warning. In a letter to Robert, Earl of Oxford, he complains:


From the Civil War to this present Time, I am apt to doubt whether the Corruptions in our Language have not at least equalled the Refinements of it; and these Corruptions very few of the best Authors of our Age have wholly escaped […]


… most of the Books we see now a-days, are full of those Manglings and Abbreviations. Instances of this Abuse are innumerable: What does Your Lordship think of the Words, Drudg’d, Disturb’d, Rebuk’t, Fledg’d, and a thousand others, every where to be met in Prose as well as Verse?


Swift would presumably have thought that The History of the Decline and Fall, revered as a masterpiece today, was a bit of a mess. He knew when the golden age of English was: ‘The Period wherein the English Tongue received most Improvement, I take to commence with the beginning of Queen Elizabeth’s Reign, and to conclude with the Great Rebellion in [Sixteen] Forty Two.’


But the problem is that writers at that time also felt they were speaking a degraded, faltering tongue. They had particular concerns about the importation of new, foreign words. In 1589 the critic George Puttenham wrote, in The Arte of English Poesie: ‘We find in our English writers many words and speeches amendable, and you shall see in some many inkhorn terms* so ill-affected brought in by men of learning as preachers and schoolmasters: and many strange terms of other languages by secretaries and merchants and travellers, and many dark words and not usual nor well sounding, though they be daily spoken in Court.’ That was halfway through Swift’s golden age. Just before it, in the reign of Elizabeth’s sister, Mary, the Cambridge professor John Cheke wrote with anxiety that ‘Our own tongue should be written clean and pure, unmixed and unmangled with borrowing of other tongues.’


This concern for purity – and the need to take a stand against a rising tide of corruption – goes back even further. In the fourteenth century Ranulph Higden complained about the state English was in. His words, quoted in David Crystal’s The Stories of English, were translated from the Latin by a near-contemporary, John Trevisa: ‘By intermingling and mixing, first with Danes and afterwards with Normans, in many people the language of the land is harmed, and some use strange inarticulate utterance, chattering, snarling, and harsh teeth-gnashing.’


That’s five writers, across a span of 400 years, all moaning about the same erosion of standards. And yet the period also encompasses some of the greatest feats of English literature.


It’s worth pausing here to take a closer look at Trevisa’s translation, for the sentence I’ve reproduced is a version in modern English. The original is as follows: ‘By commyxstion and mellyng furst wiþ danes and afterward wiþ Normans in menye þe contray longage ys apeyred, and som vseþ strange wlaffyng, chyteryng, harrying and garryng, grisbittyng.’ As you can see, if we go back as far as the fourteenth century, the ‘English’ being used is so different from our own as to need translation – which is strange, given all the appeals we’ve seen to the purity of earlier stages in the language. For those who worry about language deteriorating, proper usage is best exemplified by the speech and writing of a generation or so before their own. The logical conclusion is that the generation or two before that would be even better, the one before that even more so. As a result, we should find Trevisa’s language vastly more refined, more correct, more clear and more effective. The problem is, we can’t even read it.


Hand-wringing about standards isn’t restricted to English. The fate of every language in the world has been lamented by its speakers at some point or another. In the thirteenth century, the Arabic lexicographer Ibn Manzur described himself as a linguistic Noah – ushering words into a protective Ark in order that they might survive the onslaught of laziness. Elias Muhanna, a professor of comparative literature, describes one of Manzur’s modern-day counterparts: ‘Fi’l Amr, a language-advocacy group [in Lebanon], has launched a campaign to raise awareness about Arabic’s critical condition by staging mock crime scenes around Beirut depicting “murdered” Arabic letters, surrounded by yellow police tape that reads: “Don’t kill your language.”’


The linguist Rudi Keller gives similar examples from Germany. ‘Hardly a week goes by,’ he writes, ‘in which some reader of the Frankfurter Allgemeine Zeitung doesn’t write a letter to the editor expressing fear for the future of the German language.’ Gustav Wustmann addressed those readers’ great-grandparents in 1891: ‘Language is today so quickly transformed that it has become decayed and rotten. Ineptitude and sluggishness, bombast, foppery* and grammatical errors are increasing.’ His book Allerhand Sprachdummheite (All Kinds of Language Blunders) was reprinted fourteen times over the next seven decades. But in 1929 Thomas Mann won the Nobel Prize in Literature. Are we to assume that the language he spoke and in which he wrote was degenerate? As Keller puts it, ‘for more than two thousand years, complaints about the decay of re­spective languages have been documented in literature, but no one has yet been able to name an example of a “decayed language”.’ He has a point.


The hard truth is that English, like all other languages, is constantly evolving. Unlike biological evolution, it happens quickly. Some linguistic changes occur when new speakers learn the language and unwittingly reinterpret the rules that govern its use; changes like that only take a generation to become established. There are many sources of change, though: the influence of other languages or the cultural dominance of one dialect over another (take American English and its British counterpart, for example). Certain changes set off chain reactions – and some sound changes are natural tendencies that most languages exhibit over time.


It’s the speed of the change, within our own short lives, that creates the illusion of decline. Because change is often generational, older speakers recognise that the norms they grew up with are falling away, replaced with new ones they aren’t as comfortable using. This cognitive difficulty doesn’t feel good, and the bad feelings are translated into criticism and complaint. We tend to find intellectual justifications for our personal preferences, whatever their motivation. If we lived for hundreds of years we’d be able to see the bigger picture. Because when you zoom out you can appreciate that language change isn’t just a question of slovenliness: it happens at every level, from the superficial to the structural. Any given language is significantly reconfigured over the centuries, to the extent that it becomes totally unrecognisable. But, as with complex systems in the natural world, there’s often a kind of homeostasis: simplification in one area can lead to greater complexity in another. What stays the same is the expressive capacity of the language. You can always say what needs to be said.


Time, like an ever-rolling stream


Frequently, these changes are unexpected and revealing. They shed light on the workings of our minds, mouths and culture. Let’s look at some examples.


One common driver of linguistic change is a process called ‘reanalysis’. This can happen when a language is learned for the first time, when babies begin to talk and construe what they hear slightly differently from their parents. In the abstract it sounds complex, but in fact it’s straightforward: when a word or sentence has a structural ambiguity, what we hear could be an instance of A, but it could also be an instance of B. For years A has held sway, but suddenly B catches on – and changes flow from that new understanding.


Take the words ‘adder’, ‘apron’ and ‘umpire’. They were originally ‘nadder’, ‘napron’ and ‘numpire’. ‘Numpire’ was a borrowing from the French non per – ‘not even’ – and described someone who decided on tie-breaks in games. Given that ‘numpire’ and those other words were nouns, they often found themselves next to an indefinite article – ‘a’ or ‘an’, or the first-person possessive pronoun, ‘mine’. Phrases like ‘a numpire’ and ‘mine napron’ were relatively common, and at some point – perhaps at the interface between two gener­ations – the first letter came to be seen as part of the preceding word. The prerequisite for reanalysis is that communication is not seriously impaired: the reinterpretation takes place at the level of the underlying structure. A young person would be able to say ‘where’s mine apron?’ and be understood, but they’d then go on to produce phrases like ‘her apron’ rather than ‘her napron’, which older folk presumably regarded as idiotic.


Reanalysis can be made more likely when changes have occurred elsewhere in the language. The verb ‘to like’ originally meant ‘to be pleasing to’. Which is to say that if I was expressing a preference, I would have come up with something like ‘chips like me’ – meaning ‘chips are pleasing to me’. The verb, crucially, agrees with the plural ‘chips’. If it agreed with ‘me’ it would be ‘likes’. But me is not the subject, the doer in the sentence, it is the object, the thing that has something done to it.


Keep that in mind when you consider the sentence ‘The king liked pears’ in Old English.


Tham cynge licodon peran


To-the king were-pleasing pears


At this stage in the language, case endings were more common than they are now. They gave you more information about a noun’s relationship to other parts of the sentence, and were often stuck onto the end of the noun. ‘Tham’ displays a ‘dative’ case ending ‘-am’,* so we can gloss it as ‘to the’ rather than just ‘the’. This is an unambiguous structure – there’s no way of misinterpreting what the subject of the sentence is. It’s pears.


At some point, the language lost dative endings, among other changes. Now we just have:


The king liceden peares


The king were-pleasing pears


We still know that pears are the subject of the sentence, as the verb ‘liceden’ takes the plural form and there’s only one king. But if this plural marking also falls away, the whole thing is likely to be reanalysed:


The king liked pears


The underlying structure, or, to put it another way, the ‘feeling’ that the verb ‘liked’ belongs to pears, rather than the king, disappears. And since most sentences in English follow the pattern subject-verb-object, that’s how this sentence is reinterpreted. ‘To like’, which once meant ‘to be pleasing to’, now means ‘to find something pleasing’. A fine distinction is completely lost – speakers have disregarded rules of grammar, and the meaning of a verb has fundamentally changed. Stalwarts of the Queen’s English Society should by rights be up in arms every time they read the word ‘like’.


Change often takes the form of grammaticalisation: a process in which a common phrase is bleached of its independent meaning and made into a word whose sole function is grammatical. One instance of this is the verb ‘to go’, when used for an action in the near future or an intention. There is a clue to its special status in the way we’ve started saying it. We all inherit an evolutionarily sensible tendency to expend only the minimum effort needed to complete a task. For that reason, once a word has become a grammatical marker, rather than something that carries a concrete meaning, you don’t need it to be fully fleshed out. It becomes ‘phonetically reduced’ – or, as some would have it, pronounced ‘lazily’. That’s why ‘I’m going to’ becomes ‘I’m gonna’, or even, in some dialects, ‘Imma’. But this change in pronunciation is only evident when ‘going to’ is grammatical, not when it’s a verb describing real movement. That’s why you can say ‘I’m gonna study history’ but not ‘I’m gonna the shops’. In the first sentence, all ‘I’m going to’/‘I’m gonna’ tells you is that the action (study history) is something you intend to do. In the second one, the same verb isn’t simply a marker of intention, it indicates movement. You can’t therefore swap it for another tense (‘I will study history’ vs ‘I will the shops’).


‘Will’, the standard future tense in English, has its own history of grammaticalisation. It once indicated desire and intention. ‘I will’ meant ‘I want’. The closely related German verb for want is in fact willen. We can still detect this original English meaning in phrases such as ‘If you will’ (if you want/desire). Since desires are hopes for the future, this very common verb gradually came to be seen simply as a future marker. It lost its full meaning, becoming merely a grammatical particle. As a result, it also gets phonetically reduced, as in ‘I’ll’, ‘she’ll’ and so on.


Evidence of grammaticalisation exists in every language. Take the French negative marker, pas. It is now formally part of French grammar, but was originally just a descriptive word used for emphasis (it survives as a regular word, meaning ‘step’, in other contexts). One might say ‘Je n’y vais pas’ – ‘I’m not going [even] a step there’ – but, as with many markers of emphasis, it became routine, was used all over the place, and ended up being bleached of independent meaning. ‘Je ne t’aime pas’ – ‘I don’t love you’ – has nothing to do with steps.


Phonetic reduction often forms the first part of a cycle, a sort of engine that keeps language in a constant state of flux. It’s nicely illustrated by another example from French, starting with an earlier stage in that language, one that we are in the habit of regarding as a different language altogether: Latin. In the classical language, hoc meant ‘this’. Later on, the phrase ecce hoc (something like ‘this here’) began to be used again and again and, as you would expect, it got condensed, becoming just ce in French. But the tendency to reduce frequent phrases is always balanced by the need for emphasis – saying what you mean so it really stands out. The two pull against one another in a linguistic tug-of-war. So, to ce was added là, meaning ‘there’ (itself a squashed form of the Latin illac). Modern speakers have in turn condensed even celà into ça, which, etymologically, corresponds to ecce-hoc-illac, or ‘this-here-there’. The word has puffed in and out like an accordion.
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