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Introduction





Welcome to the Cambridge IGCSETM and O Level Computer Science Study and Revision Guide Second Edition. This book has been written to help you revise everything you need to know for your Computer Science examinations, alongside the Cambridge IGCSE and O Level Computer Science Second Edition Student’s Book. Following the new Computer Science syllabus (first exams in June 2023), this book covers all the key content along with sample questions and answers and exam-style practice questions. Sample practice papers also appear at the end of the book and online at https://www.hoddereducation.co.uk/cambridgeextras. These practice papers, written by the authors, are slightly longer than the actual Cambridge IGCSE papers to ensure questions covering more of the syllabus can be offered. There is also an online glossary for key words that appear in red bold in this book.




How to use this book
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Answers


Outline answers to the exam-style questions and Practice Papers 1A and 2A from page 163. Practice Paper 1B and 2B and their answers are online.








Study tips





Know what questions you may be asked


Find a copy of the IGCSE Computer Science syllabus that you have been studying and will take the exam for and use your revision guide and textbook. The list of topics will make an excellent checklist for your revision. If you find something that you do not understand or have not made any notes about, stop and find out about it while you remember. Anything that is mentioned in the syllabus could be used in a question.







Read and understand questions


What are you being asked to do?




	
1  Read the question thoroughly.


	
2  Understand the type of instruction you are being given: complete, describe, explain, give, state and suggest all require different actions (see later for more details about key instructions).


	
3  If the question makes use of a specific scenario, make sure all your answers are relevant to the scenario. For example, if the question is about website security measures taken by a bank, suggesting taking the website offline outside banking hours would not be an appropriate response.


	
4  Decide on the information required but remember that most answers will require more than just a single word. If you have finished well before the time allotted, you may not have answered your questions in enough detail. Go back and check your answers.


	
5  Always use the correct technical terms and avoid the use of trade names at all costs (no marks will be awarded for answers such as Google, Word or Norton for example). If you are referring to using Word, your answer should discuss how to use a word processor with no mention of any trade names.


	
6  Decide how much information is required by checking out the instructions given and also by looking at the number of marks allocated to the question (for example, if a question is awarded 5 marks, then your answer will need to include at least five marking points).










Know your subject




	
•  Make sure that you understand computer science terms and that you can spell them correctly: for example, phishing, pharming, verification, autonomous and so on.


	
•  Learn the definitions and be able to provide examples to show your understanding. There are certain items that need learning so that you can apply them, such as validation checks, types of translator and so on.


	
•  Do not ignore items in the syllabus that you do not understand or do not have notes on. Do some research to fill all your gaps in knowledge.


	
•  Beware of cramming facts into your brain without understanding them or being able to apply them. You need to revise but try and make it interesting rather than just reading and re-reading your notes. Remember, writing things down, rather than just reading about them, means you are more likely to recollect important facts. Always practice exam-style questions (including looking at past papers) and remember to time yourself since you do not want to run out of time when you do the actual exam.


	
•  Do not try to learn too much at the last minute. Use the best revision technique that suits you. It is often a good idea to write out revision cards so you can do a last-minute check. For example, a binary arithmetic check card could look something like this:
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Binary arithmetic




	
•  Binary headings (128, 64, 32, 16, 8, 4, 2, 1)


	
•  Remember 1 + 1 = 0 carry 1; 1 + 1 + 1 = 1 carry 1, etc.


	
•  Two’s complement uses −128 in left-most bit position


	
•  Shifting binary numbers left is the same as multiplying by factors of 2


	
•  Shifting binary numbers right is the same as dividing by factors of 2
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•  Questions asked will be within the syllabus boundaries. If something appears new to you, then the question will give you lots of guidance so you can call on facts that you should already know.


	
•  Make sure that you read all of the question carefully.


	
•  Make sure that you understand the work that you have done – if you only try to remember it, you will not be able to apply your knowledge.


	
•  Mark allocations are there to help you decide on how to use your time sensibly, so do not spend 30 minutes on a question worth only two marks.










Help yourself




	
•  Get a good night’s sleep or take a decent lunch break before doing the exam. The most important thing that goes into the exam room is your brain and it does not function well if you have not had enough rest. Think of exam preparation in the same way as preparation for taking part in a sporting event.


	
•  Stay calm. Everyone gets nervous in some way, so work out how best to relax yourself before starting the exam.


	
•  Read the whole paper through first and do not write anything at this stage. This will help you gather your thoughts and get some idea of how much effort each question is going to need. Remember, you do not have to answer questions in numerical order. Answer those questions first that you are confident about. This will boost your confidence and will help when you come to the more challenging questions.


	
•  Remember to read each question thoroughly before answering it. Highlight or underline key words in the question so you do not lose marks needlessly by missing out something important (for example, you may have to give an answer in GiB and you give your answer in KiB which could lose you marks – this could be avoided by highlighting the word ‘GiB’).


	
•  Use clear English and good handwriting.


	
•  Do not use correction fluid and cross out unwanted work neatly. If you have written the answer on a different page, remember to show very clearly where your answer can now be found.


	
•  Once finished, if you have any time left, go back and check your answers. You may have missed something out which could make a difference.


	
•  Attempt to answer all questions. Leaving blank spaces is not a good idea. You just might get credit by writing down something which you think could be relevant.











Command words


The use of certain words in questions gives you a strong clue about how to answer them. The following table gives a list of common key words used, their meaning and a sample question.








	Key word

	Meaning

	Example










	Calculate

	Work out from given facts, figures or information.

	Calculate the size of the file needed to store 1200 photos which are each 12 MiB in size.






	Compare

	Identify/comment on similarities and/or differences.

	Compare the features of random access memory (RAM) and read-only memory (ROM).






	Define

	Give precise meaning.

	Define what is meant by the term packet switching.






	Demonstrate

	Show how or give an example.

	Demonstrate how hexadecimal is converted to binary.






	Describe

	State the points of a topic/give characteristics and main features.

	Describe how piezoelectric technology is used by an inkjet printer to produce a hard copy of a photograph.






	Evaluate

	Judge or calculate the quality, importance, amount or value of something.

	Evaluate the importance of using robotics in medicine.






	Explain

	Set out purposes or reasons; make the relationships between things evident; provide why and/or how and support with relevant evidence.

	Explain why packet switching may not be a good way of transmitting real time data.






	Give

	Produce an answer from a given source or from memory.

	Give a reason why hexadecimal notation is used.






	Identify

	Name/select/recognise.

	Identify the type of memory used by a computer to store the start-up routines.






	Outline

	Set out the main points.

	Outline the role of registers and buses in the fetch, decode, execute cycle.






	Show

	Provide structured evidence that leads to a given result.

	Show how to convert a denary number to a hexadecimal number.






	State

	Express in clear terms.

	State the advantages of using USB-C connectivity rather than using USB-A connectivity.






	Suggest

	Apply knowledge and understanding to situations where there are a range of valid responses in order to make proposals/put forward considerations.

	Suggest how data entry for a name could be verified and validated.

















Assessment


The information in this section is taken from the Cambridge IGCSE and O Level Computer Science syllabuses (0478/0984/2210) for examination from 2023. You should always refer to the appropriate syllabus document for the year of examination to confirm the details and for more information. The syllabus document is available on the Cambridge International website at: www.cambridgeinternational.org


There are two examination papers:








	 

	Paper 1 Computer systems

	Paper 2 Algorithms, programming and logic










	Duration

	1 hour 45 minutes

	1 hour 45 minutes






	Marks

	75 marks

	75 marks






	Percentage of overall marks

	50%

	50%






	Syllabus topics examined

	1–6

	7–10






















1 Data representation
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Key objectives


The objectives of this chapter are to revise:




	
•  number systems


	
•  the binary, denary and hexadecimal number systems


	
•  conversion of numbers between all three number systems


	
•  use of the hexadecimal (hex) number system


	
•  binary addition


	
•  overflow error


	
•  logical shifts


	
•  two’s complement format for negative and positive binary numbers


	
•  text, sound and images


	
•  ASCII and Unicode character sets


	
•  representation of sound in a computer


	
•  sampling rate and sample resolution


	
•  image representation, including resolution and colour depth


	
•  data storage and file compression


	
•  calculation of file sizes


	
•  the need for data (file) compression


	
•  lossy and lossless compression





[image: ]










1.1 Number systems




1.1.1 Binary represents data


No matter how complex the system, the basic building block in all computers is the binary number system. This system is chosen because it consists of 1s and 0s only which correspond to ON and OFF states in the computer system.







1.1.2 Binary, denary and hexadecimal number systems




The binary system


The binary number system is based on the number 2; it can only use the two values 0 and 1 (these are referred to as bits). The binary heading values are 20, 21, 22, 23 and so on.
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The maximum size of a binary number you will see in the exam is 16 bits
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If an 8-bit system is being used the headings are: 128 (27), 64 (26), 32 (25), 16 (24), 8 (23), 4 (22), 2 (21) and 1 (20). A typical binary number, based on this system, would be 0 1 1 1 1 0 0 1.


The denary system is a base 10 number system with column headings: 100 (1), 101 (10), 102 (100), 103 (1000) and so on.







Converting from binary to denary


To convert from binary to denary, simply add together all the heading values where a 1-value appears.


For example:


0 1 1 1 1 0 0 1 = 64 + 32 + 16 + 8 + 1 (= 121)


0 1 1 1 1 0 0 0 1 0 1 1 = 1024 + 512 + 256 + 128 + 8 + 2 + 1 (= 1931)


… and so on.







Converting from denary to binary


To convert from positive denary to binary, it is necessary to carry out successive divisions by 2 until a zero value results. The remainders are read from bottom to top to give the binary value:


For example, to convert 142 to binary:
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(Note: if the answer is, for example, 111011 and 8-bits are used to represent numbers, then just infill with zeros to give: 00111011.)







The hexadecimal system


The hexadecimal number system is based on the number 16. The 16 digits are represented by the numbers 0 to 9 and the letters A to F (representing 10 to 15). The hexadecimal headings are 160, 161, 162, 163, and so on. A typical hexadecimal number would be 1F3A.







Converting from binary to hexadecimal and hexadecimal to binary


To convert a binary number to a hexadecimal number, it is first necessary to split the binary number into 4-bit groups starting from the right-hand side. If the final (left-most group) doesn’t contain four binary digits, then infill by zeros is done. Each 4-bit group is then assigned a hexadecimal digit. For example:


1011 1111 0000 1001 becomes (11) (15) (0) (9) that is, BF09


1 0011 1110 0111 must first be rewritten as 0001 0011 1110 0111 which becomes (1) (3) (14) (7) that is 13E7


To convert from hexadecimal to binary, it is necessary to write the 4-bit binary code for each hexadecimal digit. For example:


45A becomes 0100 0101 1010


E48D becomes 1110 0100 1000 1101







Converting from hexadecimal to denary and from denary to hexadecimal


To convert a hexadecimal number to denary, it is necessary to multiply each hexadecimal digit by its heading value and then add them together. For example,


1FD = (1 × 256) + (15 × 16) + (12 × 1) = 508


4EB5 = (4 × 4096) + (14 × 256) + (11 × 16) + (5 × 1) = 20 149


To convert from denary to hexadecimal, it is necessary to carry out successive divisions by 16 until zero value results. The remainders are read from bottom to top to give the hexadecimal value. For example, to convert 2004 to hexadecimal:
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1.1.3 Uses of the hexadecimal system


The hexadecimal number system is often used by computer programmers and designers because it is easier to deal with, for example AF01, than the binary equivalent of 1010111100000001. Some of the main uses of the hexadecimal system are listed here.




	
•  Error codes refer to memory locations where the error occurs; they are automatically generated by the computer.


	
•  A Media Access Control (MAC) address identifies a device on a network (via the NIC). The MAC address is in the format NN-NN-NN-DD-DD-DD (first six digits are the manufacturer code and the last six digits are the serial number of the device).


	
•  An Internet Protocol (IP) address is given to a device when it joins a network; there are two types – IPv4 (32-bit code) and IPv6 (uses 128-bit code).


	
•  Hypertext mark-up language (HTML) colour codes; the colour of each pixel on screen is made up of a combination of red, green and blue; the amount of each colour is represented by a hex code. For example, # FF 00 00 is pure red, # FF 80 00 is a shade of orange, # B1 89 04 is a tan colour.










1.1.4 Addition of binary numbers


Binary addition involves a carry and a sum for each of the 2 or 3 bits being added:








	 

	binary digit

	 

	operation

	carry

	sum










	0

	0

	0

	0 + 0 + 0

	0

	0






	0

	0

	1

	0 + 0 + 1

	0

	1






	0

	1

	0

	0 + 1 + 0

	0

	1






	0

	1

	1

	0 + 1 + 1

	1

	0






	1

	0

	0

	1 + 0 + 0

	0

	1






	1

	0

	1

	1 + 0 + 1

	1

	0






	1

	1

	0

	1 + 1 + 0

	1

	0






	1

	1

	1

	1 + 1 + 1

	1

	1









For example:


Add 00100111 + 01001010


We will set this out showing carry and sum values:
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Overflow


Overflow occurs if the result of a calculation is too large for the allocated word size (for example a word size of 8 bits can represent a maximum value of 255).


For example:


Add 0 1 1 0 1 1 1 0 and 1 1 0 1 1 1 1 0 (using an 8-bit word size)
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This addition has generated a ninth bit. The 8 bits of the answer 0 1 0 0 1 1 0 0 give the denary value (64 + 8 + 4) of 76 which is clearly incorrect (the denary value of the addition is 110 + 222 = 332).


The generation of a ninth bit is a clear indication that the sum has exceeded the maximum value possible for 8 bits; that is, 255 (28 – 1). This is known as an overflow error and is an indication that a number is too big to be stored in the computer using, in this case, an 8-bit register.


This shows that the greater the number of bits which can be used to represent a number then the larger the number that can be stored. For example, a 16-bit register would allow a maximum value of 216 – 1 (= 65 535) to be stored, a 32-bit register would allow a maximum value of 232 – 1 (= 4 294 967 295), and so on.










1.1.5 Logical binary shifts


Logical shifts involve shifting (moving) bits to the left (multiplying by 2 for each shift) or the right (dividing by 2 for each shift). If shifting to the left or right results in a loss of 1-bits, then this would result in an error.


When shifting a binary number, any gaps created by the shift operation can be filled by zeros. For example, the denary number 54 is 00110110 in binary. If we put this into an 8-bit register:
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If we now shift the bits in this register two places to the left:
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The value of the binary bits is now 54 × 22 = 216.


Suppose we now shift the original number one place to the right:
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The value of the binary bits is now 54 ÷ 21 = 27.


Suppose we now shift the original binary number four places to the left:
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This should give 54 × 24 = 864, but actually gives 96 which is clearly incorrect. Since two of the 1-bits were lost following a logical shift, an error would be generated. Similarly, if we shift the original binary number four places to the right:
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Again, an error would be generated since the result of the right shift should be 54 ÷ 24 = 3.375, but actually results in the value 3.







1.1.6 Two’s complement (binary numbers)


To allow for the possibility of representing negative integers we make use of two’s complement notation. For example:
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Converting denary numbers into binary in two’s complement format, involves placing 1-bits in the appropriate position remembering that the right-most bit now represents −128.


To convert negative denary numbers into binary in two’s complement format can be done in two ways.


Consider the number +67 in 8-bit (two’s complement) binary format:
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One method of finding the binary equivalent to −67 is to simply put 1-bits in their correct places:
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Looking at the two binary numbers above, this gives us another possible way of finding the binary representation of a negative denary number:
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Sample questions and answers




	
a)  Write the denary number 44 as an 8-bit binary number.


	
b)  Carry out a logical shift two places left on your binary number found in part a). Comment on your answer.


	
c)  Carry out a logical shift two places right on your binary number found in part a). Comment on your answer.


	
d)  Write the denary number 220 as an 8-bit binary number. Add this binary number to your binary number found in part a). Comment on your answer.


	
e)  Write −44 as an 8-bit binary number using two’s complement format.

[9]
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Tips


When a comment about your answer is required, explain whether the result you get is what you would have expected; then give a reason why it is (or is not) as expected. Where a mathematical sequence of operations is needed (as in parts d) and e)), it is imperative that you show all your working so that some marks can still be gained even if your answer is incorrect. Throughout questions of this type, keep your work logical and thorough so that the examiner can easily follow your logic.


To reduce the possibility of errors, it is a good idea to write your 8-bit binary number in register/word format:
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Sample high-level answer




	
a)
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b)
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This is equivalent to 128 + 32 + 16 = 176. Shifting two places left should give the result 44 × 22 = 176, which means the actual result is the same as the expected result.





	
c)
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This is equivalent to 8 + 2 + 1 = 11. Shifting two places right should give the result 44 ÷ 22 = 11, which means the actual result is the same as the expected result.





	
d)
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This is the 8-bit binary representation of 220. Adding this to the original binary number from part (a): 0 0 1 0 1 1 0 0 results in the answer:
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The expected result for this addition (220 + 44) is 264. However, the value 8 is generated. This is clearly incorrect and is due to the fact that the result of the sum exceeds the maximum value which can be represented by an 8-bit word (that is, 255). An overflow error has occurred.





	
e)
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Teacher’s comments


The first student has given a very well-explained answer and they have used the 8-bit word format; this greatly helps in parts b), c) and e) of this question.
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Sample low-level answer




	
a)
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b)  0 0 1 1 0 1 becomes 1 1 0 1


	
c)  0 0 1 1 0 1 becomes 0 0 0 0 1 1 0 1


	
d)
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e)  − 0 0 1 1 0 1
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Teacher’s comments


The second student has used the correct conversion method in parts a) and d), but they have written the binary numbers in the wrong order and the answer to part a) is not in 8-bit format. Answer b) is incorrect since they haven’t added extra zeros (they could have gained a follow-through mark from part a) if they added the extra two zeros). Part c) would gain a follow through mark since this time the additional zeros were added. Part e) is completely wrong. Probably two or three marks maximum out of 9.
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Exam-style questions




	
1  a)  i)   Convert the 16-bit binary number 1100 0000 1101 1110 to hexadecimal.


	         ii)  Convert the hexadecimal number 2 A 9 F to a 16-bit binary number.

[3]




	    b)  i)   Convert the hexadecimal number 3 F C to a denary number.


	         ii)  Convert the denary number 2 8 1 6 to a hexadecimal number.

[3]









	
2  a)  Convert the following denary numbers into 8-bit binary numbers:



	
i)   95


	
ii)  30


	
iii) 205

[3]













	    b)  i)   Carry out the binary addition of parts a)i) and a)ii).


	         ii)  Carry out the binary addition of parts a)i) and a)iii). Comment on your answer.

[3]









	
3  Describe three uses of the hexadecimal number system.

[6]




	
4  Convert the denary number 75 into an 8-bit binary number using the two’s complement format.

[3]









	
5  a)  i)   Convert the denary number 116 into a binary 8-bit number.


	         ii)  Carry out a logical shift two places to the right on the binary number obtained in part a)i).


	         iii) Carry out a logical shift three places to the left on the binary number obtained in part a)i). Comment on your answer.

[5]




	    b)  i)   Write the hexadecimal numbers 3 C and 4 4 as 8-bit binary numbers.


	         ii)  Add the two binary numbers found in part b)i).


	         iii) Carry out a logical shift six places to the right on your answer to part b)ii). Comment on your answer.

[5]
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1.2 Text, sound and images




1.2.1 Text


All keyboard characters (including control codes) are represented in a computer using 7-bit American Standard Code for Information Interchange (ASCII code) or 8-bit Extended ASCII code character set. For example, each ASCII value is found in a stored table when a key is pressed on the keyboard. The main drawback of the ASCII code system is it can’t be used to represent non-Western languages, such as Chinese or Japanese characters. One way round this is to use Unicode, which can support up to 4 bytes per character (that is, up to 32 bits per character).







1.2.2 Sound


Sound is analogue data. To store sound in a computer, it is necessary to convert the analogue data into a digital format. The digital data can then be played back through a loudspeaker once it has been converted back to electrical signals (see Chapter 3 for more details).


To convert sound to digital, the sound waves must be sampled at regular time intervals. The amplitude (loudness) of the sound uses a number of bits to represent the range (for example, 0 to 15 bits). The greater the number of bits used to represent the amplitude, the greater the accuracy of the sampled sound. The number of bits per sample is called the sampling resolution; the sampling rate is the number of sound samples taken per second. Look at these two diagrams to show the difference.


In the first diagram, only 8 bits (0 to 7) are used to represent the amplitude, whereas 16 bits are used in the second diagram. This means the second diagram allows 16 distinct values to represent amplitude, whereas the first diagram only has eight values to represent the same amplitude range.
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1.2.3 Representation of (bitmap) images


Bitmap images are made up of pixels (picture elements). An image is made up of a two-dimensional matrix of pixels. Each pixel can be represented as a binary number, so bitmap images are stored as a series of binary numbers, so that:




	
•  a black and white image only requires 1 bit per pixel (1 = white, 0 = black)


	
•  if each pixel is represented by 2 bits, there are 22 (= 4) possible values (00, 01, 10 and 11) – therefore, four colours could be represented or four shades of grey


	
•  if each pixel is represented by 3 bits, there are 23 (= 8) possible values – therefore, eight colours could be represented or eight shades of grey; and so on.





The number of bits to represent each possible colour is called the colour depth. Image resolution refers to the number of pixels that make up an image, for example 4096 × 3072 (= 12 582 912) pixels could be used to make up an image. Each pixel will be represented by a number of bits (for example, a colour depth of 32 bits).
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Tip


As colour depth and/or resolution increase, the quality of the image will improve; but this also causes an increase in file size which impacts on the storage/memory requirements.
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1.3 Data storage and file compression




1.3.1 Measurement of data storage


Recall that a bit refers to each binary digit and is the smallest unit; four bits make up a nibble (an old unit) and eight bits make up a byte. Memory size and storage size are both measured in terms of bytes


Data storage and memory is measured in terms of bytes:




	
•  1 KiB (kibibyte) = 210 bytes


	
•  1 MiB (mebibyte) = 220 bytes


	
•  1 GiB (gibibyte) = 230 bytes


	
•  1 TiB (tebibyte) = 240 bytes


	
•  1 PiB (pebibyte) = 250 bytes


	
•  1 EiB (exbibyte) = 260 bytes
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Tip


Remember that answers must be given in the units specified by the question.
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1.3.2 Calculation of file size


The file size of an image is calculated by:


image resolution (number of pixels) × colour depth (in bits)


For example, a photograph is taken by a camera that uses a colour depth of 32 bits; the photograph is 1024 × 1080 pixels in size. We can work out the file size as follows:


1024 × 1080 × 32 = 35 389 440 bits ≡ 4 423 680 bytes ≡ 4.22 MiB


The file size of a sound file is calculated by:


sample rate (in Hz) × sample resolution (bits) × length of sample (secs)


For example, an audio file which is 60 minutes in length uses a sample rate of 44 100 and a sample resolution of 16 bits. We can work out the file size as follows:


44 100 × 16 × (60 × 60) = 2 540 160 000 bits ≡ 317 520 000 bytes ≡ 302.8 MiB








1.3.3 Data compression


Files are often compressed to save storage used, reduce streaming and downloading/uploading times, reduce the bandwidth requirements and reduce costs (for example, if storing files using cloud storage).







1.3.4 Lossy and lossless file compression


Two common types of (file) compression are lossy and lossless.








	Lossy

	Lossless










	

	
•  File compression algorithms eliminate unnecessary data.


	
•  The original file cannot be reconstructed once it has been compressed.


	
•  The files are smaller than those produced by lossless algorithms.


	
•  Examples include MPEG and JPEG.




	

	
•  Data from the original uncompressed file can be reconstructed following compression.


	
•  No data is lost following the application of the lossless algorithms.


	
•  Most common example is RLE.














Lossy file compression


Examples of lossy file compression include the following.
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Lossless file compression


Run length encoding (RLE) is an example of lossless compression. It works by:




	
•  reducing the size of a string of adjacent, identical data items


	
•  the repeating unit is encoded into two values:



	
•  first value represents number of identical data items


	
•  second value represents code (such as ASCII) of data item.














Using RLE on text data


For example aaaaaaa/bbbbbbbbbb/c/d/c/d/c/d/eeeeeeee becomes:
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Using RLE with images


This example shows how the file size of a colour image can be reduced using RLE.


The figure below shows an object in four colours. Each colour is made up of red, green and blue (RGB) according to the code on the right.
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This produces the following data:


2 0 0 0 4 0 255 0 3 0 0 0 6 255 255 255 1 0 0 0 2 0 255 0 4 255 0 0 4 0 255 0 1 255 255 255 2 255 0 0 1 255 255 255 4 0 255 0 4 255 0 0 4 0 255 0 4 255 255 255 2 0 255 0 1 0 0 0 2 255 255 255 2 255 0 0 2 255 255 255 3 0 0 0 4 0 255 0 2 0 0 0


The original image (8 × 8 square) would need three bytes per square (to include all three RGB values). Therefore, the uncompressed file for this image is:


8 × 8 × 3 = 192 bytes.


The RLE code has 92 values, which means the compressed file will be 92 bytes in size. This gives a file reduction of about 52%. It should be noted that the file reductions in reality will not be as large as this due to other data which needs to be stored with the compressed file (for example, a file header).













Sample questions and answers




	
a)  i)   Explain the two terms lossy and lossless file compression.

[2]




	      ii)  Give two advantages of compressing files and data.

[2]




	     iii) Give one drawback of using lossy file compression and one drawback of using lossless file compression.

[2]









	
b)  A camera detector has an array of 2048 by 3072 pixels and uses a colour depth of 32 bits. The camera has a 64 GiB memory capacity. Calculate how many typical images could be stored on the camera.

[3]
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Tips


Since the first part is an ‘explain’ question, it is necessary to give a detailed explanation of the two terms mentioned in the question. Parts a)ii) and a)iii) just require a brief description since you are asked to give examples. Do not elaborate too much here since it will simply waste time without any gain in marks. Part b) is a calculation, so it is vital that you show every step in your calculation to show your logic and gain credit if your final answer is incorrect.
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Sample high-level answer




	
a)  i)   With lossy file compression, the file compression algorithms eliminate all unnecessary data and the original file can no longer be reconstructed; some data is irretrievably lost. The resultant files are much smaller than the original files. Examples include MPEG and JPEG.

With lossless file compression, data from the original uncompressed file can be reconstructed following application of the lossless compression algorithms. No data is lost following the application of the lossless compression algorithms. A typical example is run length encoding (RLE).




	     ii)  Two advantages include: reduction in storage space used to store the files, faster download/upload of files across networks since they are much smaller. It is less expensive to store the files if cloud storage is used.


	     iii) One drawback of lossy file compression is that data is permanently lost so that the original file cannot be reconstructed. One drawback of lossless file compression is that the compressed files are still larger than those created from lossy compression.







	
b)  number of bits = 2048 × 3072 × 32 = 201 326 592 bits

divide by 8 to convert to bytes = 25 165 824 bytes


camera memory size in bytes = 64 × 1024 × 1024 × 1024 = 68 719 476 736


number of images = (68 719 476 736) ÷ (25 165 824) = 2730 images
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Sample low-level answer




	
a)  i)   lossy means data is lost permanently when a file is compressed whereas lossless doesn’t lose any of the data for ever.


	     ii)  uses up less space and it is faster and easier to send files over the internet


	     iii) lossy – lose data

lossless – more complicated compression algorithm









	
b)  2048 × 3072 pixels = 6 291 456 bytes

Number of images = (6 292 456) ÷ 64 = 98 304 images stored.
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Teacher’s comments


The first answer is a comprehensive description of lossy and lossless data compression and would probably gain full marks. The calculation shows all of the steps, which is a good exam technique – if you make any errors in your calculation, by showing all steps, you could still gain a good mark even if your final answer is incorrect.


The second answer would probably gain one mark for the reference to lossy files losing data permanently in contrast to lossless. It would also gain one mark for a)ii) for reference to transfer of files over the internet. However, the statement ‘uses up less space’ won’t get any marks – it needs to refer to storage space or memory space (the word ‘space’ on its own is worth 0 marks). The first answer to part a)iii) is just a repeat of a)i) and the second answer isn’t necessarily true. The calculation in part b) is a mess but they would probably gain a mark for the calculation of number of bits; but the rest of their answer is confused or simply incorrect.
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Exam-style questions




	  6  The following diagram shows the sampling of a sound source:
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a)  What type of data is natural sound?

[1]




	
b)  The sound resolution being used is 16 bits. Write down the binary values of



	
i)   peak ‘A’ and peak ‘B’;


	
ii)  peak ‘B’ has two potential values; describe how this problem could be resolved.

[3]









	
c)  Explain what is meant by:



	
i)   sampling resolution


	
ii)  sampling rate.

[2]









	
d)  A sound source is being sampled at 20 000 samples per second. The sampling resolution used is 32 bits.



	
i)   Give one advantage of using 32 bits rather than 8 bits.


	
ii)  Give one disadvantage of using 32 bits rather than 8 bits.


	
iii) Estimate the file size if a 30 second sound sample was being recorded.

Give your answer in MiB.


[4]
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	  7  An ancient Roman mosaic was being scanned by archaeologists and the pattern saved on a computer. Each black tile has the binary value 0 and each white tile has the binary value 1.



	
a)  What is the file size of the raw data?

[1]




	
b)  Describe how run length encoding (RLE) could be used to reduce the size of the raw file. Your answer should include calculations to show how the file size could be reduced.

[6]









	  8  Explain the following four terms:



	
a)  MP3 file


	
b)  JPEG file


	
c)  1 Tebibyte


	
d)  pixel

[8]









	  9  A student gave the following answers in an end-of-term test on computer science. In each case, explain why the student’s answers were incorrect. Also suggest what answer the student should have given in each case.



	
a)  1 MiB is equivalent to 1 000 000 bytes of data.


	
b)  A file which undergoes a lossy compression algorithm can be restored to its original file whenever required.


	
c)  RLE works effectively on any run of repeating units.


	
d)  ASCII code is a subset of Unicode.


	
e)  To play back a sound file stored on a computer through a set of external speakers requires the use of an analogue to digital converter (ADC).

[10]









	
10  When zooming in to an image (that is, increasing its size on screen), it may become pixelated.



	
a)  What is meant by the term pixelated?

[2]




	
b)  Explain why an image can become pixelated.

[2]




	
c)  Colour images are made up of red, green and blue elements. Each of the three colour elements can be represented by 256 bit combinations (from 0 to 255, where 0 = colour not present and 255 = maximum colour element present).



	
i)   What is the hexadecimal equivalent of 255?


	
ii)  Describe how it is possible to represent millions of different colours using red, green and blue elements. (You may assume, for example, that pure red is represented by # FF 00 00).

[4]
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2 Data transmission
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Key objectives


The objectives of this chapter are to revise:




	
•  methods of data transmission:



	–  data packets


	–  structure of data packets


	–  packet switching


	–  serial, parallel, simplex, half-duplex and full-duplex


	–  universal serial bus (USB)







	
•  error detection to include parity checks, checksum, echo checks and Automatic Repeat Requests (ARQ)


	
•  encryption to include symmetric and asymmetric encryption
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2.1 Types and methods of data transmission




2.1.1 Data packets


Data is broken up into packets before it is transmitted. Data packets are split up into:




	
•  packet header (containing the IP address of the sending station and receiving station, the sequence number of the packet, so it can be reassembled, and packet size, to ensure the receiving station knows that the whole packet has been received)


	
•  payload (the actual data)


	
•  packet trailer (containing cyclic redundancy check (CRC) (error check) and a way of identifying the end of the data packet).









[image: ]


CRC is found by adding 1-bits and send as a hex value
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Data packets allow data to be sent in manageable chunks that can be sent along the most efficient route from A to B. Routers (known as nodes) are used to control the path a data packet takes from sending station to receiving station. This is called packet switching where each data packet can take a different route; each route taken is independent of each other. Since data packets take different routes, they could arrive at their destination in the wrong order. A sequence number in the packet header allows all the data packets to be reassembled in the right order at the receiving station. Hop numbers are added to packet headers to ensure they don’t ‘bounce around’ from router to router and eventually become effectively lost.








	Benefits of packet switching

	Drawbacks of packet switching










	

	
•  There is no need to tie up a single communication line.


	
•  It is possible to overcome failed, busy or faulty lines by simply re-routing packets.


	
•  It is relatively easy to expand package usage.


	
•  A high data transmission rate is possible.




	

	
•  Packets can be lost and need to be re-sent.


	
•  The method doesn’t work well with real-time streaming (for example, a live sporting event being transmitted over the internet).


	
•  There is a delay at the destination whilst the packets are being re-ordered.
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