

[image: image]










[image: image]
















Copyright © 2020 by Jeremy England


Cover design by Ann Kirchner


Cover image Cover image © Daboost / Shutterstock.com; illustration drawn from A snake, dark brown in colour. Watercolour, ca. 1795. Credit: Wellcome Collection. Attribution 4.0 International (CC BY 4.0)


Cover copyright © 2020 Hachette Book Group, Inc.


Hachette Book Group supports the right to free expression and the value of copyright. The purpose of copyright is to encourage writers and artists to produce the creative works that enrich our culture.


The scanning, uploading, and distribution of this book without permission is a theft of the author’s intellectual property. If you would like permission to use material from the book (other than for review purposes), please contact permissions@hbgusa.com. Thank you for your support of the author’s rights.


Basic Books


Hachette Book Group


1290 Avenue of the Americas, New York, NY 10104


www.basicbooks.com


First Edition: September 2020


Published by Basic Books, an imprint of Perseus Books, LLC, a subsidiary of Hachette Book Group, Inc. The Basic Books name and logo is a trademark of the Hachette Book Group.


The Hachette Speakers Bureau provides a wide range of authors for speaking events. To find out more, go to www.hachettespeakersbureau.com or call (866) 376-6591.


The publisher is not responsible for websites (or their content) that are not owned by the publisher.


All art is courtesy of the author.


Library of Congress Cataloging-in-Publication Data


Names: England, Jeremy, author.


Title: Every life is on fire : how thermodynamics explains the origins of living things / Jeremy England.


Description: First edition. | New York : Basic Books, 2020. | Includes bibliographical references and index.


Identifiers: LCCN 2020003859 | ISBN 9781541699014 (hardcover) | ISBN 9781541699007 (ebook)


Subjects: LCSH: Life—Origin—Popular works. | Thermodynamics—Popular works.


Classification: LCC QH325 .E64 2020 | DDC 576.8/3—dc23


LC record available at https://lccn.loc.gov/2020003859


ISBNs: 978-1-5416-9901-4 (hardcover), 978-1-5416-9900-7 (ebook)


E3-20200820-JV-NF-ORI














[image: image] For my Miriam
















Explore book giveaways, sneak peeks, deals, and more.









Tap here to learn more.







[image: Basic Books logo]


















	|ONE|


	
INTRODUCTION











In the beginning, God created the heavens and the earth, and the earth was formless and void.


—GENESIS 1:1–2




THE PUZZLE BREAKS DOWN AS FOLLOWS: EVERY LIVING THING we know of sprang from another living thing, yet we have reason to think that there was no life at all anywhere when the world first got going.1 This observation implies that the first life there ever was grew from stuff that was not alive, and the question is whether this grand event occurred mysteriously, in a manner incomprehensible to the laws of physics and chemistry as we know them, or took place in a series of steps that we can understand. In other words, how did life begin? Scientists, curious observers of the natural world, and a great many other sorts of contemplative seekers struggling with the human condition may all agree on the importance of this question, yet much confusion and disagreement reigns about what kind of answer we are even looking for.


Some biophysicists might like to know which specific types of atoms collided with each other in order to form the first biomolecules, while others take for granted that something like this must have happened, and focus their inquiry instead on judging the likelihood of such an event under various conditions. For that matter, what even counts as life, and what doesn’t? Was the early presence of life in the world a gray continuum through which things gradually progressed over time, or do we insist there must have been one moment when it burst decisively onto the scene? If the former, how precisely can we differentiate between something that is alive and something that isn’t? If the latter, considering that life is good at doing an impressive number of things, which of them came into being first? Was it guaranteed to do so, in the same way that ice always melts in the warm sun, or must it have been sparked by a freak occurrence, one so rare that our best theory of how things transpired is no explanation at all? We understand something of why ice forms when water gets sufficiently cold, or why stars ignite when gravity is strong enough to squeeze hydrogen gas together, but it is strangely and marvelously more challenging to articulate the physical conditions in which nonliving matter is guaranteed to become alive. Like the skeptical onlooker at a magic show, many of us simply won’t be satisfied until we get to see how the trick was done.


Tenacious scientific inquiry is not, however, the only reason people long so much to know something of how life began. A thoughtful human being—indeed, even a professional scientist willing to take an honest look in the mirror and examine his or her own sentiments carefully—may admit that the reason the question has such a command over us is that it expresses a shared yearning. The search for meaning and purpose begins with wondering where we came from and what we are part of, and seeking an account of how things began, partly because people use ideas about the past to decide how to act in the present and the future. If everything humans are made up of can be found in a pond or a chemistry set, then what really makes us different? Are humans simply animals, or something more? Does our existence express the intention of a Creator who made us in His image, or are we—and all other life—merely an exotic variety of frost condensed in the razor-thin layer between ground and sky? Can it be both? Once we start talking in these terms, the stakes of the argument could hardly be higher.


In this book, we will see that physical science does provide a new insight into when and how things that are not alive start to become more lifelike. Living things accomplish a variety of feats that, though not unique to life, are certainly distinctive of it. For example, they make copies of themselves, harvest and consume fuel, and accurately predict the surrounding environment. These processes are all part and parcel of what it is to be alive, and each of them can be studied systematically from the perspective of thermodynamics. Emphasizing recent progress in a rapidly growing offshoot of thermodynamics known as nonequilibrium statistical mechanics, this text will build up all the concepts needed to construct a clear argument for when and how the physical properties of inanimate matter might first give rise to the kinds of activities that life is particularly good at. The key point will be to realize that, just as living things have specialized properties determined by their genes that they have inherited from their ancestors, so, too, do collections of physically interacting particles have specialized properties that come from the past shapes into which they’ve been assembled. By continually getting pushed and knocked around by patterns presented in the environment, matter can undergo a continual exploration of the space of possible shapes whose rhythm and form become matched to those patterns in ways that look an awful lot like living.


If all we aimed to do here were to make new physical sense of life’s distinctiveness, that would be plenty. And yet, even more so than most other scientific topics, this one surely demands a broader conversation. Whether because one needs to grapple mightily with the simple, definitional question of what is alive and what is not, or because arguments about the exceptionality, value, and purpose of life make up a large part of what people have disagreed and fought about throughout the ages, it seems thoroughly necessary to put our examination of the boundary between life and non-life in a suitably rich philosophical context. There might be more than one way of doing this well, in principle, but this is where my own deeply felt personal commitments come to bear. The way I know how to be most effective and accurate when talking about “big questions” of the human condition is to ground my understanding in interpretations of the Hebrew Bible. At the beginning of conceiving this book, I therefore set to pondering whether the Bible had anything cogent to say in reaction to the physics I planned to write about.


What I have been amazed to discover is that the Bible is particularly interested in the question of how and why matter might cross from being lifeless to alive, and that it features this subject at the center of one of its most central narrative moments. As a result, the biblical text turns out to provide an unexpectedly detailed conceptual roadmap for the scientific journey we are about to undertake, one that is useful not only for making physical insights comprehensible to the intuitions of everyday experience, but ultimately also in navigating the broader consequences for how we think about the human condition. Moreover, in what feels to me a very pleasing side effect of this whole endeavor, we are going to articulate a way of relating to the Hebrew Bible that combines with and enriches what science can teach us, instead of seeming to be incompatible. It is usually taken for granted that the Bible comprehends little or nothing of what modern science knows about the natural world; it has even been asserted that progress in scientific understanding of where life comes from directly undercuts the credibility and authority of biblical scripture as a path to true knowledge.2 This book so happens to demonstrate the profound falsity of that assertion, but not by injecting more argumentation into an already bloated debate. Instead, engaging with the Bible presents us with a delightful opportunity to prove the point by example, for not only does its text seem to be aware of the concepts needed to think about the emergence of lifelikeness in a physical material, it even provides a poetic summary of them using imagery that makes them more relatable and broadly comprehensible.


For me, in this regard, there is a very satisfying harmony here between the demands of a personal commitment and what simply does the best job when trying to teach about the physicochemical ideas contained in this book. An account of how life might emerge from “dumb, blind” mechanical processes unavoidably will look to some rhetoricians like a last stake in the heart of the Bible’s account of creation—not only this, it also risks casting the whole intricate web of interwoven human lives as a wholly material process that is devoid of any moral meaning. I therefore have a firm intention to lay out the discussion in such a way that the relevant commentary provided by Hebrew scripture never actually appears at loggerheads with the science in the way that some mistakenly perceive. At the same time, the way the Bible treats the subject of how matter comes to life turns out to be wondrously useful as an explanatory tool, because scripture addresses itself to the unenhanced perspective of a human being observing and assaying the world with little beyond his or her five senses. Ideas that are born in the mathematical realm of statistical thermodynamics can often be translated into more everyday parlance, but doing so usually requires reference to tangible examples in that everyday world. In quite deliberate fashion, the Book of Exodus provides a whole drawer-full of these examples, and if I do my job right here, then including them in our discussion is going to make the meaning of the physical theory clearer to a greater number of readers.


Moses is a lone shepherd in the desert tending sheep when he encounters a shrub wreathed in marvelous fire, a living thing that burns brightly without being consumed. The God who reveals Himself in that moment speaks to Moses of his nation’s ancestry and the promise of their redemption from slavery, but He also provides three signs for Moses to bring to the Hebrews in Egypt. The first sign is a staff that turns into a serpent. The second is a “snowy” growth on his skin. The last is a mixture of river water and dirt that turns into blood.


Each of these signs can be read as a comment about the border between life and non-life. The staff is a lifeless object that surprisingly transforms into a living creature. The snowy skin is an anomaly in the boundary between the body of a man (who is alive) and his surroundings (which are not), and the reference to snowflakes evokes the idea of an ever-branching edge that is impossible to trace and thereby fully define. And, of course, the creation of blood—the liquid essence of life—from more basic, formless ingredients completes the portrait. Viewed in these terms, this passage from Exodus hammers home the question of where life comes from and how we can distinguish it from the inanimate material background from which it might have emerged.


It is easiest to think of the miraculous signs given to Moses as a bunch of parlor tricks. Indeed, the text expects this, for when Moses and his brother Aaron show their mud-blood and transforming reptilian stick to Pharaoh, the magicians of the Egyptian court are able to produce the same dazzling effects using their own spells. Superficially, the passage therefore invites those of us fascinated by life’s emergence to compare ourselves to the audience at a magic show. Looking more closely, however, we will discover that these signs also serve as a surprisingly cogent and detailed guide for explaining emergent lifelikeness in the language of physics. The titles for the chapters of this book—2, Staff and Snake; 3, Snow and Dust; 4, River and Blood; 5, Mountain and Sword; 6, Flame and Tree; 7, Wind and Breath; and 8, Voice and Word—all come from the biblical text, and I have paired each one with an accompanying epigraph that highlights the title theme. These pairings will allow us to ruminate on the biology and physics of life from a new perspective. My goal in setting things down in this way is to let this biblical lexicon provide a rich organizing framework for the separate ideas in the natural sciences that must be woven together into a complete account of the origins of living things. By tracing this path, we will not only get a glimpse of how lifelikeness “gets going” in material terms, but also, by the end, begin to appreciate how the Bible seeks to express and comment on such a perspective, so that our reaction to it stays grounded in a full appreciation of what the lives we are living have the potential to mean.


Before plunging ahead, however, it will be well worth our while to state a bit more concretely what kind of answer to the question of where life came from one could possibly hope to put forward in what follows. The most straightforward notion of what such a success could look like would be the perhaps childlike hope that we could one day make a movie of exactly whichever storied puddle it was where certain special chemical reactions first happened, and (crucially!), that we would be able to prove, using data gathered in the present, that the movie was a faithful model of what took place in the past.3 There is more than one reason why that kind of approach is a fantasy, but the most fundamental must certainly be that we do not have—and cannot ever have—any evidence in the present day of exactly what happened on Earth however many billions of years back. Much the same way that both crime scenes and archaeological digs are ruined irreparably for forensic analysis if all the clues are allowed to be trampled, tampered with, and rearranged at random, so, too, must the precursors of the earliest life have gotten scrambled—only much, much more severely. DNA, RNA, and proteins are all macromolecules central to how life works at the subcellular level, and all of them fall to pieces in water on the time scale of millions of years or less.4 No one is foolish enough to try to comb the beach sand at Coney Island trying to reconstruct what a child’s castle might have looked like for a few hours one summer day a hundred years ago, and reconstructing the molecular origins of life as we know it by trying to detect its leftover debris is a fool’s errand.


There is, however, a different kind of approach one can take to explaining where something came from. The underlying premise of asking about the origins of life is that there is something here that needs an explanation, and it is helpful to try to be precise about what that is. When we go hiking in the mountains and notice a bunch of rocks at the bottom of a ravine, we are not provoked to ask how they got there; the same goes for pine cones we step on when walking under a pine tree. Of course, when I see a pine cone in a place in which I find it perfectly normal to observe one, I do not actually know with certainty what the whole history of that particular cone is; maybe someone actually put it there under the tree by hand before I arrived. Still, it does not seem out of place, because there is a perfectly ordinary, observable, and reproducible way to get pine cones to accumulate under pine trees. They fall there all the time as part of the normal seasonal ebb and flow of things.


This is the sense in which life seems to demand an explanation of the sort we might have a hope of constructing. We do not typically (or really ever) see living things spring from inert, inanimate matter, and so it seems abnormal to us to imagine it happening as an explanation for the life we see. Moreover, it is clear to our intuition that this is not merely an issue of our being unable to wait long enough. Of course, some processes that seem rare and improbable on one time scale (like a bolt of lightning on a particular mountain peak) become near-certainties if we just wait a hundred or a million times longer. Still, when we look at life, in all of its intricacy, it is apparent that the simplest of examples of it that we know are so complexly assembled that you would have to wait the ages of countless universes before seeing all these parts slapped together from one random fluke. The exact amount of time it all would have had to take obviously must have been the consequence of little details in this or that chemical process that might take a hundred years under one set of conditions or a million years under another. Nonetheless, the account we really hunger for—the only kind of account that could provide an answer that is both testable and (at least to some degree) satisfying—is for the first assembly of life to be conceived of as a process that has been decomposed into steps that can be theoretically understood and experimentally implemented and observed—in other words, into steps that each look to us like pine cones falling off trees.


I aim to showcase the beginnings of this sort of an understanding within these pages. I do not know, and never expect to know, exactly which molecules did what or when a long, long time ago. What I do want to propose is that there is a set of ideas, based on a branch of physics called nonequilibrium thermodynamics, that is starting to show us how to break the stepwise process of life’s emergence into comprehensible increments. Once we recognize that life, through the lens of physics, is an omnibus of specific but different phenomena with precise physical definitions, we can study the emergence of these phenomena more in parallel, as little, limited successes in lifelike self-organization. The more these pieces of the puzzle can be separately implemented, poked, and tweaked in a laboratory, the more we can start to relate to them as banal, tangible bits of the places and timetables we inhabit.


Central to this discussion will be an idea I have called dissipative adaptation, which essentially is a fancy way of saying that when matter gets knocked around by the patterns in its surroundings, it ends up getting stuck in shapes that look specially suited to respond to those patterns. We are going to have to lay out a number of different observations about physics and biology in order to build this idea up a bit more rigorously, but one of the gratifying things about this kind of science is that it stays very much in contact with the examples of messy complexity that we encounter in everyday life. What that means is that, by the time we reach our conclusion, you may be in the position to test much of what is being claimed here against the evidence of your own significant experience, whether that be watching sleet slide down a windshield in cold rain or observing how salt and pepper grains dance together in a pan of heated oil.
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STAFF AND SNAKE











So he threw it to the ground, and it became a serpent.


—EXODUS 4:3




THERE IS JUST SOMETHING OBVIOUSLY REASONABLE ABOUT the following notion: if all life is built from atoms that obey precise equations we know—which seems to be true—then the existence of life might just be some downstream consequence of these laws that we haven’t yet gotten around to calculating. This is essentially a physicist’s way of thinking, and to its credit, it has already done a great deal to help us understand how living things work. Thanks to pioneers like Max Delbrück, who crossed over from physics to biology in the middle of the twentieth century, the influence of quantitative analyses from the physical sciences helped to give rise to mechanistic, molecular approaches in cell biology and biochemistry that led to many revolutionary discoveries. Imaging techniques such as X-ray crystallography, nuclear magnetic resonance, and super-resolution microscopy have provided a vivid portrait of the DNA, proteins, and other structures smaller than a single cell that make life tick on a molecular scale.1 Moreover, by cracking the genetic code, we have become able to harness the machinery of living cells to do our bidding by assembling new macromolecules of our own devising. As we have gained an ever more accurate picture of how life’s tiniest and simplest building blocks fit together to form the whole, it has become increasingly tempting to imagine that biology’s toughest puzzles may only be solved once we figure out how to tackle them on physics’ terms.


But approaching the subject of life with this attitude will fail us, for at least two reasons. The first reason we might call the fallacy of reductionism. Reductionism is the presumption that any piece of the universe we might choose to study works like some specimen of antique, windup clockwork, so that it is easy (or at least eminently possible) to predict the behavior of the whole once you know the rules governing how each of its parts pushes on and moves with the others. The dream of explaining and predicting everything from a few simple rules has long captured the imagination of many scientists, particularly physicists. And, in all fairness, a great deal of good science has been propelled forward by the hunger of some researchers for a more completely reductive explanation of the phenomenon that interests them. After all, there are things in the world that can be understood as the result of known interactions among various simpler pieces. From the rise and fall of ocean tides with the moon’s gravitational tug, to the way that some genetic diseases can be traced to molecular events arising from the altered chemistry of one tiny patch on a protein’s surface, sometimes the thing we are studying looks like a comprehensible sum of its parts.


Alas, the hope that all scientific puzzles would be conquered through reductionism was more popular with physicists before the twentieth century rolled around. Since then, multiple Nobel laureates in physics (and countless others as well) have written lucidly about how and why reductionist thinking often fails.2 You cannot use Newton’s laws or quantum theory to predict the stock market, nor to predict even much simpler properties of “many-particle” systems, such as a turbulent fluid or a supercooled magnet.3 In all such cases, the physical laws supposedly “governing” it all are swamped with the immensity of what we do not know, cannot measure, or lack the ability to compute directly. As we shall see, physics still works on such systems, but not solely by starting with fundamental equations governing the microscopic parts.


The second mistake in how people have viewed the boundary between life and non-life is still rampant in the present day and originates in the way we use language. A great many people imagine that if we understand physics well enough, we will eventually comprehend what life is as a physical phenomenon in the same way we now understand how and why water freezes or boils. Indeed, it often seems people expect that a good enough physical theory could become the new gold standard for saying what is alive and what is not. What I will argue here, however, is that this approach fails to acknowledge that our own role in giving names to the phenomena of the world precedes our ability to say with any clarity what it means to even call something alive. A physicist who wants to devise theories of how living things behave or emerge has to start by making intuitive choices about how to translate the characteristics of the examples of life we know into a physical language. After one has done so, it quickly becomes clear that the boundary between what is alive and what is not is something that already got drawn at the outset, through a different way of talking than physics provides. The proper goal for a physicist’s account of things should therefore be to find a way of describing that boundary in precise physical terms, so that we can get new insight into how matter might be gotten to move from one side of the borderline to the other.


TO SOME DEGREE, A HOPEFUL INCLINATION TOWARD REDUCTIONISM is expressed in the very asking of the question of where life comes from. We look at a living organism and cannot help but wonder whether such breathtaking success in form and function could simply be the result of a bunch of more basic pieces bouncing off of each other like simple and predictable billiard balls. Is there something more in the machine other than all its dumbly vibrating parts? If there isn’t, shouldn’t that mean we can eventually understand how the whole thing fits together? Put another way, wouldn’t any proposed explanation for the emergence of life have to break it all down into a series of rationalized steps, where each next one follows sensibly and predictably from the last? If so, how is that not the same thing as saying we want to reduce life to a choreographed performance directed by a simple, calculable set of known physical rules?


As I’ve said, it must be granted that physicists have already identified some rules that prove to make highly accurate predictions in systems that once seemed hopelessly and mysteriously complicated. Thanks to the ideas of people like Kepler and Newton, the motion of heavenly bodies is now an open book, and our ability to compute where these bright lights in the sky go is such an unremarked banality that it is now possible to get an extensive education in physics at many a great university without ever delving into the specialty sideshow of rigorous orbital mechanics. Imagine, though, being a brilliant natural philosopher at any point during most of human history, and marveling at the seemingly intractable complexity of how the sun, moon, and stars seem to continually rearrange themselves in the firmament as the days and years pass. The idea that a terse pair of equations describing gravitation and motion under force could bring distant galaxies, the wandering planets, and boxes dangling by coiled springs all into one comprehensive theoretical frame must have been inconceivable even to the greatest genius of every era for thousands of years. The scope and significance of the revolution that started with Newton and his contemporaries are hard to overstate.


And then came the twentieth century! Einstein began with contemplating the equations that describe the motion of light, and through sheer force of insight ended up reimagining the origins of gravity, so as to finally explain the last remaining puzzle of planetary motion that Newton could not touch (namely, Mercury). Meanwhile, Erwin Schrödinger’s quantum mechanical wave equation unlocked the atom, providing an elegant quantitative explanation for the colors of light emitted from various types of electrified gases. This was a bizarre, unintuitive theory of the mathematical inner workings of objects too small to be seen or touched, yet it could still match experimental measurements with stunning accuracy. In the wake of these grand scientific victories, one might forgive the odd scientist or two for feeling like all unpredictability might eventually be swept away as newer and ever more brilliant theories arrived.


On closer inspection, however, this hit parade of wins for reductive theoretical science reveals some bias. What these and many other examples of successful physical theories have in common is that they perform best when trying to predict a well-isolated piece of the world described by a relatively simple mathematical formulation involving a few different things one can measure—the one-planet solar system, the single, solitary hydrogen atom, and so on. In each of these cases, the theory succeeds by filtering out the rest of the universe and focusing on a few equations that accurately describe the relationships among a small number of physical quantities. By the same token, looking a little more closely at these same models gives us some appreciation of where reductive thinking is going to falter.


Sometimes our models disappoint us because they fail to capture something fundamental to the behavior of the system they are trying to describe. For example, as referenced above, the sun’s gravity is felt so strongly by the planet Mercury that Newton’s Law of Gravitation was notoriously insufficient for predicting the observed shape of the orbit; only with the added subtlety of General Relativity could that hole be plugged. Still, there are a great many situations in weaker gravitational fields where Newton works quite adequately, in principle. Remarkably, though, even when the model we are using is a perfectly accurate statement of the rules by which the system of interest behaves, the problem of prediction can still be a slippery one.


With only one star and one planet, the equations of motion are beautifully supple and, after a little effort where pen meets paper, yield precisely the Keplerian laws that planets are observed to obey. Predicting the shape of a planet’s orbit when it’s all alone is therefore thought of as being relatively easy. The task gets more difficult, however, when you add just one more orbiting object, and stumble into the famous three-body problem, which no longer admits a solution in terms of exact equations on a blackboard. Tangling with such a system forces one either to use mathematical tricks, in order to approximate an answer that can still be derived by hand, or to employ computers, for “brute-force” tabulation of numerical results. Moreover, the longer one studies, the more it becomes clear that the instances where everything is beautifully tractable and can be written out from start to finish on a cocktail napkin are the rare exceptions rather than the general rule. Every so often, special symmetries and particularities of cases like the one-planet solar system make for an elegant resolution of things in a few lines of equations. The norm, however, is that systems with many different interacting components have to be solved by a computer program. With information-processing power as great as it is today, it is possible to make highly precise and accurate Newtonian predictions about orbital motions involving many more than three celestial bodies. Nonetheless, the general and highly influential lesson from orbital mechanics, ever since it was first developed as a theoretical field, is that systems with more pieces are harder to study than systems with fewer pieces, and by making and testing predictions about the behavior of simpler cases, we can better understand the laws that govern the complex ones.


According to what we have said so far, though, reductionism could still be correct—it might just be a bit dull and costly to find out the answer by waiting for a computer cluster to spit one out. Armed with such tools, an extreme reductionist would say that all theoretical science has to proceed as follows: start with the fundamental laws that seem to govern the separate little pieces of the world and that do well describing small groups of interacting objects, and then groan and strain to keep adding more variables to the calculation, in order to predict what more complicated systems are supposed to do. Several centuries ago, when the total absence of computers meant that no one understood very much about their limitations, it may have been more reasonable to imagine that all successful theoretical predictions would follow this same pattern. In the past two hundred years, however, a great portion of the science that has been done has worked in a different way from what had been expected, for reasons both practical and profound.


Consider, for example, a beaker of liquid water that has been placed on a hot plate: common knowledge would say there is a certain temperature above which we expect water to boil off into steam. For the reductionist, this boiling temperature depends on a short list of fundamental things we already know about water at the microscopic level. Water molecules are made of even tinier particles called electrons and nuclei, and we know a lot about how much they all weigh and what kinds of forces they exert on each other. Consequently, the Schrödinger equation provides an excellent model of what allows these components to bind together into what we call H2O. In that case, you might say that to find out the boiling temperature, you just need to write down a Schrödinger equation describing the trillion trillion water molecules filling a vessel of water, and then work out the probability of those molecules staying in the vessel depending on how fast they are jiggling around.


This brute-force approach fails spectacularly. First of all, it faces an obvious logistical hurdle: even with state-of-the-art supercomputers, the amount of computing muscle required to handle the time scales, particle numbers, and spatial resolution needed to tell the difference between vapor and liquid, using an exact treatment of quantum theory, dwarfs what we currently can manage by many orders of magnitude. The insufficiency of our computing power is so dire, in fact, that it is tempting to speak bluntly and admit we will never build a computer big enough because it would not fit inside our galaxy. Brute-force attempts to bridge from the nanoscale to the macro-sized world of our experience will lie beyond our reach for the foreseeable future, and possibly forever.


There are, however, work-arounds. Perfect precision in every detail is not needed in order to wring correct answers from the reductionist approach, and we may be able to get away with judicious approximations. Indeed, most, if not all, attempts to use quantum mechanics to compute the properties of molecules these days depend on well-established tricks for making the math simpler by sacrificing a bit of accuracy. These methods can give decent agreement with many quantities measured in real molecules, at least up to a certain number of decimal places. What if we just get the properties of each tiny molecule a little bit wrong—this force somewhat too strong and that atom slightly too light? Can we still get things mostly right when asking, for example, whether water should behave as a liquid or as a vapor under certain conditions?4


Boiling turns out to be a phenomenon perfectly well suited to showing why the smallest inaccuracies in the simulated properties of individual pieces of a system can lead to dramatic qualitative differences in how the collective will behave. The conversion of a liquid to a vapor is an example of what is called a phase transition, which is precisely the sort of everyday scenario we are familiar with where small changes in physical parameters can have a huge impact. Water in a glass on a kitchen table at 98 degrees Celsius (208°F) will be scalding, but unambiguously a liquid. As we heat the same molecules to 102 degrees Celsius (215°F), we will see it convert to a gas called steam. If we measured the typical speed at which the molecules were found to be randomly jiggling around at the two different temperatures, we would find it had changed by less than 1 percent in the process of heating. How, then, can we explain such stark differences in material properties between the liquid and gas states?


Transitions between phases of matter happen when their individual components cooperate in some way. Consider, for example, a small group of water molecules. Because of the positive and negative charges in different parts of the molecule, there are attractive forces that hold groups of molecules together, a little like the way gravity holds things on the surface of the Earth. If a rocket achieves a high enough velocity pointed away from the planet’s surface, it can escape the gravitational pull, which gets weaker as the rocket moves upward. Similarly, if one member in a cluster of molecules achieves a certain speed relative to the other members it is also able to escape.






[image: image]

In a liquid, the constituent atoms or molecules are packed together relatively densely, so that one particle feels the attractive forces exerted on it by a number of other particles in its vicinity. Because of these forces, the particles stay close together even though they are always moving in haphazard directions. In a gas, particles move at higher speeds, and the mutual attraction between any pair of them is not typically strong enough to bind them to each other as one flies by the other. As a result, the same number of particles spread out over much more space.








At a given temperature, we can think of the possible speed of one of these molecules as being roughly fixed, so that the question of escape velocity reduces to asking how strong the “gravitational pull” is. In a cluster of two molecules, there is a base level of attraction between the two, but in a cluster of three molecules, the attractive force felt by any one molecule is stronger, and with four, it is even stronger than that. As other neighbors crowd around, the same molecule moving at the same typical speed effectively finds itself sinking into a deeper and deeper valley that it is harder and harder to climb out of. The net effect, therefore, is that every individual molecule feels stuck in place in proportion to how many other molecules are near it. But this also gives us the makings of a stampede, in which the escape of a few members of the group from the liquid state can effectively drag the rest along with them.


Liquid water molecules take up much less space than the same number of molecules of steam, so we can think of vaporization as a process whereby molecules that were crowded into one corner of a container together now break free and get to rove more widely. When only one molecule escapes the huddle, the rest do not notice, and the force holding each of them in place barely changes. If another leaves, however, followed by another, each time, the attraction holding the next molecule back gets weaker, on average. Right at the phase transition of the boiling point, the water teeters on the brink between a condensed liquid (where the molecules crowd together) and a dilute vapor (where in a runaway bandwagoning effect one molecule after another goes off on its own as the number of other molecules grabbing onto it and holding it in place precipitously declines).


If we imagine some steam poised on the tipping point in this way, the tricky thing now is that we could make an enormous difference to its behavior by just slightly altering how strongly its molecules are attracted to each other. Formerly, we had a situation where the evaporation of one molecule from a drop of liquid might make it more likely that another molecule will do the same; by tilting the scales just a bit to make molecules hold on to each other more forcefully, we can suddenly find instead that when a single molecule joins the liquid, it makes the next one more likely to follow suit. In such a case, it is now a stampede into the higher-density liquid state that becomes massively more probable. And the crucial point here is that, because of how sensitive the physical prediction is to fine details of parameters like the strength of an attractive force between molecules, using an approximate, numerical simulation on a computer to calculate what such molecular properties are becomes a dicey proposition. In the finicky molecular herd, even small quantitative ways in which our calculations are inaccurate can easily add up to a huge qualitative inaccuracy, such as claiming a vapor is a liquid, or vice versa.


The world abounds with cooperative, bandwagoning effects like the one we have just described, many of them operating at the molecular level or smaller. Phase transitions like freezing or evaporation give us a simple everyday phenomenon to take as the archetypal example, but the full range of ways that large groups of interacting pieces can be tipped from one kind of collective behavior to another through small changes in how they interact is vast and diverse. The upshot of this fact is that there are many ways in which the extreme reductionist, armed with a powerful supercomputer, is going to miss the mark by miles when trying to compute the behavior of the whole directly from the simple rules obeyed by its parts. As physics Nobel laureate P. W. Anderson once famously wrote: “More is different.”5 And while we may well succeed at coming up with very good physical theories of things like freezing crystals or viscous fluids, it will not be because we have started by perfecting our detailed models of the atoms or subatomic particles out of which these things are built. Instead, we have to meet the many-particle system in question on its own terms and try to understand relationships among the different collective properties it presents.


THERE IS A RETREAT POSITION AVAILABLE AFTER THE defeat of reductionism that keeps many vaguely nursing the hope that the study of life will one day look less like gardening and more like tabulating the consequences of a physical equation. While it may be hard to predict the vaporization point of water from a first-principles model of molecular dynamics, we certainly still have some very good physical theories that help us to predict much of what happens in systems made of many interacting particles.


For a first example, when liquid turns to vapor, its volume dramatically increases, and it generally absorbs a certain amount of heat from its surroundings. Knowing the exact increase in volume that accompanies this phase transition, as well as the corresponding amount of heat absorbed, enables one to use a theoretical result called the Clausius-Clapeyron equation to predict how much the boiling temperature should increase for a certain increase in external pressure.6 This equation can be derived without making any reference whatsoever to molecules, quantum mechanics, or the specific forces that act between the different bits of the liquid together.


There is also a number that describes how the typical size of bubbles in a superheated pressurized fluid changes as one varies the temperature.7 This number, along with various other “critical exponents,” as they are called, can be computed very well from a beautiful theory, and they do not depend one bit on the details of how strongly the molecules involved interact. Indeed, in a phenomenon known as universality, which arises from deep mathematical identities between different kinds of models that can be made of various many-body systems, these exponents turn out to pop up with precisely the same values in very different settings: for example, magnetic crystals, lipid bilayers, and superheated fluids.


More evocatively, however (and most basically, as far as the physics is concerned), we can imagine firing a bullet into a giant tank of water. Though performing precise enough measurements might be challenging in practice, we have very simple and accurate theories that tell us how much the temperature of the water should increase once the bullet has stopped and the water has ceased its sloshing. All we need to know is the speed and mass of the bullet and the quantity of water. This calculation can be performed by a college freshman without any knowledge whatsoever of how viscous water is, how the bullet is shaped, or even what kinds of atoms the liquid is made of.


What these and many other cases like them have in common is that they rely on very general theoretical statements about the physical laws we observe all matter to obey that are independent of the particular types of materials and forces involved. In the case of the bullet, we invoke the idea from Newtonian mechanics that energy is “conserved,” meaning that the total amount of it in the world has to stay the same. Thus, the kinetic energy of the bullet has to be converted, joule for joule, into heat energy in the surrounding water. The “heat capacity” of water, meanwhile, is an empirical, collective property of the liquid that can be measured in the laboratory, and once we know it, we can tell how much heat was introduced by measuring the corresponding change in temperature. True, it was the friction and turbulence in the water that helped to turn the bullet’s motion into heat—that is, into the random motions of countless molecules. But we do not need to have a good model of that process at all in order to know its consequences for the flow of energy.


It was precisely this kind of thinking that launched the study of thermodynamics. The concept of energy is born from studying Newton’s laws: it is a single number that gives a combined summary of all the motion and potential for motion in an assemblage of matter. The important thing about energy is that Newtonian mechanics does not allow it to be created or destroyed; it can only be transformed from one form to another. This principle of energy conservation is easiest to derive from Newton’s laws for a single particle, but it is expected to apply equally well to ice cubes and hurricanes: we may not be able to predict exactly everything that a complicated collection of different particles will do, but we generally expect it only to do things that conserve energy, and this does frequently grant us a lot of power to predict what can happen.


The classic early successes of thermodynamics are all founded in one way or another on applying the idea of energy conservation in a system where tracking and predicting what all the microscopic parts are doing is impossible. An insulated canister of pressurized air might contain a trillion trillion molecules, but thinking about where each particle is turns out to be beside the point for what we are typically interested in here. As the air pushes against a piston and expands the size of the container, it is a virtual certainty that the gas will cool down, because the energy bookkeeping requires it. The calculation is beautifully simple, exploiting physical laws that the system will obey regardless of what it is made of. Thus, amid a great many details that might be devilishly hard to predict, there is ample opportunity for physical theories to work quite well.


Energy conservation is one of many ways in which a system with many unpredictable microscopic pieces can exhibit behaviors on a collective scale that can be explained and predicted with good physical theories. Whether because of symmetries—as when a molecule is identical to its mirror image—or other geometrical regularities—as in a type of crystal of identical atoms that behaves like a regular lattice of tiny interacting bar magnets—there are numerous opportunities to take something whose microscopic description seems complicated and make a good model of it that takes advantage of mathematical tricks to set powerfully predictive constraints on how the collective behavior can look. This is especially the case once one also makes use of ideas from probability theory to focus on the average, or typical, behavior of a large number of particles rather than on the atypical flukes that, while possible in principle, are highly unlikely to be observed in an experiment. So it is that the field of statistical thermodynamics, and more broadly a field called condensed matter theory, has tackled an enormous range of hidden predictabilities describing different kinds of systems—whether in the heat capacity of crystals or the patchiness of a lipid membrane, in the clumping of micro-sized beads or the magnetism of cold metals.8 Complex collections of large numbers of separate parts turn out to be stunningly simple and tractable when viewed in terms of particular physical properties.


CERTAINLY ONE OF THE MOST STRIKING SUCCESSES OF statistical mechanics and condensed matter theory is their ability to explain, in testable, quantitative terms, how and why matter undergoes phase transitions like boiling and freezing. As described earlier, the formation of liquids (or solids) from vapors (or liquids) always involves a stampede of molecules or atoms cooperating to bind each other into a denser or more orderly arrangement once the temperature drops to a point where thermal motion is sufficiently weak. What is particularly captivating about phase transitions, though, is that they are processes that transform one substance into another whose properties are qualitatively new. Any young child can tell the difference between liquid water and a solid chunk of ice, and may even marvel when discovering for the first time that one of these things can be turned into the other in the palm of one’s hand. How is it that something so brittle and unyielding, that can be carved into a brick or a figurine, can become fluid and formless just by getting a little bit warmer? The mathematical understanding of how this qualitative newness arises has been crystal clear for more than half a century and is a testament to the deep insight that physicists have been able to glean from their equations.


But what about life? Much like a toddler holding an icicle, we still feel a measure of awe when confronting the fact that a living organism, with all its dazzling qualitative difference from things that are not alive, is still built out of the same lifeless raw materials as everything else. From the perspective of the physicist, it at first might seem that what we have here is a well-defined challenge that could eventually yield to inquiry in the same way that melting ice once did: we have an instance where matter gets arranged in a way that seems wondrously new and distinct, but perhaps we just need to understand the physical principles involved well enough to realize how the wondrous newness is actually just a predictable expression of laws we already know. Once upon a time, the transformation of liquids into solids was mysterious, but now we know it’s all about temperature and the forces between molecules. Could there be a similarly pat explanation for when and how inert building blocks join together and come to life?


In the first half of the twentieth century, more than one titan of quantum theory grappled inconclusively with this very question. Physicists had developed sensible, powerful theories of the tiny bits out of which atoms are made, and many of the phenomena of molecular chemistry suddenly began to look like derivative consequences of a more basic physical description. The time was ripe, it seemed, to ask whether a living thing made of atoms should really be thought of as something more or different than any other pile of atoms, and the question attracted the attention of no less than two of the founding fathers of quantum theory. Niels Bohr believed life should be thought of as more than its constituent pieces, but struggled to explain why.9 Erwin Schrödinger, meanwhile, authored a monograph titled What Is Life?, in which he ruminated on what life must look like on the atomic scale.10 With so much new knowledge about what molecules were, it suddenly made sense to try to explain life’s tricks using the seemingly unstoppable physical theories of the day.


Schrödinger’s speculations became famous for at least two insights. First, in a stunning leap of intuition, he suggested that in order for inheritance of traits from parent to offspring to be physically possible, there had to be a molecule in cells that was best described as an “aperiodic crystal,” much like the linearly ordered (“crystal”) but nonrepeating (“aperiodic”) sequence of chemical bases that has since been discovered in DNA. Second, he pointed out that life had to “feed on negative entropy,” an apt phrase that we shall return to in Chapter 6. On the topic of whether there was new physics—or something beyond physics—in life, however, Schrödinger was somewhat elliptical. On the one hand, he acknowledged at length that living things seemed totally unlike inanimate matter in how they interacted with their surroundings; yet, on the other, he expressed confidence that nothing about what life did at the molecular level occurred according to laws other than the physics he knew. In the end, the reader of What Is Life? is left feeling that physics should be able to describe all that there is, including life, but that there was a lingering possibility that could not be entirely erased that life was a phenomenon that somehow stood beyond the confines of its physical mechanisms.


We haven’t solved this puzzle yet, but its resolution is much easier to articulate decades later, now that molecular biology has its own long and venerable history as a hard science in its own right. Thanks to countless experiments on molecules, cells, tissues, and whole organisms, it is now abundantly clear that the marvelously diverse functional capabilities of a living thing all have sound bases in the physical properties of their material parts.


However, this is not to say that reductionism reigns again; on the contrary, the “more is different” idea of emergent properties rears its head everywhere in the study of how life works. Blood, for example, is a liquid that flows through veins and carries oxygen, and its biochemical capacity to absorb and release oxygen is well understood in terms of the atomic structure of a protein on red blood cells known as hemoglobin. At the same time, though, a quantity such as the viscosity of blood (which in theory results from mixing water molecules with plasma proteins and many other components) would be utterly impossible for anyone to predict precisely from first principles. The number of different factors contributing to how a given cell or molecule slides by another in such a heterogeneous mixture is so particular and complexly sensitive to small differences in the interaction properties of each pair of components that there will never be a computation as reliable and informative as just doing the experiment to measure what the empirical answer is.


Yet this empirical answer is important! Life thrives in the realm of the particular, where quite specific and precise properties are achieved by its components that could trigger catastrophic failures if they turned out differently. We cannot assume that any small change to how sluggishly blood slides through a vessel, for example, or to the DNA sequence that instructs the cell how to build a particular protein, will necessarily only make a small difference to how the living thing functions as a whole. Life is a grab bag of different pieces, some of whose physical properties are easier to predict mechanistically than others, and it is certainly the case that at least some of the factors that matter a great deal to how a living thing works will fall into the category of highly nonuniversal emergent properties that are impossible to derive from first principles.
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