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For Jennie, who sees what else is possible.






INTRODUCTION


In 2018, at the age of thirty-nine, I went back to university. Ray, who I had found online, helped me load a suitcase and a few boxes of books into the back of his van, and drove me from London to Cambridge. September is a busy time in the student removals business, and on the journey we chatted about other moves he was doing that week – to Southampton, to Manchester, to Cambridge again. I noticed from his key ring that he liked German shepherds, so I asked him about them. He had two, Lola and Charlie. Both were rescue dogs: Lola was five, and just as affectionate as when she was a puppy; Charlie was older and more wary, especially around strangers. We talked about the huge difference that dogs can make to people’s physical and emotional wellbeing. When Ray asked me what I was going to study in Cambridge, I told him I was going to do politics. He thought for a moment before responding – I imagine about Brexit, Donald Trump, or both. ‘You certainly picked an interesting time to do that,’ he said.


Not everyone was as phlegmatic about my decision as Ray. For the previous six years, I had been chief marketing officer at Bought By Many, one of the fastest-growing tech companies in the UK. After handing my notice in, I posted my news on LinkedIn, and an old colleague got in touch to ask if I fancied a coffee. I said yes, assuming he was interested in hearing about my academic research, and we agreed to meet in a hipsterish café in Clerkenwell. ‘Well,’ he said, after our flat whites had arrived, ‘you’ve gone from the sublime to the ridiculous.’ He assumed I was having a midlife crisis. Alone in Cambridge, wiping down the drawers in the basement kitchen of my student flat, I could see where he was coming from.


Why had I taken this apparently baffling career path? The roots of my decision are in a Guardian live event on the evening of 17 April 2018. Everything was going well in my life at that time, but the outside world seemed to be falling apart. Things had recently gone from bad to worse for liberal democracy, with right-wing populists winning votes and parliamentary seats in France, the Netherlands, Germany and Austria. But something had also changed. The world had finally found someone, or something, to blame for Brexit, Trump and everything else: Facebook. The crisis of liberal democracy was Mark Zuckerberg’s fault.


The Guardian event was a conversation between the Cambridge Analytica whistleblower Christopher Wylie and Carole Cadwalladr, the Observer reporter who had broken the scandal. I was there with my friend Jim, who I had known since he had hired me to work at the data company Experian in 2008. We had worked together on a strategy to develop Experian’s software and data products for digital marketers, which included the acquisition of Techlightenment, a start-up with a platform for running large-scale Facebook ad campaigns. Jim had since gone on to run the marketing business of VisualDNA, a company that used personality quizzes to tailor online ads, while I had signed up hundreds of thousands of new customers for Bought By Many, mainly by targeting people with Facebook ads based on the breeds of dogs and cats the data suggested they liked. As I sat in the dark auditorium, listening to Wylie describe how Cambridge Analytica had exploited Facebook data to wage psychological warfare on ordinary people on behalf of its political clients, something began to dawn on me. I glanced at Jim and could tell he was forming the same troubling thought. Was it also our fault? Were we the bad guys? I had a horrible sinking feeling.


But then I realised that I was losing touch with reality. There was no doubt that Wylie was engaging, charismatic and witty. In his ripped jeans and big glasses, with his nose piercing and hot pink hair, he fitted the archetypal image of the data geek. It was easy to see why Cadwalladr, a feature writer, had found him such a compelling source – and why he was able to command the audience’s attention. He was an excellent storyteller, with a gift for articulating the complex technicalities of data analytics in terms they could understand. But I knew from my own professional experience that much of what he was saying about Facebook and the capabilities of targeted digital advertising was misleading. Worse, some of it was plain wrong.


As we were leaving the event, we bumped into a friend who used to run a healthcare think tank, there with her husband. They were distressed and angry about what they had heard. Though they are active members of the Green Party, this wasn’t about party politics; it was about the integrity of democratic institutions. Facebook was undermining the basic foundations of democracy, and something had to be done. I share their concerns about contemporary politics, but I did not agree that bringing down Facebook was the answer. I wanted to explain what was wrong about the story Wylie had told, and why it was dangerous that so many intelligent and thoughtful people were being taken in by it. After all, I’d worked in data analytics and digital marketing for eighteen years and had nearly been taken in by it myself.


Despite wanting to, I didn’t say anything – I realised that I didn’t have the right vocabulary. At that time I spoke the arcane, technocratic language of the data-driven marketer. I could have talked about segmentation, prospecting, cookies and lookalike audiences, but that wouldn’t have helped. I needed a new way of communicating about data, so I quit my job and went back to university to learn it.


* * *


In a relatively short time, a highly influential theory has been developed to explain the apparent connection between technology companies like Facebook and the political and social convulsions of the last few years. It focuses on the role of data, and it’s called ‘surveillance capitalism’. The term was coined by the Harvard Business School professor Shoshana Zuboff in 2015, but it was the recent publication of her 700-page book The Age of Surveillance Capitalism that propelled it into the mainstream. Many other high-profile scholars with critical perspectives on technology, including Zeynep Tufekci, Siva Vaidhyanathan and John Naughton, also subscribe to it. This is the case it makes against Facebook.


When you sign up for Facebook, Instagram or WhatsApp, you give Facebook some of your personal data, in order that you can construct a profile and find other users. This might include your phone number, your date of birth, what school you went to, your favourite music and so on. As you continue to use Facebook, this is supplemented with other data, such as the friends you connect with, the groups you join and the organisations and public figures you follow. We’ll call this kind of data profile data. Facebook also collects data about your activity – for example, which news stories you like or share, which videos you unmute and which of your friends you interact with most frequently. Because it is integrated with other websites through features like ‘Login with Facebook’, it’s also able to collect data about your browsing elsewhere on the web. We’ll call this second kind of data behavioural data.


Your profile data and your behavioural data are then combined by Facebook in a way that means you can be put into a near-infinite number of possible audiences, which advertisers can then pay to target using Facebook’s tools. For instance, a mattress company might want to promote its new product to women aged between twenty-nine and forty-five who like yoga. Data on Facebook enables that to happen. If you fit that profile, an ad with, say, a woman floating above a mattress in the lotus position will appear in your feed. If you don’t, it won’t. If the mattress company was advertising in traditional media, it would have to make do with placing its ads in magazines aimed at health-conscious women, or on billboards in the train stations of major cities. With these approximations, most of the people who saw the advert wouldn’t be the target audience.


Collecting and compiling data in this way helps make Facebook’s advertising space more valuable than most advertising space in magazines and billboards. It’s an important part of how Facebook makes money. The theory of surveillance capitalism calls this business model ‘fundamentally illegitimate’. That’s a pretty strong claim. If something is illegitimate, we must not stand for it – it means it is not only unjust, but actually intolerable. A classic example of illegitimacy might be an armed group seizing control of a democratic state through a coup. There are three reasons why surveillance capitalism theory says Facebook’s use of data is just as grave.


Firstly, you didn’t give Facebook your permission to use your profile data in this way. You didn’t consent to it. Facebook’s terms of service or its data use policy might talk about it, but these documents are long and impenetrable. It isn’t fair to expect that people actually read them, so any consent implied by your acceptance of them can’t be regarded as informed consent.


Secondly, the collection of behavioural data is both intrusive and essentially covert – in other words, it amounts to surveillance. As such, it’s a violation of privacy rights that is equivalent to someone secretly filming you in your house or wiretapping your phone. Again, whatever it says in Facebook’s terms and conditions is irrelevant, because understanding the technical processes they describe is beyond the capability of most Facebook users. Furthermore, it is practically impossible to opt out of your profile and behavioural data being used without losing access to the services Facebook provides.


Thirdly, the social relations created by Facebook’s business model are expropriative and extractive. Profile data should be seen as your digital property, and behavioural data as the surplus from your digital labour. Facebook takes these from you, making you the modern-day digital equivalent of a serf toiling to enrich a cruel feudal lord. So the power that Facebook derives from data is ‘illegitimate’ because it has been gained by means that no reasonable person would agree to if they understood them.


The graphic on the website promoting the conversation between Christopher Wylie and Carole Cadwalladr is straight out of a sci-fi dystopia: two giant hands bear down on a row of people sitting at computer screens. They are literally being manipulated: the tip of each finger fuses with the head of each figure, making data pour out of their devices, as if they are having the lifeblood drained out of them. The caption reads, ‘The internet has been corrupted into a propaganda tool for the powerful,’ but it could just as well have been entitled ‘Surveillance capitalism in action.’


But that’s not all. Surveillance capitalism theory alleges that Facebook’s pursuit of growth is motivated by a desire to accumulate more of this data and that its rapid expansion into almost every country in the world is explained by its voracious quest for profit. The use of its apps to disseminate political propaganda, extremist content and fake news serves its objectives; prurience and outrage lead to more clicks and shares, and therefore to the generation of more behavioural data. The ethnic cleansing of Rohingya Muslims in Myanmar, the rise of alt-right conspiracy theories, the anti-vaxxer movement and the election of populists, from Donald Trump to Rodrigo Duterte in the Philippines and Matteo Salvini in Italy, are among the catastrophic consequences of Facebook’s business model.
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Surveillance capitalism in action: the graphic used to promote the Guardian event with Christopher Wylie and Carole Cadwalladr on 17 April 2018.








At the same time, surveillance capitalism theory claims that Facebook diminishes human freedom. The design of its user interfaces, informed by vast quantities of behavioural data, is intended to encourage you to spend more time using its apps, which has a detrimental effect on your wellbeing. The more extreme manifestations are increases in anxiety, self-harm and suicidal thoughts among young people, but they also include more generalised feelings of distraction, dissatisfaction, boredom and malaise. Facebook is using the data it has illegitimately acquired from you, along with the talents of the data scientists, software engineers and designers it employs, to create an epidemic of digital addiction. As the former Facebook employee Antonio García Martínez puts it, Facebook is ‘legalised crack on an internet scale’.


Put all that together, and this is the terrifying story. Facebook steals personal data from you and uses it to manipulate you into becoming addicted to its apps, so you produce even more data, which it also steals. Facebook then sells the data it has stolen from you to advertisers, so they can manipulate you into buying their products or voting for their side in a referendum or election. Facebook doesn’t care why its advertisers want your data, how they use it or what the consequences for society are, because all it cares about is profit – as long as your likes, shares and comments keep producing data it can sell, it’s all the same to them. Cambridge Analytica helped the Vote Leave campaign and the Trump campaign use your data as a weapon against you, and Facebook couldn’t care less.


Convinced? If you are, I completely understand why. We are at a moment of extreme pessimism about data. Every day seems to bring news stories implicating social media and mobile phones in cyberespionage, organised crime or authoritarian repression. The risks of speaking your mind online have never felt more acute, so it’s hardly surprising that encrypted private messages on platforms like WhatsApp and Snapchat are fast becoming our preferred way of communicating. Meanwhile, tech companies seem to grow ever more powerful. A decade ago, just one of the world’s largest ten corporations was a technology company; today, seven out of ten are. The market capitalisation of tech giants like Facebook, Google, Amazon, Microsoft and Apple is now bigger than the GDP of most countries – an ascendency that has made their founders and executives spectacularly wealthy. By restricting how data can be used, policymakers promise to repair the damage to world order, civility and equality that tech companies seem to have inflicted.


However, there is another, more optimistic side to the story – the story of good data. In telling it, I begin from a different position to most people writing about data and big tech. Many of the academics, cultural commentators and journalists who shape public opinion on these issues are deeply knowledgeable, but they also tend to be outside observers, who haven’t run ad campaigns on Facebook or analysed Google data to grow a business. By offering the inside perspective of someone with real-life experience of digital marketing and data science, I hope to provide new insights and ways of thinking about these important issues.


It’s a story that might seem contrarian at first. After all, it highlights the reasons not to be worried about how big tech companies are using our data. It shows that targeted digital advertising isn’t as personal, sinister or persuasive as you might think, and that most of the data we produce isn’t a precious commodity that we’re being cheated out of. It explains why the power of big tech companies, despite their scale, is not like the power of states, and it reveals how they can be reformed to better serve the public interest without banning them. But most importantly, it’s the story of the huge societal benefits that we can unlock by putting more, rather than less, data into the public domain. Governments’ data. Tech companies’ data. And our data.


* * *


Digital technology is so pervasive that almost every aspect of our daily lives generates or consumes data. It will only continue to proliferate. Whether or not this data is harnessed as a force for good depends on choices we make together about social norms, and choices about laws and regulations that politicians make on our behalf. At the moment, surveillance capitalism theory is framing those choices. But from my perspective, the risks associated with tech companies’ use of data have been dramatically exaggerated, while the benefits of data openness, both to individuals and society, are being undervalued or even forgotten. It’s time to rediscover the possibilities for data to make life better for all of us. It’s time to talk about good data.






PART I


PARANOIA






Chapter One


THE NEW OIL?


In April 2018, Mark Zuckerberg was summoned to Washington, DC to appear before the US Congress and answer questions about the Cambridge Analytica scandal. At home in London, I sat up late into the night on two consecutive evenings and watched the livestream of the hearings. It was sober viewing, though there was one enjoyable moment of comedy when Orrin Hatch, an octogenarian senator from Utah, asked Zuckerberg, ‘How do you sustain a business model in which users don’t pay for your service?’ The Facebook founder, wearing a dark suit and blue tie, had answered questions respectfully, even when they were motivated by party political point-scoring or displayed a weak understanding of technology, but this level of disconnection from the modern world was too much for him. After a pause in which he struggled to suppress his amusement, Zuckerberg drily replied, ‘Senator, we run ads.’


Advertising-based business models have been around for hundreds of years and form the commercial basis of many newspapers, magazines, radio stations and TV channels. They are an accepted part of life and are not generally regarded as controversial. News, opinion and entertainment are provided for free, financed by the sale of advertising space to companies that wish to promote their products to readers, listeners and viewers. The value of this advertising space depends on how many potential customers it is expected to reach, and how inclined those customers are to spend money on the advertisers’ products. The business model of Facebook – and of other owners of digital advertising space, such as Google and Twitter – is basically the same: spaces in the user interfaces of websites and apps are reserved for ads and auctioned to advertisers, which generates revenue; services like social networking, messaging, email and search can therefore be provided to users for free. Where this business model differs from that of traditional media companies is in its use of data that enables advertisers to target specific audiences. The claim of surveillance capitalism theory that the business model of companies like Facebook and Google is ‘illegitimate’ therefore rests on claims regarding their use of data.


At the beginning of this book’s introduction, I mentioned Ray’s German shepherds. He hadn’t told me about them, but I’d noticed his ‘I heart GSDs’ key ring. If he’d been wearing a claret and sky blue scarf, I might have asked him about West Ham United instead. Until I asked, I didn’t know for certain that he had German shepherds. There could have been other plausible explanations for the key ring – it might have come into his possession by chance, or he might have borrowed the van from a friend. But I made an educated guess that turned out to be correct, and we had a warm, meaningful conversation about his dogs as a result.


Statisticians call this a probabilistic inference. Ray made one about me too when, without consciously thinking about it, he put together the time of year, my destination in central Cambridge and the high proportion of books in the small load, and calculated that I was probably a student. Probabilistic inferences like these are what is happening when you are targeted with Facebook ads; advertisers define which audience they would like to see their ad (for example, women who like yoga, German shepherd enthusiasts or West Ham fans), and Facebook uses data to make educated guesses about who those people might be.


Neither Facebook nor its advertisers really know these things about you, and they don’t need to. If a sports retailer shows you an ad for West Ham merchandise and you’re not a West Ham fan, it doesn’t really matter – you scroll past the ad in half a second and then it’s gone. When Facebook guesses correctly it can seem uncanny, which is why some people are convinced that Facebook must be listening to them through the microphone on their laptop or mobile phone. We might say, ‘I said to my friend this morning that I was thinking about getting the new West Ham shirt, and now there’s an advert for it on my Instagram feed!’ A more likely explanation would be that the conversation and the ad have the same underlying cause: West Ham releasing their kit for the coming season. Retailers will want to sell the kit, and fans – many of whom will have liked the team’s Facebook page – will be talking about it. Most of the time, though, you barely notice that ad targeting is happening.


One of the key claims of surveillance capitalism theory is that this kind of targeting is intolerable because it’s an invasion of privacy. But privacy is subjective – what we consider private varies from society to society and from person to person. Did I infringe Ray’s privacy by asking him about German shepherds after spotting his key ring? I don’t think I did, and I don’t think Ray thought I did, either. The keys were in the ignition, so the key ring was in plain view of me or any other client in the passenger seat of Ray’s van. It was in the public domain. Perhaps this might have been different if we’d been in a country where people have different expectations about interactions with strangers – in Sweden, for example. My Swedish alter ego might have noticed the vallhund key ring but decided it would be impolite to comment on it. It might also have been different if Ray preferred to keep his work separate from his private life. If that had been the case, he probably would have chosen a neutral key ring and kept Charlie’s muzzle out of sight, instead of hanging it from the rear-view mirror.


Ray’s choice of key ring is an analogue version of what we are calling profile data – the kind of data that’s expressed by your Facebook profile. Similar examples of actual profile data would be liking the page of the German Shepherd Dog Community on Facebook (which has nearly 2.5 million followers), or joining the German Shepherd Owners group (which has over 100,000 members). Pages you like and groups you join appear on your profile and are visible to other Facebook users – including advertisers. They are in the public domain unless you choose to hide them, and probabilistic inferences about your interests can be made from them.


Is it an invasion of your privacy for Facebook to show you an ad based on inferences from your profile data? I want to suggest that this is a matter of personal preference and not – as surveillance capitalism theory argues – a matter of ethics. To bring this to life, let me tell you a story about the early days of Bought By Many, the tech company where I worked between 2012 and 2018.


Why Facebook Ads?


In the initial start-up phase, before they know what their product is or who their customers are, entrepreneurs will generally do whatever they can to save money. One obvious way to do this is to economise on office space. My two co-founders and I agreed on a mutually convenient location for our first office – Farringdon in central London – and started viewing the cheapest places we could find online. Eventually we settled on a single whitewashed room in a serviced office building. The compromise was square footage: it was officially a two-person room, but we decided that with small desks we could all fit in. There was just about enough space for Bought By Many’s only physical assets: a basic printer and a coffee machine. When we had a visitor, we would borrow a chair from another office and install them behind the closed door. The first person to visit us was our seed investor, John. He had put £300,000 into Bought By Many, so obviously we wanted to be hospitable and make a good impression. We made him a latte and placed the borrowed chair behind the door. My co-founder Steven launched into an update about what we’d achieved in our first couple of weeks as John sat down. As he put his weight on the chair, the back right chair leg went straight through the floorboard and into the void below. John was tipped suddenly and violently backward. Luckily, he managed to keep hold of his coffee cup: we were mortified enough as it was, without having to administer first aid and arrange dry cleaning. When we made our first hires and moved into a five-person room a few months later, our tiny office with the hole in the floor was turned into a stationery cupboard. 


Another way we conserved funds was by paying ourselves as little as possible. Steven retained a part-time interim CEO job, which meant he only needed a minimal salary from Bought By Many but also that he couldn’t be in the office all the time. Guy and I managed on 50 per cent of what we were used to by reducing our living costs. Some of the time, rather than paying the train fare to come into London from Maidenhead, Guy would work from the shed at the bottom of his garden, which meant there were often days when I’d be in the office on my own. I prefer being in physical proximity with people I’m working with, so those days were quite tough. The office had a high ceiling and a big Crittall steel window: these gave it character, but also meant it was very cold in the winter. Much as I would do six years later in draughty corners of Cambridge libraries, left by myself I would sink into melancholy doubts about the choices I had made. It was during those times that I learned what makes Facebook so valuable.


At that time, Bought By Many had a hypothesis that if we got people who shared the same need for insurance together in an online group, we could use the group’s collective buying power to negotiate a better deal with insurers. While Guy wrote code for the website and Steven negotiated agreements with insurers, my focus was on coming up with ideas for groups and then testing them out with real people. The first idea was to create an insurance policy that would pay out a million pounds if a young person suffered a life-altering injury while playing amateur rugby. In search of people who might be interested, I started following school rugby results obsessively so I could work out who the top teams were. On Monday mornings I would individually email the coaches at ten or fifteen schools to congratulate them on Saturday’s result or commiserate with them. Then I would tell them about Bought By Many’s insurance. My efforts were met with indifference. Eventually one of the coaches kindly explained that there were two major problems with our proposition. Firstly, the schools were reluctant to draw parents’ attention to specialist insurance products, as it would imply that rugby wasn’t safe and that their existing insurance arrangements were inadequate. Secondly, there was an expectation that the players’ union, the RFU and the wider ‘rugby family’ would take care of anyone who was seriously hurt playing the game. That was what had happened when the England under-21 prop Matt Hampson was paralysed after a scrum collapse. I went to interview him at his home in the Rutland countryside and he spoke movingly about the financial, practical and emotional support he had been given after his accident. We had managed to pick a problem that people were hesitant to talk about openly and where there were already solutions that – while not immediately obvious to outsiders – were more than good enough.


Our second idea was equally flawed. A home insurer wanted to acquire new customers in Yeovil in Somerset and agreed to offer a group discount if we signed up one hundred customers. I tried various tactics to get the town’s residents excited about clubbing together with their neighbours to get cheaper home insurance. I ran a disastrous Google Ads campaign, in which I paid £26 for a single click to our website. Then I persuaded Steven and Guy that we should decamp to Yeovil for two days, with the vague idea that we’d be able to meet ‘community influencers’. We wandered the streets talking to people at random, but it was hopeless – nobody was interested. The only useful thing we learned was that a lot of people found our messages about Bought By Many’s ‘new’, ‘different’ and ‘innovative’ way of getting insurance alienating, and that they valued the established ways of doing things that they understood and could trust. 


It was while I was smarting from these lessons one November afternoon in the little office, that I turned to Facebook. At a networking event for start-ups, Chris, an entrepreneur who had founded a social network for PAs, had told me how he had acquired his first 500 users. He had logged on to LinkedIn, joined every group he could find that was aimed at PAs and started answering people’s questions. Which hotel in Kowloon had the best gym? And was it feasible to have a meeting with a supplier on a Eurostar train? After a couple of weeks, he felt he had enough credibility to start posting links to articles on his website that were relevant to the discussion. Other members of the group followed them and found them useful enough that they were willing to sign up for Chris’s network. I wondered if I could do something similar with my new idea for Bought By Many: travel insurance for people with diabetes.


There aren’t many diabetes-related groups on LinkedIn, but there are a lot on Facebook. With some help from two data scientists called Steve Johnston and Liam McGee, Guy and I had built a huge database of anonymous internet searches for insurance, which also showed how many pages of content there were on the internet about each search topic. Analysing this data revealed that thousands of people were searching for travel insurance that covered the complications of diabetes, but almost no insurance companies included information about these conditions on their websites.


I felt like I had a valuable insight into where the insurance industry was failing to serve the needs of people with diabetes. Could I join the Facebook groups for people with diabetes, get involved in the conversations and pick my moment to mention Bought By Many’s travel insurance, in order to repeat Chris’s success? Having browsed the groups, I decided that I couldn’t. Firstly, unlike Chris, I didn’t have anything useful to contribute apart from one highly specific insight. Secondly, most of the groups didn’t allow participation by commercial organisations; even where this wasn’t explicitly prohibited, it was clear that it wouldn’t be appropriate for me to join in. These were conversations between people whose lives were directly affected by their condition: advice about glucose monitors was being shared, stories about awkward insulin injections told and consolations about pain offered. There is a lot of scepticism in academia about using the language of ‘community’ to describe online groups, but that was exactly what I was observing. I suppose I could have pretended, but it would have been disrespectful – a violation, even. I needed to think again.


This was what brought me to Facebook ads. I had some understanding of them, shaped by working on the integration of Techlightenment into Experian, the data company I was working for at the time. Techlightenment’s software made it easy for retailers to generate thousands of ad variations for their large product catalogues. As that wasn’t relevant for Bought By Many, I’d deprioritised testing Facebook ads. But now, having seen how lively the conversation about diabetes on Facebook was, they seemed to be the obvious answer. I loaded up Audience Insights, Facebook’s tool that shows you roughly how many people you can reach based on the criteria you set for your marketing campaign. I set the geographic filter to the UK, typed ‘diabetes’ into the ‘interests’ filter and hit the return key.1.5 million people. Wow! I typed ‘diabetic retinopathy’ and hit return again. 216,000 people. ‘Diabetic foot’ gave me 66,000 people. It was incredible – analysing the anonymous internet search data had given me an important insight about an unmet insurance need, and now I had found a way of telling the people who would benefit from knowing about it without violating the norms of their online community. Clearly this was better than emailing school rugby coaches and wandering around Yeovil. Within an hour I had set up some simple Facebook ad campaigns for our Travel Insurance for People with Diabetes group. Within a week, Steven had identified an insurance broker who could cover diabetic complications and negotiated a 12.5 per cent discount for Bought By Many members. Within a fortnight, we had over a thousand members – we were in business.


The Rights and Wrongs of Micro-targeting


The kind of targeting I was doing when I set up those initial Bought By Many campaigns is known as micro-targeting, which simply means defining an audience with a high degree of specificity – for example, people aged over eighteen in the UK who appear to have an interest in diabetic retinopathy, based on their Facebook data. Since the Cambridge Analytica scandal, micro-targeting has become a byword for everything that’s regarded as being wrong with data-driven advertising. So you might expect that the people who saw my micro-targeted ads for diabetes travel insurance would have been appalled. But in fact, in the vast majority of cases, they really liked them. Why was that? I think partly because they recognised a challenge people face as a result of having complications of diabetes – access to affordable travel insurance – and offered practical help with it. Even more than that, people valued the creation of a space for the discussion of that specific challenge. The comment threads on the ads became a place where the pros and cons of travel insurance were debated, and experiences of different insurers and different countries’ healthcare systems shared. Just as Ray wasn’t offended by me asking him about German shepherds, most people who responded to the ads didn’t mind Bought By Many speaking to them about diabetes; in fact, they actually welcomed it. In both cases, something new and of mutual value was created as a result of starting a conversation based on an inference from data.


We can break the minority of people who didn’t like the ads into two groups. The first, less than 1 per cent of everyone who saw the ads, consisted of people who loathe all advertising so much that they are willing to devote time and energy to making their displeasure known. This involved using the comment thread to post insulting messages and gifs. For these people, it seemed like privacy was not the issue; they were affronted by advertising per se, and regarded targeted ads using their profile data and undifferentiated spam as the same thing. The second group, larger than the ad rejectors but many times smaller than the group that valued the ads, consisted of people who had concerns about being targeted. They expressed this in private messages to the company Facebook page, or by posting comments like ‘How does Facebook know I’ve got diabetes?’ To understand why targeting can be an emotive issue, it’s worth considering their perspective in some detail.


Bought By Many now employs over two hundred people, including teams dedicated to replying to questions by Facebook Messenger, email and phone. Back then, however, it was just me – I was a one-man marketing, product, operations and customer services organisation. There were significant downsides to this: for two years until we could afford to hire Heidi, our first social media manager, my weekends were spent communicating with strangers in the comment threads of Bought By Many Facebook ads. I would answer questions while eating breakfast on Saturday mornings, and from the sofa during Antiques Roadshow on Sunday evenings. If I went out for the day, I would answer questions from bus stops, restaurants, shops and museums. It wasn’t great for my quality of life, but there was a huge upside: I came to understand how the people I was advertising to thought and felt. I gained so much insight from it that for the next three years I made everyone in the company take turns answering questions on our Facebook comment threads when Heidi was on holiday. A lot of these insights were about insurance, but I also learned a lot about people’s attitudes to and understanding of data.


I had some very interesting exchanges with the minority of people who objected to being targeted. They typically didn’t dislike targeting that was based on things discernible from their profile – it was targeting based on behavioural data that they thought was inappropriate. You’ll recall that Ray’s German shepherd key ring was an analogue version of his profile data. By contrast, the things that enabled Ray to conclude that I was probably a student were analogue versions of my behavioural data – the kind of data that is generated as you live your digital life on Facebook apps and across the wider web. Examples of my actual behavioural data might be liking multiple posts by students at Jesus College, Cambridge or spending hours on the University of Cambridge admissions website at the time of year when applications for graduate programmes are made. It is one thing to be shown a Facebook ad for diabetes travel insurance when you’re openly following the Facebook pages of the major diabetes charities; it’s quite another if you’re targeted with it having avoided putting anything about diabetes on your profile. Similarly, I didn’t feel Ray had infringed my privacy when he asked what I was going to study, but I might have felt differently if he’d been driving me to an address near Addenbrooke’s Hospital and asked what I was going in for.


What I’m suggesting here is that data-driven advertising isn’t inherently privacy-infringing, as surveillance capitalism theory argues – people sometimes like targeted ads and get genuine value from the conversations that can develop around them in social media. Even when they’re indifferent to ads, most people aren’t troubled by those that speak to interests they’ve publicly disclosed in their social media profiles; where ads do feel invasive, it’s typically because something that you regard as private has been inferred from your behavioural data and directly addressed. There are two ways to mitigate the risk of that happening. One is through law – we’ll discuss that a bit later. The other is by taking control of how your data is used. And contrary to what you might have heard from proponents of surveillance capitalism theory, it’s not at all hard to do.


You Are Not the Product


‘If you’re not paying, you are the product’ is a hugely popular claim among Facebook’s critics. It’s one of John Naughton’s 95 Theses about Technology, Niall Ferguson made the claim in The Square and the Tower, his book about the power of networks, and Zeynep Tufekci made it in a TED Talk. It’s an idea that seems to resonate because it draws attention to the fact that Facebook’s paying customers are advertisers rather than its users, as well as highlighting the role that users’ data plays in creating value for advertisers. It’s become a commonplace in academic scholarship and political debate, as well as in tech journalism, but unfortunately it’s unfounded.


As a statement to be taken literally, ‘you are the product’ doesn’t accurately describe what is sold by Facebook and bought by advertisers; Facebook’s ‘product’ is the advertising space in its apps. Understood metaphorically as a claim about the relationship between the company and its users, it suggests that Facebook treats you as if you were its product – in a disempowering way that doesn’t respect your rights or your wellbeing. A typical example is the assertion by the UK Department of Digital, Culture, Media and Sport Select Committee in their inquiry into fake news that Facebook ‘make it extremely difficult, in practice, for users to protect their data’ through user interface design and ‘complicated and lengthy terms and conditions’. If this were true, there would be a case for saying that Facebook mistreats you, but it’s all wrong. In contrast to the vast majority of legal terms, Facebook’s data use policy is designed for readability. Its ‘Ad Preferences Center’ gives a user transparency and control over if, when and how their data may be used to target advertising. Users can opt out of profile data about their relationship status, job title, employer, education and interests being used. They can opt out of their behavioural data being shared across different Facebook-owned apps and third-party websites. They can opt out of lists of customers that companies who already have their contact details – like their bank or mobile phone provider – have uploaded to Facebook. These opt-outs are accessible from the main Facebook settings page and via the ‘Why am I seeing this?’ link that appears in the menu of every ad. They are simple to use, and activating them won’t degrade the social networking features available. If users want a more detailed explanation, Facebook even provides visual guides to explain how its ad targeting and privacy controls work. Short of getting rid of ads altogether, an idea we’ll examine in Chapters Five and Eight, it’s hard to think what more they could do.


What’s more, if these controls are news to you, it seems that you’re in the minority. A Reuters survey in April 2018 found that 69 per cent of Facebook users knew how to change their privacy settings and that 39 per cent of users had recently done so. If you know about the privacy settings and haven’t done anything to change them, it’s worth pausing to reflect on why that is. If the truthful answer is that you can’t be bothered, how egregious can the use of your data in ad targeting really be?






[image: image]






Navigating from an ad to Facebook’s Ad Preferences Center.








If, on the other hand, you have changed your settings, you might have noticed that the quality of your Facebook and Instagram feeds has suffered. Behind the above image of how to navigate to the Ad Preferences Center is an ad for the ‘all-new Chilli Beef Loaded Fries Box’, apparently available at my local BP petrol station. It is taken from my own Facebook feed, but since I don’t eat meat or own a car, it’s hardly an appealing prospect.


Facebook’s explanation for why I was shown this ad indicated that BP wanted to reach people aged over eighteen in Cambridge. That’s a good example of ‘broad targeting’. Where micro-targeted ads are specific, broad-targeted ads are generic. As they need to appeal to a wide audience, they tend towards the lowest common denominator. It’s unlikely that meaningful conversation will develop around them in the way that it did on our ads at Bought By Many that talked about the challenges diabetic retinopathy presents for getting travel insurance. When my friend Jim, who I mentioned in this book’s introduction, opted out of data in his Gmail account being used for targeting advertising, he began to see more ads for payday loans and hookup apps. Jim and I might have had more privacy by opting out of data-driven targeting, but it negatively affected our experience of the internet.


The alternative way to mitigate the privacy risks associated with the use of data in advertising is through law. Recent legislation like the European Union General Data Protection Regulations (GDPR) requires companies to obtain consent before collecting behavioural data from consumers. Most behavioural data relies on cookie technology, and GDPR’s requirement that you consent to cookies is why you now see so many pop-ups asking you to click a button or check a box when you visit a new website. The main drawback with this approach is that it interferes with everyone’s experience of browsing the internet – regardless of your personal preferences about data privacy, if you’re in the EU you must either accept or decline cookies at every website you visit. Ironically, this can be just as irritating as the ubiquitous pop-ups that characterised online ads in the bad old days, when advertisers relied on cheap tricks instead of targeting to try and catch your attention. The point is that when laws like GDPR are implemented, we are no longer able to choose which trade-offs to make between privacy and convenience.


Data is the New Manure


Perhaps I’ve persuaded you that what surveillance capitalism theory has to say about the privacy implications of targeting may be too simplistic. But what about the argument that Facebook has stolen your data and sold it to advertisers for a vast profit? Surely that’s unjust, even if targeted advertising isn’t so bad? Let’s explore it with the help of another proponent of surveillance capitalism theory, the musician and entrepreneur will.i.am, who has captured the logic of this argument rather well:


The ability for people to own and control their data should be considered a central human value. The data itself should be treated like property and people should be fairly compensated for it. As a musician, I benefit from the copyright system that attaches ownership rights to my lyrics and instrumental tracks. Why should the data that I generate be handled any differently? It makes no sense that the information is used as the raw material to produce billions of dollars of income for massive ‘data monarchs’ yet is of no financial value to me [ . . . ] all one gets is a ‘free’ account bursting with advertising, faux news and lame ‘sponsored content’.


For will.i.am, data is the fruit of your labour, in the same way that ‘lyrics and instrumental tracks’ are the fruit of a musician’s creative endeavours. Data is therefore your property, and it follows that when it is used as a ‘raw material’ by ‘data monarchs’ like Facebook or Google, you are being exploited – the services these companies provide in return aren’t fair compensation. In other words, your property is being stolen.


There’s a fundamental assumption underpinning will.i.am’s argument: that your data is economically valuable. That is what people are getting at when they call data ‘the new oil’. The Economist, the magazine in which will.i.am’s op-ed appeared, famously depicted the big tech companies as offshore oil rigs on its cover in 2017, calling data ‘the world’s most valuable resource’.


But here’s the thing: data is nothing like oil. Metaphors matter a lot for how we think about intangible concepts, so it’s worth unpacking a few of the reasons why this particular metaphor misses the mark. Firstly, oil is scarce, plus it’s difficult and expensive to extract. By contrast, data is superabundant, and it’s produced effortlessly and in unimaginably large quantities. Secondly, oil is gone once it has been burned, while data can be used again and again. Thirdly, and most importantly, oil is a commodity. It’s homogenous: one barrel of crude oil is worth the same as any other. Data is the opposite. Most of it, including things that might matter deeply to you, like your gender identity or religion – is economically worthless, as it expresses little about your preferences as a consumer. Some of it – including things that are entirely banal, like the fact that you left four pairs of jeans in your Amazon basket without checking out – can be very valuable indeed, though only to a small number of organisations at a specific moment in time. Oil is traded in a marketplace operating on the basis of supply and demand, but you won’t hear the BBC economics editor reporting that the price of data has dropped below $100 a byte, or Mark Zuckerberg announcing that Facebook is going to limit their production of data. That’s because selling data simply isn’t the business Facebook is in. That may seem like a surprising claim if you’ve watched The Great Hack, the Netflix documentary about the Cambridge Analytica scandal, but let’s dig into Facebook’s business model to see how it really works.
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